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Minimization of a strictly convex separable 
function subject to a convex inequality 

constraint or linear equality constraints and 
bounds on the variables 

 
Stefan M. Stefanov 

Department of Informatics, Neofit Rilski South-West University, 
Blagoevgrad, BULGARIA 

 Abstract. In this paper, we consider the problem of minimizing a strictly 
convex separable function over a feasible region defined by a convex 
inequality constraint and two-sided bounds on the variables (box 
constraints). Also, the convex separable program with a strictly convex 
objective function subject to linear equality constraints and bounded 
variables is considered. These problems are interesting from both 
theoretical and practical point of view because they arise in some 
mathematical programming problems and in various practical problems. 
Characterization theorems (necessary and sufficient conditions) for the 
optimal solution to the considered problems are proved. Simple illustrative 
examples are also presented.  

 
 Key words. Convex programming, separable programming, 

algorithms. 
 2010 Mathematics Subject Classification. 90C30, 90C25. 
 
1  Introduction 
 Consider the following strictly convex separable program with 

strictly convex inequality constraint and bounded variables  
(SCS)  
 min{ ( ) ( )} (1.1)j j

j J
c x c x

∈

≡ ∑  

subject to  
 ( ) (1.2)p

j j j j
j J j J

d x d x α
∈ ∈

≡ ≤∑ ∑  

 
 , , (1.3)j j ja x b j J≤ ≤ ∈  
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where )( jj xc  are strictly convex differentiable functions, 
' ( ) > 0, > 0j j jc x d , 0>jx  for every Jj ∈ , 1>p , Jjjxx ∈)(= , and 

}.,{1,=
d

nJ
ef

…  
Functions Jjxd jj ∈),( , are also stricly convex because 

'' 2( ) ( 1) > 0,p
j j jd x p p x j J−≡ − ∈ , under the assumptions. In particular, since 

Jjx j ∈0,> , then Jjba jj ∈0,>0,> . 
Feasible region X  defined by (1.2) -- (1.3) is intersection of the half-

space (1.2) and the −n dimensional box (1.3). Therefore X  is a convex 
set. 

One of the most important problems of the form (SCS) is the 
program with Jjxcxc q

jjjj ∈,=)( . Functions q
jjjj xcxc =)(  are strictly 

convex for 1>,0,>0,> qJjxc jj ∈ , and the assumption 
' 1( ) > 0,q
j j j jc x qc x j J−≡ ∈ , is also satisfied for 1>,0,>0,> qJjxc jj ∈  in 

this case. 
Problem (SCS) is a convex separable programming problem 

because the objective function and constraint function are convex 
(moreover, strictly convex) and separable (that is, these functions can be 
expressed as the sums of single-variable functions). Because of the strict 
convexity, if problem (SCS) is solvable, its solution is unique. 

Also, consider the following convex separable program with strictly 
convex objective function subject to linear equality constraints and bounded 
variables  

)( =
mC   

 min{ ( ) = ( )} (1.4)j j
j J

c x c x
∈
∑  

subject to  
 = (1.5)Dx α  

 
 , (1.6)a x b≤ ≤  

where )( jj xc  are strictly convex differentiable functions, Jj ∈ , 
n

nn
mnm

ij RbbbaaaRRdD ∈∈∈ × ),,(=),,,(=,,)(= 11 ……α . 

The feasible region =X  defined by (1.5) -- (1.6) is an intersection of 
m  hyperplanes (1.5) and the box (1.6). Therefore =X  is a convex set. 

Problem )( =
mC  is also a convex separable programming problem 

because the objective function and constraint functions are convex and 
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separable. Because of the strict convexity of objective function, if problem 
)( =

mC  is solvable, its solution is unique. 

Problems (SCS) and )( =
mC , defined by (1.1) -- (1.3) and (1.4) -- (1.6), 

respectively, and related to them, arise in production planning and 
scheduling [18], in allocation of resources [1, 4, 5, 18, 20], in decision 
making [1, 5, 6, 20], in the theory of search, in facility location [6, 8, 20], etc. 

Problems like (SCS) and )=
mC  are subject of intensive study. Related 

problems and methods for them are considered in [1 -- 20]. Algorithms for 
resource allocation problems are proposed in [1, 4, 5, 20], and algorithms 
for facility location problems are suggested in [6], etc. Singly constrained 
quadratic programs with bounded variables are considered in [2, 3], and 
some separable programs are considered and methods for solving them are 
suggested in [2, 8 -- 19], etc. 

This paper is devoted to solution of problems (SCS) and )( =
mC . The 

paper is organized as follows. In Section 2, characterization theorems 
(necessary and sufficient conditions) for the optimal solution to problems 
(SCS) and )( =

mC  are proved. Due to the specific form of the optimal solution 
to problem (SCS), this solution can be obtained directly and it is not 
necessary to develop iterative algorithms for solving problem (SCS). In 
Section 3 we present results of two simple illustrative examples for both 
problem (SCS) and problem )( =

mC . 
 
2  Characterization theorems 
 
2.1  Problem (SCS) 
Consider problem (SCS) defined by (1.1) -- (1.3). 
Suppose that following assumptions are satisfied. 
(A1) jj ba ≤  for all Jj ∈ . If kk ba =  for some Jk ∈ , then the value 

kkk bax =:=  is determined in advance. 

(A2) α≤∑ ∈
p
jjJj

ad . Otherwise the constraints (1.2) -- (1.3) are 

inconsistent and ∅=X , where the feasible region X  is defined by (1.2) -- 
(1.3). 

The Lagrangian for problem (SCS) is 
 
 

( , , , ) = ( ) ( ) ( ) ( ), (2.1)p
j j j j j j j j j j

j J j J j J j J

L x u v c x d x u a x v x bλ λ α
∈ ∈ ∈ ∈

+ − + − + −∑ ∑ ∑ ∑  
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where ,,;1 nRvuR ++ ∈∈λ  and nR+  consists of all vectors with n  real 
nonnegative components. 

The Karush-Kuhn-Tucker (KKT) necessary and sufficient optimality 
conditions for the minimum solution Jjjxx ∈)(= **  to problem (SCS) are  

 ' * * 1( ) .( ) = 0, (2.2)p
j j j j j jc x pd x u v j Jλ −+ − + ∈  

 
 *( ) = 0, (2.3)j j ju a x j J− ∈  

 
 *( ) = 0, (2.4)j j jv x b j J− ∈  

 
 * 1( .( ) ) = 0, (2.5)p

j j
j J

d x Rλ α λ +
∈

− ∈∑  

 
 *.( ) (2.6)p

j j
j J

d x α
∈

≤∑  

 
 * , (2.7)j j ja x b j J≤ ≤ ∈  

 
 1 1, , , (2.8)j ju R v R j J+ +∈ ∈ ∈  

where Jjvu jj ∈,,,λ , are the Lagrange multipliers associated with the 

constraints (1.2), Jjbxxa jjjj ∈≤≤ ,, , respectively. If −∞=ja  or +∞=jb  
for some j , we do not consider the corresponding condition (2.3) ((2.4), 
respectively) and Lagrange multiplier ju  ( jv , respectively). 

According to conditions (2.2) -- (2.8), Jjvu jj ∈≥≥≥ 0,0,0,λ , and 
complementary conditions (2.3), (2.4), (2.5) must be satisfied. In order to 
find Jjx j ∈,* , from system (2.2) -- (2.8), we have to consider all possible 

cases for jj vu ,,λ : all jj vu ,,λ  equal to 0 ; all jj vu ,,λ  different from 0 ; 

some of them equal to 0  and some of them different from 0 . The number of 
these cases is 122 +n , where 12 +n  is the number of all 

nJJjvu jj |=|,,,, ∈λ . This is an enormous number of cases, especially for 
large-scale problems. Moreover, in each case we have to solve a large-
scale system of nonlinear equations in Jjvux jjj ∈,,,,* λ . Therefore the  
direct application of the KKT theorem, using explicit enumeration of all 
possible cases, for solving large-scale problems of the considered form 
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would not be effective. That is why, we need efficient methods for solving 
the considered problem. 

Theorem 2.1 gives a characterization of the optimal solution to 
problem (SCS). Its proof is based on the KKT theorem. 

Theorem 2.1  (Characterization of the optimal solution to problem 
(SCS)) The point Jjjxx ∈)(= **  is the optimal solution to problem (SCS) if 

and only if ),,(= 1
*

naax … .  

 Proof.  Necessity. Let Jjjxx ∈)(= **  be the optimal solution to (SCS). 

Then there exist constants Jjvu jj ∈,,,λ , such that KKT conditions (2.2) -- 

(2.8) are satisfied. Consider both possible cases for λ . 
(1) Let 0>λ . Then system (2.2) -- (2.8) becomes (2.2), (2.3), (2.4), 

(2.7), (2.8) and  
 *.( ) = , (2.10)p

j j
j J

d x α
∈
∑  

that is, the inequality constraint (1.2) is satisfied with an equality for 
Jjx j ∈,* , in this case. 

(a) If jj ax =* , then 0≥ju , and 0=jv  according to (2.4). Therefore 

(2.2) implies ' * * 1 * 1( ) = .( ) .( )p p
j j j j j j jc x u pd x pd xλ λ− −− ≥ − . Since 

1>,0,>0,> * pJjxd jj ∈ , then  

 ' * * 1 ' 1( ) / .( ) ( ) / . (2.11)p p
j j j j j j j jc x pd x c a pd aλ − −≥ − ≡ −  

Because (.) > 0, > 0, > 0, , > 1(> 0)j j jc d a j J p′ ∈ , and 0≥λ , the 
inequality (2.11) is always satisfied. 

(b) If jj bx =* , then 0=ju  according to (2.3), and 0≥jv . Therefore 

(2.2) implies ' * * 1 * 1( ) = .( ) .( )p p
j j j j j j jc x v pd x pd xλ λ− −− − ≤ − . Hence  

 ' * * 1 ' 1( ) / .( ) ( ) / . (2.12)p p
j j j j j j j jc x pd x c b pd bλ − −≤ − ≡ −  

Since ' (.) > 0, > 0, > 0, , > 1(> 0)j j jc d b j J p∈ , then  

 ' 1( ) / < 0, (2.13)p
j j j jc b pd b −−  

and since λ  must be nonnegative, from (2.12) and (2.13) it is obvious 
that this case  is impossible. 

(c) If jjj bxa << * , then 0== jj vu  according to (2.3) and (2.4). 
Therefore (2.2) implies  

 ' * * 1( ) = .( ) . (2.14)p
j j j jc x pd xλ −−  
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Since ' (.) > 0, > 0j jc d , ,0,>* Jjx j ∈  1>p  by the assumption, and 
0≥λ , from (2.14) it follows that this case  is impossible. 

(2) Let 0=λ . Then system (2.2) -- (2.8) becomes  
 ' *( ) = 0, , (2.15)j j j jc x u v j J− + ∈  

and (2.3), (2.4), (2.6), (2.7), (2.8). 
(a) If jj ax =* , then 0=0, jj vu ≥ . Therefore  

 ' ' *( ) ( ) = 0. (2.16)j j j j jc a c x u≡ ≥  

Since ' (.) > 0jc  by the assumption, then (2.16) is always satisfied. 

(b) If jj bx =* , then 00,= ≥jj vu . Therefore  

 ' ' *( ) ( ) = 0. (2.17)j j j j jc b c x v≡ − ≤  

Since ' (.) > 0jc , this case  is impossible. 

(c) If jjj bxa << * , then 0== jj vu . Therefore ' *( ) = 0j jc x , and since 
' (.) > 0jc , this case  is impossible. 

As we have proved, in both cases (1) and (2), only subcases (a) are 
possible, that is, ),,(= 1

*
naax … . 

The ``necessity" part is proved. 
  Sufficiency. Conversely, let ),,(= 1

*
naax … . Obviously Xx ∈* , 

where X  is defined by (1.2) -- (1.3). 
Set  

' 1= ( ) ( 0under the assumptions), = 0. (2.18)p
j j j j j ju c a pd a vλ −+ ≥  

By using these expressions, it is easy to check that Jjvux jjj ∈,,,,* λ , 
satisfy conditions (2.2), (2.3), (2.4), (2.5), (2.8); conditions (2.6) and (2.7) 
are also satisfied because Xaax n ∈),,(= 1

* … . 
Since (2.2) -- (2.8) are necessary and sufficient conditions for an 

optimal solution to the convex minimization problem (SCS), then *x  is an 
optimal solution to this problem, and since )(xc  is a strictly convex function 
as the sum of strictly convex functions, this optimal solution is unique.  □             

 
 
2.2  Problem )( =

mC  

Denote by ),,,( baDPc α  the solution to problem )( =
mC . Since )(xc  

is strictly convex as a sum of strictly convex functions, then ),,,( baDPc α  is 
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uniquely defined, that is, there is at most one minimum which is both local 
and global. 

Denote b
axy ][=  where }},,{max{min= jjjj baxy  for each Jj ∈ . 

The KKT conditions for nRx ∈*  to be minimum solution to problem 
)( =

mC  are  

 * = (2.19)Dx α  
 

 * (2.20)a x≤  
 

 * (2.21)x b≤  
 

 *'( ) = 0 (2.22)Tc x D u vλ+ − +  
 

 *( ) = 0, (2.23)j j ju a x j J− ∈  
 

 *( ) = 0, (2.24)j j jv x b j J− ∈  
 

 0 (2.25)u ≥  
 

 0, (2.26)v ≥  
where nm RvuR +∈∈ ,,λ  are the Lagrange multipliers associated with 

(1.5) and the two inequalities of (1.6), respectively. 
The map nn RRcc →∇≡ :'  is strict monotone increasing since c  is a 

strictly convex function. Therefore nn RRc →∇ − :)( 1  is well-defined. 
Theorem 2.2 Let RRc n →:  be separable, differentiable and strictly 

convex. Then  
 { }1 '( )

'( ){ ( , , , )} = ( ) [ ] : , (2.27)T c b m
c c aP D a b c D t t Rα −′ − ∈  

where baD ,,, α  are defined above.   
Proof. Relation (2.27) is proved by two-way inclusion. 

i) Let ),,,(=* baDPx c α  for some mR∈α . Then there exist 

,mR∈λ  nRvu +∈,  satisfying the KKT conditions (2.19) -- (2.26) together 
with this *x . 

From (2.22) it follows that  
 *= '( ) , (2.28)TD c x u vλ − + −  

that is,  
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 ' *, = ( ) (2.29)j j j j jD c x u vλ〈 〉 − + −  
for each Jj ∈ . 

If ' *, > ( ),j j jD c xλ〈 〉 −  then 0,> ≥jj vu  so jj ax =*  according to 
(2.23), that is,  

 ' * *, > ( ) i = . (2.30)j j j j jD c x mplies x aλ〈 〉 −  

Similarly, if ' *, < ( )j j jD c xλ〈 〉 − , then 0,> ≥jj uv  so jj bx =*  according to 
(2.24), that is,  

 ' * *, < ( ) i = . (2.31)j j j j jD c x mplies x bλ〈 〉 −  

Since Jjba jj ∈≤ , , by assumption, we have three cases to consider. 

  Case 1. ', > ( ).j j jD c aλ〈 〉 −  

Then ' *, > ( )j j jD c xλ〈 〉 −  according to (2.20) and the monotonicity of 

jc′ . Hence jj ax =*  in accordance with (2.30). 

  Case 2. ', < ( ).j j jD c bλ〈 〉 −  

Then ' *, < ( )j j jD c xλ〈 〉 −  according to (2.21) and the monotonicity of 

jc′ . Hence jj bx =*  in accordance with (2.31). 

  Case 3. ' '( ) , ( ).j j j j jc b D c aλ− ≤ 〈 〉 ≤ −  

If ' *, < ( ),j j jD c xλ〈 〉 −  then jj bx =*  according to (2.31). Therefore 
' *, ( )j j jD c xλ〈 〉 ≥ −  because ', ( )j j jD c bλ〈 〉 ≥ −  by the assumption of Case 

3, a contradiction. Similarly, if we assume that ' *, > ( )j j jD c xλ〈 〉 −  strictly, 

this would imply jj ax =*  according to (2.30) and ' *, ( )j j jD c xλ〈 〉 ≤ − , a 
contradiction. 

Then ' *, = ( )j j jD c xλ〈 〉 − , so it follows that * ' 1= ( ) ( , )j j jx c D λ− −〈 〉 . 
 In the three cases considered, we have  

 
'

'

( )* ' 1
( )

= ( ) [ , ] . (2.32)
c bj j

j j j c aj j
x c D λ− −〈 〉  

Hence )('
)('

1* ][)(= bc
ac

TDcx λ−′ − , that is,  

 { }1 '( )
'( ){ ( , , , )} ( ) [ ] : . (2.33)T c b m

c c aP D a b c D t t Rα −′⊆ − ∈  

 ii) Conversely, suppose that nRx ∈*  and )('
)('

1* ][)(= bc
ac

T tDcx −′ −  for some 
mRt ∈ . Set:  
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  )('
)('

1 ][)'(= bc
ac

T tDcD −−α   
  t=λ   
  tDacu T+)('=   
  .)('= tDbcv T−−  
 We have to prove that vux ,,,,* λα  satisfy the KKT conditions 

(2.19) -- (2.26). 
Obviously *x  and α  satisfy (2.19), *x  satisfies (2.20) and (2.21) 

(these are (1.6)) according to definition of b
ax][  and monotonicity of 'c . 

In order to verify (2.22) -- (2.26), we consider each Jj ∈ . There are 
three possible cases. 

  Case 1. ', > ( ).j j jD t c a〈 〉 −  

Then ' ( ) , > 0,j j jc a D t+ 〈 〉  and since jj ba ≤ , then 
' ( ) , < 0.j j jc b D t− − 〈 〉  Therefore * '= , = , = ( ) , , = 0.j j j j j j jx a t u c a D t vλ + 〈 〉  

 Case 2. ', < ( ).j j jD t c b〈 〉 −  

Then ' ( ) , > 0,j j jc b D t− − 〈 〉  and since jj ba ≤ , then 
' ( ) , < 0.j j jc a D t+ 〈 〉  Therefore * '= , = , = 0, = ( ) , .j j j j j j jx b t u v c b D tλ − − 〈 〉  

  Case 3. ' '( ) , ( ).j j j j jc b D t c a− ≤ 〈 〉 ≤ −  

Then ' '( ) , 0, , ( ) 0.j j j j j jc b D t D t c a− − 〈 〉 ≤ 〈 〉 + ≤  Therefore 

0==,=),,()'(= 1*
jjjjj vuttDcx λ〉−〈− . 

Obviously in each of the three cases, λ),(,,* Jjvux jjj ∈  satisfy 
(2.22) -- (2.26) as well. 

Therefore vux ,,,,* λα  satisfy the KKT conditions (2.19) -- (2.26), so 
),,,(* baDPx c α∈  according to definition of ),,,( baDPc α . 

The two-way inclusion implies (2.27). □              
 Define the functions mmnm RRRRx →→ :,: α  by  
 1 '( )

'( )( ) = ( ) [ ] (2.34)T c b
c ax t c D t−′ −  

 
 1 '( )

'( )( ) = ( ) [ ] (2.35)T c b
c at D c D tα −′ −  

 Then the following Corollary holds. 
Corollary 2.1 Vectors ** , αnRx ∈  mR∈  satisfy ),,,(= ** baDPx c α  

if and only if there exists mRt ∈*  such that  
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 * *( ) = (2.36)x t x  
 

 * *( ) = . (2.37)tα α  
Proof of Corollary 2.1 follows from the statement of problem )( =

mC  
and (2.27). 

 From Corollary 2.1 it follows that ),,,(= ** baDPx c α  can be solved 

with respect to *x  for given *α  by first solving (2.37) for *t  and then 
calculating *x  by using (2.36). 

Let S  be the set of solutions to (2.37) for a particular value of *α :  
 *= { : ( ) = }. (2.38)mS t R tα α∈  

According to (2.35), each component of )(tα  is a linear combination of 

the same set of terms. Each term 
'

'

( )1
( )

( ) [ ]
c bT j j
c aj j

c D t−′ −  is a smooth function of 

t  except on the pair of break hyperplanes 
 '= { : , = ( )}, (2.39)m

j j j jA t R D t c a∈ 〈 〉 −  
 

 '= { : , = ( )}. (2.40)m
j j j jB t R D t c b∈ 〈 〉 −  

In the case when 1=m , that is, there is a single linear equality 
constraint of the form (1.5), the break hyperplanes are reduced to break 
points. 

3  Illustrative examples 

In this section, we illustrate application of Theorem 2.1 and Theorem 
2.2 to simple particular problems. 

 
 Example 1.  
 }=)({min 3

2
3
1 xxxc +  

subject to  
 102 2

2
2
1 ≤+ xx  

 
 31 1 ≤≤ x  

 
 5.1 2 ≤≤ x  

This problem is of the form (SCS) with 
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5=1,=3,=1,=10,=2,=1,=2,=1,=1,=3,=,=)( 22112121 babaddpccqxcxc q

jjjj α
. 

The optimal solution, obtained by Theorem 2.1, is  
 (1,1),=),(= *

2
*
1

* xxx  
and  

 2.=)(= *
min xcc  

 Example 2. 
 }3734104=)({min 2

7
2
6

2
5

2
4

2
3

2
2

2
1 xxxxxxxxc ++++++  

subject to  

 

7

=1

1

2

3

4

5

6

7

= 72

4 7
4.5 10
8 13
5 8
4 7

30 40
4 7.

j
j

x

x
x

x
x
x
x
x

≤ ≤
≤ ≤

≤ ≤
≤ ≤
≤ ≤
≤ ≤

≤ ≤

∑

 

This problem is of the form )( =
mC  with 1=m , 7=n ; 

1,=72;=2;=,=)( j
q
jjjj dqxcxc α  7,3,1),(4,10,4,3,=)(=,7;1,= 7

1=jjccj …   

 ,7,40,7).(7,10,13,8=)(=,4,30,4),(4,4.5,8,5=)(= 7
1=

7
1= jjjj bbaa  

The optimal solution is  
 63,30,7),636,8,5.63(7,4.5,9.8=*x  

and  
 3951.0454=)(= *

min xcc  
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Lorentz Link Problem and Solutions 
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Abstract: Lorentz transformations between given pair of 4-vectors with 
an equal Minkowski norm are usually referenced as Lorentz links. We 
present two equivalent formulas which generally solve the problem of 
finding Lorentz boost links. The first one is an algebraically derived formula 
in a rather compound form. In this paper, we are focused on the second 
one, derived in a more geometrical manner using reflections. This approach 
results in a more insightful and elegant solution of the Lorentz link problem.   

Keywords: transformation, boost, reflection 

1. INTRODUCTION 
The Lorentz group together with translations (Poincare group) is the 

group of symmetries of the metric tensor of the empty space-time. It is the 
linear group (subgroup of GL(4,R)) of orthogonal transformations of 
Minkowski space, also called O(1,3), which preserves distances.  Hence, L 
∈ O(1,3) iff     

),())(),(( yxyLxL ηη = . 

For the sake of brevity we shall further denote scalar product simply by 
x⋅y ≡ η(x,y) ≡ ηijxiyj. We work with η = diag(1, −1, −1, −1).  

Geometrically, Lorentz transformations are usually classified as 
rotations, boosts and reflections. We discussed this classification in [2], 
together with some facts concerning the connected components of the 
Lorentz group O(1,3) related to the algebraic structure of the space of 4-
vectors of velocity. Here, we consider a space of 4-vectors whose equal 
Minkowski norm does not necessarily refer to a physical quantity, such as 
the speed of light. However, we will need the concept of timelike vector X, 
i.e. a 4-vector for which η(X,X) > 0. 

In Lorentz link problem, of particular interest are Lorentz boosts, 
because only boosts act nontrivially representing relative 4-velocity between 
different frames. Boosts, are proper and orthochronous transformations, i.e. 
they belong to, and together with rotations, generate the restricted Lorentz 
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group. Thus, a boost is a Lorentz transformation without spatial rotation, 
which justifies its other name of "pure" Lorentz transformation. While the 
composition of rotations is always a rotation, the composition of boosts in 
general case is not a boost. 

Lorentz links are Lorentz transformations between given pair of 4-
vectors. The problem of determining the Lorentz transformations that link 4-
vectors with an equal norm has been addressed by several authors [1], [3], 
[4], [5], [6], [7], [8] using different approaches. In the recent article [2], we 
gave an overview on the seemingly different solutions of the Lorentz link 
problem in the coplanar case and we obtained that they are equivalent.  

Regarding the Lorentz links, it is sufficient to restrict the problem to 
determination of boosts. Lorentz links by rotations are not interesting since 
they are reduced to trivial solutions. However, as we shall see, the Lorentz 
boost links can be obtained by using composition of reflections [6].  

Definition 1. Parameterized by 4-vector U, an orthogonal reflection at 
the non-null hyperplane with normal U is given by the tensor 

2 2      
U

UUSU
ηδ ⊗

−= . 

Lorentz link by reflection has a simple solution. Namely, for two vectors 
U and V with an equal Minkowski norm one can straightforwardly obtain that 
SU−VU = V and it is the unique reflection that links U to V, that is to say, if 
SXU = V and SYV = U hold simultaneously, it immediately follows that X and 
Y are proportional to U−V and hence are linearly dependent, so SX = SY. 
Thus, Lorentz link by a reflection between U and V is given by 

(1)             0)(     , 
)(

)()(2       2
2, ≠−

−
−⊗−

−= VU
VU

VUVUS VU
ηδ . 

Note that Lorentz link by reflections is undefined for U = V. It is not a 
boost since it does not satisfy the criteria for boost given below, as one can 
easily verify subsequently.  

2. ON LORENTZ BOOST LINKS  
In a set of 4-vectors with an equal Minkowski norm there exists a 

Lorentz link that transforms one 4-vector into another. Let U and V be 4-
vectors with U2 = V2. Each Lorentz link LU,V between U and V defines a set 
of Lorentz transformations parameterized by 6 independent components. 
Note that in case of Lorentz boost links, the first components of U and V 
("time" components) must have the same sign to make the problem well 
defined.   
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It is easy to see that if LU,V transforms U into V, i.e. LU,VU = V, then it is 
always possible to obtain additional Lorentz links by 

VUIdLId UVUV =⋅⋅ )( ,   

for any two orthogonal transformations IdU and IdV such that IdUU = U and 
IdVV = V. For example, simple transformations of that kind are  

2 
U

UUIdU
η⊗

=    and   2 
V

VVIdV
η⊗

= . 

All the elements IdV of the Lorentz group that fix the 4-vector V, form a 
subgroup called little (or stability) Lorentz group at V, [9]. 

It has been shown that every little Lorentz group is isomorphic with the 
proper rotation group SO(3). If we put an additional requirement on L in form 
LU,U = δ, we ensure that L is in the restricted Lorentz group (the connected 
component with the identity δ) and we eliminate the rotations from L 
providing L to be a pure Lorentz transformation, i.e. a boost. Conversely, let 
LU,V be a Lorentz boost which links two 4-vectors U and V, LU,VU = V. 
Replacing V by U we obtain LU,UU = U, where LU,U is a boost, implying that it 
must be LU,U = δ. This criteria enables an easy check whether a given 
Lorentz link is a boost. It can be summarized as follows. 

Theorem 1. If LU,V is a Lorentz transformation which links two 4-vectors 
U and V, then LU,V is a boost iff LU,U = δ.  

The following theorem [3], which gives one solution to Lorentz link 
problem, is formulated independently by more authors .  

Theorem 2. Lorentz boost link, parameterized only by the initial 4-
vector U and the resulting 4-vector V is given by  

(2)  0)(    ,2    
)(

)()( 2       2
22, ≠+

⊗
+

+
+⊗+

−= VU
V

UV
VU

VUVUB VU
ηηδ . 

It is easy to see that (BU,V)−1 = η⋅(BU,V)T⋅η = BV,U. The proofs that the 
tensor BU,V is an orthogonal transformation, BU,VBV,U = δ and that BU,VU = V 
are straightforward. It is obvious that BU,U = δ, implying that Lorentz 
transformation given by (2) is a boost.  

However, it is known that there is a continuum of boosts that link two 
given 4-vectors U and V. The obvious one which rotates in U ∧ V plane is 
given by (2). However, it is interesting that there are other boosts that link U 
and V which rotate in different planes.  

Oziewicz [4] has given a generalized solution to the problem of finding 
Lorentz boosts between given 4-vectors. His solution is additionally 
parameterized by an arbitrary timelike 4-vector X.  
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Theorem 3. The Lorentz boost links parameterized by the initial 4-
vector U, the resulting 4-vector V and an arbitrary timelike 4-vector X are 
given by  

(3)  
{ }

))((4)(
    )()()(  2     22

2

,, VXUXVUX
VUUXXVUXB XVU ⋅⋅+−

−⋅−−⊗
−=

ηηδ        

          
{ }

))((4)(
 )(4)(2 )(   

22

2

VXUXVUX
XVXVUXVU

⋅⋅+−
⋅+−⊗−

−
ηη

  

.0)(     ,0)( 
    ,0)(     ,0))((4)( 222

≠−∧≠+
≠−≠⋅⋅+−

VUXVUX
VUVXUXVUX

 

From the constraints accompanying (3), only the first one is related to 
the existence of the corresponding boost link. The rest of the constraints 
simply exclude singular solutions and impose constraints on X. One can 
straightforwardly prove that the tensor BU,V,X is an orthogonal transformation 
and BU,V,XU = V. 

The solution (2) can be obtained from (3) when the 4-vectors U, V and 
X are coplanar. When the parameterization is made only by linear 
combination of the initial and the final vector, the vector X is in U∧V plane 
and then the Lorentz link becomes unique, given by (2). However, by choice 
of a preferred 4-vector X to be non-coplanar relative to the U∧V plane, one 
can obtain a continuum of Lorentz boost links.  

3. LORENTZ BOOST LINKS OBTAINED BY REFLECTIONS 
The Lorentz boost links can be derived in a more insightful and 

pedagogically more appealing way using reflections. In particular, any boost 
in a plane containing the timelike vector X is of the form SYSX for some 
timelike 4-vector Y, and hence SY is uniquely determined [6]. So, we can 
look for all boosts BU,V,X in a plane containing X that map U to V. Since it 
should be BU,V,XU = V, it follows SY(SXU) = V and now according to (1) we 
obtain the solution Y = V − SXU which is timelike. Note that this is the unique 
solution for SY up to a scalar.  

Theorem 4. All Lorentz boosts between the initial U and the resulting V 
additionally parameterized by an arbitrary timelike 4-vector X, are given by a 
family of boosts   

(4)       XUSVXVU SSB x−=,, ,     (V − SXU)2 ≠ 0. 



Faculty of Mathematics & Natural Science – FMNS 2011 

20 
 

Note that the constraint (V − SXU)2 ≠ 0 is equal to the first constraint 
given in (3). The formula (4) has more general interpretation than the similar 
formula for Lorentz boost that links space-time events [6]. 

By simple calculation we obtain  

δλ === − XXXUSUXUU SSSSB x,,   

where λ is a scalar, proving that BU,V,X is a boost. For X coplanar to U and V 
this reduces to the "standard" Lorentz boost link given by (2). One can also 
straightforwardly prove that (4) is equal to (3).  

The issue of uniqueness of the Lorentz links was discussed in [2] on the 
formulae (2) and (3). It seems that (4) offers a much simpler and 
geometrically clearer picture of the non-uniqueness of the Lorentz boost 
linking given 4-vectors. Actually, the formula (3) relies entirely on the 
extensive algebraic operations whose complicated structure hides its simple 
geometrical meaning. Note that existence and uniqueness of the required 
Lorentz boosts are easily obtained in this "geometric" approach.   

4. CONCLUSION 
In this paper, we presented two formulas to obtain all Lorentz boosts 

that link two given 4-vectors. The first one is the known formula (3) which is 
derived by tedious algebraic calculations. The second formula (4) is a result 
of more elegant geometrical observations. This geometric approach is 
based on reflections and gives simpler and conceptually clearer solution.  
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Abstract. Descriptions of free objects in the variety of medial semigroups 
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A semigroup S is said to be medial if abcd = acbd, for every a, b, c, d in 

S. The class of all medial semigroups is a variety of semigroups defined by 
the identity xyuv ≈ xuyv. We denote this variety by Med. If S is a medial 
semigroup, then the following equalities hold in S:  

px1x2x3q = py1y2y3q, 
for any p, x1, x2, x3, q ∈ S and any permutation y1y2y3 of  x1x2x3. 
A free medial semigroup as a quotient structure of the free semigroup 

over an alphabet is constructed below. Recall that the free semigroup over 
a nonempty set A, is the set A+ of all finite sequences (a1,a2,…,an) of 
elements of A endowed by the operation concatenation of sequences: 

(a1,a2,…,an)(b1,b2,…,bm) = (a1,a2,…,an,b1,b2,…,bm). 
Identifying each sequence of the form (a) with a ∈ A, we have 

(a1,a2,…,an) = a1a2…an. The elements of A are letters and elements of A+ 
are words on A. Two words u = a1a2…an and v = b1b2…bn are equal if and 
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only if n = m  and ai = bi, for  i =1,2,…,n. The number n is called the length 
of the word w = a1a2…an and it is denoted by |w|. For any word w we define 
the content cnt(w) inductively by: 

a ∈ A ⇒ cnt(w) = {a},  w = uv ⇒ cnt(uv) = cnt(u) ∪ cnt(v). 
We introduce the notion of "elementary medial transformation" of a 

word in A+ analogously as for the left commutative groupoids ([1]). 

Definition 1. Let w ∈ A+, w = a1a2…an where a1,a2,…,an ∈ A. A 
segment of w is called any expression of the form aiai+1…ai+j, where       i+j 
≤ n, i  runs in {1,2,…, n} and j runs in {0,1,…, n − 1}. The set of segments 
of w is denoted by seg(w). Thus: 

seg(w) = {aiai+1…ai+j | i+j ≤ n, i∈{1,2,…, n}, j∈{0,1,…, n − 1}}. 
Proposition 1. If w = a1a2…an, then n ≤ |seg(w)| ≤ (n(n−1))/2. ,  

Definition 2. Let w ∈ A+, |w| ≥ 4 and txyz be a segment of w. If one 
occurrence of txyz  in w is replaced by tyxz, an element u A+∈  is obtained 
that is different from w only in the replaced segment txyz by tyxz. In that 
case we say that an elementary medial transformation is performed on w 
and write w ` u. In the cases when w = a or w = ab or    w = abc, where a, 
b, c ∈ A, we put by definition w ` w. Thus, w = αtxyzβ ` αtyxzβ = u, where 
α, β ∈ A+ or, α  or β  is the empty symbol. 

We can "go back" from u to w performing the elementary medial 
transformation u = αtyxzβ aαtxyzβ = w  in the same place. We call this 
transformation an inverse return from u  to w. Thus, w ` u a w. 

Note that an elementary medial transformation of an arbitrary word w  
does not lead to a transformation on A+, because the "image" of w  is not 
uniquely determined. For instance, the word w = abcde, where a, b, c, d, 
e∈A, with one elementary medial transformation can be transformed in 
acbde, but also in w = abdce. 

Definition 3. Define a relation ~ on A+ by:  
w ~ u  ⇔ (∃w0, w1,…,wk ∈ A+) w = w0 ` w1 ` … `wk−1 ` wk = u. 

Proposition 2. w ~ u, where w = a1a2…an, u = b1b2…bm if and only if n = 

m, a1= b1, an = bn  and b2…bn−1 is a permutation of a2…an−1. 

Proof. If w ~ u, then |w|=|u|, cnt(w) = cnt(u), left and right ends of w and 
u are equal and the appearance of any a ∈ A in w is equal to the 
appearance of a  in  u. Therefore, n = m, a1 = b1, an = bn  and b2…bm−1 is a 
permutation of a2…an−1. Conversely, for n = 1, n = 2 and n = 3, w ~ u is 
trivially fulfilled. Suppose that w ~ u, for n ≤ k and 4k ≥ . If 1n k= + , then 
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m = k+1, a1 = b1, ak+1 = bk+1 and so u = a1b2…bkak+1. By the inductive 
supposition we obtain that b2…bk ~ a2…ak, and thus a1a2…ak+1` 
a1b2…bkak+1, i.e. w ~ u. ,  

Directly from the definition of ~ it follows that ~ is an equivalence 
relation. If w ~ u and v ∈ A+, then wv ~ uv and vw ~ vu, i.e. ~ is a 
congruence relation in A+. 

Define an operation ⋅  on ~/ ~ { | }A w w A+ += ∈   by: 
~ ~ ~ ~ ~, / ~  ( )w u A w u wu+∈ ⇒ ⋅ = . 

It is clear that ( / ~, )A+ ⋅  is a semigroup. Further on we write / ~A+  
instead of ( / ~, )A+ ⋅ . Since ~ ~ ~ ~ ~ ~

1 2 3 4 1 2 3 4( ) ( )w w w w w w w w⋅ ⋅ ⋅ = ⋅ =  
~ ~ ~ ~ ~ ~ ~ ~

1 2 3 4 1 3 2 4 1 3 2 4 1 3 2 4( ) ( ) ( ) ( )w w w w w w w w w w w w w w w w= = ⋅ = ⋅ ⋅ ⋅ , for 

any ~
1w , ~

2w , ~
3w , ~

4w /A+∈ ~, the semigroup ( / ~, )A+ ⋅  is medial. Note 

that ~ { }a a= , for any a A∈ .  
If ~ / ~w A+∈ , then ~ ~ ~ ~ ~

1 2 1 2( ... ) ...n nw a a a a a a= = ⋅ ⋅ ⋅ . Thus, ~w  is 
presented as a product of elements of / ~A  and therefore / ~A  is a 
generating set for / ~A+ . Moreover, / ~A  is a set of prime elements in 

/ ~A+ . Namely, if ~ / ~a A∈ , then ~ ~ ~a w u≠ , for any ~ ~, / ~w u A+∈ , 
since a  is not a product of elements of A+ . There are no other prime 
elements in / ~A+  except those of / ~A . Namely, if ~ ( / ~) \ ( / ~)w A A+∈ , 
then ~ ( / ~)w A∉ , i.e. w A∉ . Thus, there are ,u v A+∈  such that w uv= . 
In that case, ~ ~ ~ ~( )w uv u v= = ⋅ , i.e. ~w is not prime in / ~A+ . 

/A+ ~ has the universal mapping property for Med  over / ~A , i.e. if 
S Med∈  and : / ~A Sλ → , then there is a homomorphism ψ  from / ~A+  
into S that is an extension of λ . Define the mapping : / ~A Sψ + →  by 

~( ) ( )w wψ ϕ= , where ϕ  is the homomorphism from A+  in S that is an 
extension of λ .  

The mapping ψ  is well defined, that follows by the implication 
~ ( ) ( )w u w uϕ ϕ⇒ = . Namely, let w ~ u, i.e. w0, w1,…,wk ∈ A+  are such 

that w = w0 ` w1 ` … `wk−1 ` wk = u and let iw txyzα β= , where 

, Aα β +∈  or, α  or β  is the empty symbol. Since ϕ  is a homomorphism it 
follows that: 

 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) [ ]iw txyz t x y z S Medϕ ϕ α β ϕ α ϕ ϕ ϕ ϕ ϕ β= = = ∈ =  

1( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )it y x z tyxz wϕ α ϕ ϕ ϕ ϕ ϕ β ϕ α β ϕ += = = , 
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for {0,..., 1}i k∈ − . Hence, 0 1( ) ( ) ( ) ... ( ) ( )kw w w w uϕ ϕ ϕ ϕ ϕ= = = = = . 

The mapping  ψ  is a homomorphism from / ~A+  into S, since  
~ ~ ~ ~ ~( ) (( ) ) ( ) ( ) ( ) ( ) ( )w u wu wu w u w uψ ψ ϕ ϕ ϕ ψ ψ⋅ = = = = . 

By the above discussion we obtain that the following theorem holds. 

Theorem 1. The quotient semigroup ( / ~, )A+ ⋅  is a free medial 
semigroup over / ~A+ . ,  

Below we give a canonical description of a free medial semigroup. 

Definition 4. Let V be a variety of semigroups. A semigroup R ( , )R= ∗  
is said to be canonical in V, i.e. V-canonical, over A if the following 
conditions are satisfied: 

(c0) A R A+⊆ ⊆  and seg( )w R w R∈ ⇒ ⊆ ; 
(c1) wu R w u wu∈ ⇒ ∗ = ; 
(c2) R is a free semigroup in V over A . 
 
Definition 5. Let the alphabet A  be linearly ordered by ≤. A word 

a1a2…an ∈ A+ is said to be monotonic, i.e. it has a natural order if and 
only if a1 ≤ a2 ≤ … ≤ an. 

As a candidate for the carrier of a free medial semigroup we choose 
the subset R of A+ defined in the following way: 

(i) 2 3A A A R∪ ∪ ⊆ ;  
(ii) 1 2 1( ... , 4)( ...  is monotonic)n nw a a A n w R a a+

−∀ = ∈ ≥ ∈ ⇒ . 

By the definition of R and by induction on length of a word, one can 
obtain that the condition (c0) is fulfilled.  Note that among all the words of 
letters 1 2, ,..., na a a , only one is monotonic, i.e. only one has the natural 
order. We denote by 1 2( ... ) 'na a a  the permutation of 1 2, ,..., na a a  that gives 
their natural order.  

Define an operation ∗  on R  by: 
    1 2 1 2 1 2 1 1... , ... ( ... ... )'n m n m mw a a a u b b b R w u a a a b b b−= = ∈ ⇒ ∗ = . 

Theorem 2. R ( , )R= ∗  is a Med -canonical semigroup over A. ,  
Proof. The permutation 2 1 1( ... ... ) 'n ma a b b −  gives the natural order of the 

elements 2 1 1,..., , ,...,n ma a b b −  and therefore w u∗  is a uniquely determined 
word in R, i.e. ∗  is a well-defined operation. Since w u wu∗ = , the 
condition (c1) is fulfilled.  
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Let 1 1 2... nw a a a= , 2 1 2... mw b b b= , 3 1 2... kw c c c= , 4 1 2... pw d d d= .  
Verifying the condition (c2), we obtain: 

1 2 3 1 2 1 2 1 1 2( ) ( ... ... ) ' ...n m m kw w w a a a b b b b c c c−∗ ∗ = ∗ =  

1 2 1 1 1 1( ... ... ... )'n m m k ka a a b b b c c c− −= =

1 1 2 1 1 1... ( ... ... )'n m m k ka a b b b b c c c− −∗ =  
   1 2 3( )w w w= ∗ ∗ . Therefore, R ( , )R= ∗  is a semigroup. 
R ( , )R= ∗  is medial. Namely, 

1 2 3 4 1 2 1 2 1 2 1 2 1... ... ... ...n m k p pw w w w a a a b b b c c c d d d d−∗ ∗ ∗ = =  

1 2 1 2 1 2 1 2 1( ... ... ... ... ) 'n m k p pa a a b b b c c c d d d d−= =  

1 2 1 2 1 2 1 2 1( ... ... ... ... ) 'n k m p pa a a c c c b b b d d d d−= =  

1 2 1 2 1 2 1 2 1 1 3 2 4... ... ... ...n k m p pa a a c c c b b b d d d d w w w w−= = ∗ ∗ ∗  

If 1 2... nw a a a R= ∈ , then 1 2 ... nw a a a= ∗ ∗ ∗  and thus, A is a genera-
ting set for R. Moreover, A is the set of prime elements in R. Namely, if 
a A∈ , then a w u≠ ∗ , for any ,w u R∈ , i.e. every element of A is prime in 
R. If 1 2... \nw a a a R A= ∈ , then 2n ≥  and 1 2 1 2... ...n na a a a a a= ∗ ∗ ∗ , 
which means that w is a product in R. There are no other prime elements in 
R except those in A.  

R has the universal mapping property for Med  over A, i.e. if S Med∈  
and : A Sλ →  is a mapping, then there is a homomorphism ψ  from R into 
S such that ψ  is an extension of λ . Define the mapping ψ  from R into S 
by ( ) ( )w wψ ϕ= , for any w R∈ , where ϕ  is the homomorphism from A+  
in S that is an extension of λ . It is sufficient to show that ( )w uψ ∗ =  

( ) ( )w uϕ ϕ , for any 1 2... nw a a a= , 1 2... mu b b b=  in R. Namely, 

1 2 1 2 1 1 2 1 1( ) ( ( ... ... )' ) ( ... ... )n m m n n n m mw u a a a b b b b a c c c c bψ ϕ ϕ− + + −∗ = = =  

1 2 1 1( ) ( )... ( ) ( )... ( ) ( )n n n m ma c c c c bϕ ϕ ϕ ϕ ϕ ϕ+ + −= =  

1 2 1 1[ ] ( ) ( )... ( ) ( )... ( ) ( )n m mS Med a a a b b bϕ ϕ ϕ ϕ ϕ ϕ−= ∈ = =  

1 1( ... ) ( ... ) ( ) ( ).n ma a b b w uϕ ϕ ϕ ϕ= =  
The conditions (c0), (c1) and (c2) are satisfied. Hence,  R ( , )R= ∗  is a 

Med -canonical semigroup over A. ,  
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Intuitionistic fuzzy preopen (preclosed) 
mappings 

Biljana Krsteska  
Faculty of Mathematics and Natural Sciences, Skopje, Macedonia 

Abstract: In this paper, we will introduce and characterize intuitionistic 
fuzzy preopen and intuitionistic fuzzy preclosed mappings between 
intuitionistic fuzzy topological spaces. Their properties and relationships 
with early defined classes of intuitionistic fuzzy mappings have been 
investigated.  

Keywords: Intuitionistic fuzzy topology, Intuitionistic fuzzy preopen 
mapping, Intuitionistic fuzzy preclosed mapping.  

1. Introduction 
The concept of fuzzy set was introduced by Zadeh in his classic paper 

[6]. Using the concept of fuzzy sets Chang [2] introduced the fuzzy 
topological spaces. Since Atanassov [1] introduced the notion of 
intuitionistic fuzzy sets, Coker [3] defined the intuitionistic fuzzy topological 
spaces. This approach provided a wide field for investigation in the area of 
fuzzy topology and its applications. One of directions is related to the 
intuitionistic fuzzy generalized set introduced by Coker (Gurcay and Coker 
[4]). Following this work, Jeon et al. [5] get some deeper results about the 
intuitionistic fuzzy generalized sets, intuitionistic α − continuity and the 
intuitionistic fuzzy precontinuity.  

In this paper we will introduce intuitionistic fuzzy preopen 
(preclosed) mappings and we will study some of their properties. We 
will establish their relationships with other forms of intuitionistic fuzzy 
continuous mappings.    

2. Preliminaries 
We introduce some notions and results that are used in the sequel.  
Definition 2.1. [1] Let X be a nonempty fixed set and I the closed 

interval [0,1]. An intuitionistic fuzzy set (IFS) A is an object of the 
following form   

}Xx|)x(),x(,x{A AA ∈><= γμ  
where the mapping IX:A →μ  and IX:A →γ  denote the degree of 

membership (namely )x(Aμ ) and the degree of nonmembership 
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(namely )x(Aγ ) for each element Xx ∈  to the set A, respectively, and 
1)x()x(0 AA ≤+≤ γμ  for each .Xx ∈   

Obviously, every fuzzy set A on a nonempty set X is an IFS of the 
form  

}.Xx|)x(1),x(,x{A AA ∈>−<= μμ  
Definition 2.2. [1]  Let A and B be IFS’s of the form 

}Xx|)x(),x(,x{A AA ∈><= γμ  and }.Xx|)x(),x(,x{B BB ∈><= γμ  Then  
(i) BA ⊆  if and only if  )x()x( BA μμ ≤  and  );x()x( BA γγ ≥   
(ii) };Xx|)x(),x(,x{A AA ∈><= μγ   
(iii) };Xx|)x()x(),x()x(,x{BA BABA ∈>∨∧<=∩ γγμμ  
(iv) }.Xx|)x()x(),x()x(,x{BA BABA ∈>∧∨<=∪ γγμμ . 
We will use the notation >=< AA,,xA γμ  instead of 

}.Xx|)x(),x(,x{A AA ∈><= γμ  A constant fuzzy set α  taking value 
]1,0[∈α  will be denoted by .α  The IFS’s ~0  and ~1  are defined by  

}Xx|1,0,x{0~ ∈><=  and }.Xx|0,1,x{1~ ∈><=   
Let f  be a mapping from an ordinary set X into an ordinary set Y. If   

}Yy|)y(),y(,y{B BB ∈><= γμ  
is an IFS in Y , then the inverse image of B under f is IFS defined 

by  

}.Xx|)x)((f),x)((f,x{)B(f B
1

B
11 ∈><= −−− γμ   

The image of IFS }Xx|)x(),x(,x{A AA ∈><= γμ  under f is IFS 
defined by }Yy|)y)((f),y)((f,y{)A(f AA ∈><= γμ  where  

⎪⎩

⎪
⎨
⎧ ≠

=
−

∈ −

otherwise0

0)y(f)x(sup
)y)((f

1
A

)y(fxA
1

μ
μ  

and  

 
⎪⎩

⎪
⎨
⎧ ≠

=
−

∈ −

,otherwise1

0)y(f)x(inf
)y)((f

1
A

)y(fx
A

1
γ

μ  

for each .Yy ∈  
Definition 2.3. [3] An intuitionistic fuzzy topology (IFT) in Coker’s 

sense on a nonempty set X is a family τ  of IFSs in X satisfying the 
following: 

)T( 1  ;1,0 ~~ τ∈   
)T( 2  τ∈∩ 21 GG  for any ;G,G 21 τ∈   
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)T( 2  τ∈∪ iG  for arbitrary family .}Ii|G{ i τ⊆∈  
In this paper by ),X( τ  or simply by X we will denote the Coker’s 

intuitionistic fuzzy topological space (IFTS). Each IFS in τ  is called 
intuitionistic fuzzy open set (IFOS) in X. The complement A  of an 
IFOS in X is called an intuitionistic fuzzy closed set (IFCS) in X.  

Definition 2.4.[3] Let >=< AA,,xA γμ  be an IFS in IFTS X. The 
intuitionistic fuzzy interior and intuitionistic fuzzy closure of A are 
defined by    

}AGandXinIFOSanisG|G{Aint ⊆∪=  is called an intuitionistic 
fuzzy interior of A; 

}AGandXinIFCSanisG|G{clA ⊇∩=  is called an intuitionistic 
fuzzy closure of A.   

Definition 2.5. [5] An IFS A in an IFTS X is called an intuitionistic 
fuzzy preopen set (IFPOS) if ).clAint(A ⊆    

The complement A  of an IFPOS in X is called an intuitionistic 
fuzzy preclosed set (IFPCS) in X.  

Definition 2.6.[5] Let >=< AA,,xA γμ  be an IFS in IFTS X. The 
intuitionistic fuzzy preinterior and intuitionistic fuzzy preclosure of A 
are defined by    

}AGandXinIFPOSanisG|G{Aintp ⊆∪=   
is called an intuitionistic fuzzy preinterior of A;  

}|{ AGandXinIFPCSanisGGpclA ⊇∩=  is called an intuitionistic 
fuzzy preclosure of A.  

Definition 2.7. [5] Let f  be a mapping from an IFTS X into an IFTS Y. 
The mapping f is called  

(i) an intuitionistic fuzzy continuous if )B(f 1−  is an IFOS in X, for each 
IFOS B in Y.   

(ii) an intuitionistic fuzzy α − continuous if )B(f 1−  is an IFαOS in X, for 
each IFOS B in Y;   

Definition 2.8. [5] Let f  be a mapping from an IFTS X into an IFTS Y. 
The mapping f is called  

(i) an intuitionistic fuzzy open (closed) if )A(f  is IFOS of Y, for each  
IFOS  (IFCS) A of X.   

(ii) an intuitionistic fuzzy α − open ( α − closed) if )A(f  is IF α OS 
(IF α CS) of Y, for each  IFOS  (IFCS) A of  X.   
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3. Inuitionistic fuzzy preopen  (preclosed) mappings  

Definition 3.1. A mapping YX:f →  from an IFTS X  into an IFTS Y is 
called intuitionistic fuzzy preopen  (preclosed) if )A(f  is IFPOS (IFPCS) of 
Y, for each  IFOS (IFCS) A of  X.   

Remark 3.1. The following diagram of implications is true.  
intuitionistic fuzzy open (closed) ⇒  intuitionistic fuzzy α − open (closed) 
                                 ⇓                            ⇓ 

intuitionistic fuzzy preopen (preclosed) 
With the following example we can show that the reverse may not be 

true.   
Example 3.1. Let }c,b,a{X =  and A, B and C are IFSs defined by  

,
3,0

c,
8,0

b,
6,0

a,
7,0

c,
1,0

b,
3,0

a,xA ⎟
⎠
⎞

⎜
⎝
⎛

⎟
⎠
⎞

⎜
⎝
⎛=  

,
6,0

c,
2,0

b,
1,0

a,
4,0

c,
8,0

b,
8,0

a,xB ⎟
⎠
⎞

⎜
⎝
⎛

⎟
⎠
⎞

⎜
⎝
⎛=  

,
4,0

c,
3,0

b,
1,0

a,
6,0

c,
7,0

b,
8,0

a,xC ⎟
⎠
⎞

⎜
⎝
⎛

⎟
⎠
⎞

⎜
⎝
⎛=  

Let },1,C,0{ ~~1 =τ  }.1,BA,BA,B,A,0{ ~~2 ∪∩=τ  Then the mapping 
),X(),X(:idf 21 ττ →=  is intuitionistic fuzzy preopen (preclosed) but it is not 

intuitionistic fuzzy α − open ( α − closed). Also, f  is not intuitionistic fuzzy 
open (closed).  

Theorem 3.1. Let YX:f →  be a bijective mapping from an IFTS X 
into an IFTS Y. Then f is an intuitionistic fuzzy preopen (preclosed) 
mapping if and only if it is an intuitionistic fuzzy preclosed (preopen) 
mapping. 

Proof. It can be proved by using the complement. 
Theorem 3.2. Let YX:f →  be a bijective mapping from an IFTS X into 

an IFTS Y. Then f is an intuitionistic fuzzy preopen (preclosed) mapping if 
and only if 1f −  is intuitionistic fuzzy  precontinuous mapping. 

Proof. It follows from the relation ),A(f)A()f( =−− 11  for each IFOS (IFCS) 
set A of  X. 

Theorem 3.3. Let YX:f →  be a mapping from an IFTS X into an IFTS 
Y. Then f is an intuitionistic fuzzy preopen mapping if and only if 

),A(fintp)A(intf ⊆  for each IFS A of  X.  
Proof. Let f be an intuitionistic fuzzy preopen mapping and let A be any 

IFS of X. Then ).A(fintp)A(intfintp)A(intf ⊆=   



Section: “Mathematics” 

31 
 

Conversely, let A be any IFOS of X. According to the assumption we 
have ).A(fintp)A(intf)A(f ⊆= Thus f(A) is an IFPOS of  X, so f  is an 
intuitionistic fuzzy preopen mapping. 

Theorem 3.4. Let YX:f →  be a mapping from an IFTS X into an IFTS 
Y. Then f is an intuitionistic fuzzy preclosed mapping if and only if 

),clA(f)A(pclf ⊆  for each IFS A of  X. 
Proof. It can be proved in a similar manner as Theorem 3.3. 
Theorem 3.5. Let YX:f →  be a bijective mapping from an IFTS X into 

an IFTS Y. Then the following statements are equivalent: 
(i) f  is an intuitionistic fuzzy preopen (preclosed) mapping;  
(ii) ),A(fintp)A(intf ⊆  for each IFS  A of  X;  
(iii) ),clA(f)A(pclf ⊆  for each IFS A of  X. 
Proof. It follows from the Theorem 3.1, Theorem 3.3 and Theorem 3.4. 
Theorem 3.6. Let YX:f →  be a mapping from an IFTS X into an IFTS 

Y. Then the following statements hold: 
(1) f is an intuitionistic fuzzy preopen mapping if and only if 

)),A(pclfint()A(intf ⊆  for each IFS  A of  X.  
(2) f is an intuitionistic fuzzy preclosed mapping if and only if 

),clA(f)A(fintp(cl ⊆  for each IFS A of  X. 
Proof. We will prove the statement (1) only. Let f be intuitionistic fuzzy 

preopen mapping. Then, )A(intf  is an IFPOS of Y.  Therefore   
).pclAint())A(intpclint()A(intf ⊆⊆  

Conversely, let A be any IFOS of X. From )),A(pclfint()A(intf)A(f ⊆=  
it follows that f(A) is an IFPOS, so f is an intuitionistic fuzzy preopen 
mapping.  

Theorem 3.7. Let YX:f →  be a mapping from an IFTS X into an IFTS 
Y. Then f is intuitionistic fuzzy  preopen if and only if for each IFS B of Y and 
each IFCS A of X, where ,A)B(f 1 ⊆−  there exists an IFPCS C of Y such that 

CB ⊆  and .A)C(f 1 ⊆−  
Proof. Let B be any IFS of  Y and let A be an IFCS of X such that 

.A)B(f 1 ⊆−  Then ),B(fA 1−⊆  so .B)B(ff)A(f 1 ⊆⊆ −  Since A  is an IFOS, 
)A(f  is an IFPOS, so .Bintp)A(f ⊆  Hence ).Bintp(f)A(ffA 11 −− ⊆⊆  

Therefore ).pclB(f)Bintp(fA 11 −− =⊇ The result follows for .pclBC =  
Conversely, let U  be any IFOS of  X. We will show that f(U)  is an 

IFPOS of Y. From )U(ffU 1−⊆  it follows that )U(ff)U(ffU 11 −− ⊇⊇  where U  
is an IFCS of X. Hence there is an IFPCS B of Y such that )U(fB ⊇ and 

.U)B(f 1 ⊆−  From )U(fB ⊇  it follows that ,)U(fpclB ⊇  so we have that  
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).U(fintp))U(fpclB ⊆⊆  From U)B(f 1 ⊆−  we have ,U)B(fB 1 ⊇⊇ −  so 
1B ff (B) f (U).−⊇ ⊇  Hence ).U(fintp)U(f =  Thus f(U) is an IFPOS, so f is an 

intuitionistic fuzzy preopen mapping. 
Theorem 3.8. Let YX:f →  be a mapping from an IFTS X into an IFTS 

Y. Then f is an intuitionistic fuzzy preclosed mapping if and only if for each 
IFS set B of  Y and each IFOS A of X, where ,A)B(f 1 ⊆−  there exists an 
IFPOS C of  Y such that CB ⊆  and .A)C(f 1 ⊆−  

Proof. It can be proved in a similar manner as Theorem 3.7. 
Theorem 3.9. Let YX:f →  and ZY:g →  be mappings, where X, Y 

and Z are IFTS. If g is intuitionistic fuzzy preopen (preclosed) and f is 
intuitionistic fuzzy open (closed), then gf is intuitionistic fuzzy preopen 
(preclosed). 

Proof. For any IFOS (IFCS) A of X we have ).A(f(g)A)(gf( =  Since f 
is  intuitionistic fuzzy open (closed) and g is intuitionistic fuzzy preopen 
(preclosed), we obtain that )A)(gf(  is an IFPOS (IFPCS) of  Z.  
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Free generalized −),2( mm rectangular bands of 
type )2,3(  

  
Valentina Miovska, Donco Dimovski 

Faculty of Natural Sciences and Mathematics, Ss. Cyril and Methodius 
University, Skopje, Republic of Macedonia 

 Abstract: A characterization of generalized −),2( mm rectangular 
bands of type ( )2,3 , using the generalized rectangular bands of type ( )2,3  
is given in [3]. This result is used to obtain a free generalized 

−),2( mm rectangular band of type ( )2,3 . 
 Keywords: generalized rectangular band of type ( )2,3 , generalized  

−),2( mm rectangular band of type ( )2,3 , free generalized −),2( mm  
rectangular band of type ( )2,3  

1. Introduction  
 First, we will introduce some notations which will be used further on: 
1) The elements of sQ , where  sQ  denotes the −s th Cartesian power 

of Q , will be denoted by sx1 . 
2) The symbol j

ix  will denote the sequence jii xxx ...1+  when ji ≤ , and 
the empty sequence when ji > . 

3) If xxxx s ==== ...21 , then sx1  is denoted by the symbol 
s
x . 

4) The set { }s...,,2,1  will be denoted by sN .  

 Let ∅≠Q  and mn,  be positive integers. If ][  is a map from nQ  into 
mQ , then ][  is called an −),( mn operation. A pair ])[;(Q  where ][  is an 

−),( mn operation is said to be an −),( mn groupoid. Every 
−),( mn operation on Q  induces a sequence m][...,,][,][ 21  of −n ary 

operations on the set Q , such that 
∈∀i(( )mN  [ ] [ ] mn

ii
n yxyx 111 ) =⇔= . 
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 Let 1,2 ≥≥ km . An −+ ),( mkm groupoid ])[;(Q  is called an 
−+ ),( mkm semigroup if for each { }ki ...,,2,1,0∈  

[ ][ ] [ ][ ]km
km

kmkm
kmi

kmi
i

i xxxxx 2
11

2
111

+
++

++
+++

++
+ = . 

 Let ])[;(L  be an −+ ),( mkm groupoid, where ][  is an 
−+ ),( mkm operation defined by mkm xx 11 ][ =+ . Then ])[;(A  is an 
−+ ),( mkm semigroup and it is called a left-zero −+ ),( mkm semigroup. 

 Dually, a right-zero −+ ),( mkm semigroup ])[;(R  is defined by the 
operation km

k
km xx +

+
+ = 11 ][ . 

 The  pair ])[;( RL × , where ][  is an −+ ),( mkm operation on RL ×  
defined by  

∈==⇔= +
+ ibaybaxyx kjjjiii

mkm ),,(),,((][ 11 mN , ∈j )mN  
is an −+ ),( mkm semigroup and it is a direct product of a left-zero and 

a right-zero −+ ),( mkm semigroup on L  and R , respectively. Such an 
−+ ),( mkm semigroup is called −+ ),( mkm rectangular band. 

 The notions of generalized left-zero −),2( mm semigroups of type 
)2,3(  and generalized right-zero −),2( mm semigroups of type )2,3(  are 

given in [3]. Let ])[;(L  be a −),2( mm semigroup in which the identities: 
(GLZ I) [ ] [ ]

j
m
mjmi

mj
ji

j
i

m yxyxyx 2
1

1
1

1
1

2
1 +++

−+
+

−= , ∈ji , mN  and 

(GLZ II) [ ] [ ]mm xx 2
1

3
1 =  

hold. Then ])[;(L  is a generalized left-zero −),2( mm semigroup of 
type )2,3( . 

Dually, a generalized right-zero −),2( mm semigroup of type )2,3(  is a 
−),2( mm semigroup ])[;(R  in which the identities: 

(GRZ I) [ ] [ ]
j

m
mjmi

mj
ji

j
i

m yxyxyx 2
1

1
1

1
1

2
1 +++

−+
+

−= , ∈ji , mN  and 

(GRZ II) [ ] [ ]m
m

m xx 3
1

3
1 +=  

hold. 
 Also, in [3] is introduced the notion of a generalized −),2( mm  

rectangular band of type )2,3( . Namely, the −),2( mm semigroup ])[;(Q  
in which the identities: 

(G I) [ ] [ ]
j

m
mjmi

mj
ji

j
i

m yxyxyx 2
1

1
1

1
1

2
1 +++

−+
+

−= , ∈ji , mN ; 

(G II) [ ] [ ]m
m

mm xxx 5
13

2
1

5
1 +=  and 
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(G III) [ ] [ ]
m

i
m

m

i
m xx 2

1

2
2
1 =⎥

⎦

⎤
⎢
⎣

⎡
, ∈i mN  

hold, is called generalized −),2( mm rectangular band of type )2,3( . 
 The following propositions are true: 
Propositon 1.1. ([3, Proposition 3.2]) Let ])[;(L  be a generalized left-

zero and ])[;(R  a generalized right-zero −),2( mm semigroup of type 
)2,3( . Then, ])[;(Q , where RLQ ×= , is a generalized −),2( mm  

rectangular band of type )2,3( .   
 Theorem 1.2. ([3, Theorem 3.3]) Q ])[;(Q=  is a generalized 

−),2( mm rectangular band of type )2,3(  if and only if there is a 
generalized rectangular band );( ∗Q  of type )2,3( , such that 
[ ] miii

m xxx +∗=2
1 , ∈∈ iQx mm ,22

1 mN . 
Theorem 1.2 gives a characterization of −),2( mm rectangular bands of 

type )2,3(  using the generalized rectangular bands of type )2,3( . 
Generalized rectangular band of type )2,3(  is a semigroup );( ∗Q  that 
satisfies the following two identities  

vuyxvuzyx ∗∗∗=∗∗∗∗  and  
yxyxyx ∗=∗∗∗ ,  

for each Qvuzyx ∈,,,, . 
This result of Theorem 1.2 is used to obtain a free generalized 

−),2( mm rectangular band of type )2,3( . 

2. Free generalized −),2( mm rectangular bands of type )2,3(     

 Let );( ∗Q  be a free generalized rectangular band of type )2,3(  with a 
basis B .  

 Let ][  be the −),2( mm operation on Q  defined by 
[ ] miii

m xxx +∗=2
1 , ∈∈ iQx mm ,22

1 mN . 
Then: 
 Theorem 2. ])[;(Q  is a free generalized −),2( mm rectangular band 

of type )2,3(  with a basis B . 
 Proof. First, we will prove that [ ][ ] mimiii

m
m

m xxxxx 2
3

12
2
1 +++ ∗∗= . We 

have: 
 [ ][ ]im

m
m xx 3

12
2
1 +  
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[ ] imi
m xx +∗= 2

2
1  

( ) mimii xxx 2++ ∗∗=  

mimii xxx 2++ ∗∗=  
 Further on, we will prove that [ ][ ] mimiii

m
mj

mj
j

j xxxxxx 2
3

12
2
11 ++++

+
+ ∗∗= . 

a) Let ji ≤ . Then mjmi +≤+ . Let λ+=+ jmi , ∈λ mN . 
Then: 
 [ ][ ]

i
m

mj
mj

j
j xxx 3

12
2
11 ++

+
+  

[ ] [ ] [ ] [ ][ ]
i

m
mjm

mj
j

mj
j

mj
j

mj
j

j
i

i xxxxxxx 3
12

2
11

2
1

2
11

2
111 ...... ++

+
++

+
+

+
+

+
++=

λλ
 

[ ]
λ

mj
ji xx 2

1
+
+∗=  

( )mjji xxx +++ ∗∗= λλ  

mimii xxx 2++ ∗∗= . 
b) Let ij < . Then mj < . Let mrj =+ , ij =+ λ , where ∈λ rN  and 

mjmi +>+ .  
Then:  
 [ ][ ]

i
m

mj
mj

j
j xxx 3

12
2
11 ++

+
+  

[ ] λλ ++
+
+ ∗= mj

mj
j xx 2

2
1  

( ) λλλ +++++ ∗∗= mjmjj xxx 2  

mimii xxx 2++ ∗∗= . 
 Then [ ][ ] [ ][ ]

i
m

mj
mj

j
j

i
m
m

m xxxxx 3
12

2
11

3
12

2
1 ++

+
++ = , for all ∈i mN , mj ≤≤0 . So, 

])[;(Q  is an −),2( mm semigroup. 
 According to Thorem 1.2 ])[;(Q  is a generalized 

−),2( mm rectangular band of type )2,3( . 
 It is clear that QB ⊆ . Let Qu ∈  and let [ ]B  be an 

−),2( mm subsemigroup of ])[;(Q  generated by B . Then, for Bc ∈  we 

have [ ]Bcbcacbau
i

immi
∈⎥⎦

⎤
⎢⎣
⎡=∗=

−−− 11
, i.e. [ ]BQ ⊆ . So, ])[;(Q  is generated 

by B .      
 Let )][;( ′S  be a generalized −),2( mm rectangular band of type )2,3(  

and let SBf →:  be a map. By Theorem 1.2, there is a generalized 

rectangular band ( )D;S  of type )2,3(  such that [ ] miii
m xxx +=′ D2

1 , 

∈∈ iSx mm ,22
1 mN . Since );( ∗Q  is a free generalized rectangular band of 
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type )2,3(  with a basis B , there is a homomorphism SQg →: , such that 
( ) ( ) Bbbfbg ∈= , .  

Let mm Qx 22
1 ∈ . Then 

[ ]( ) ( ) ( ) ( ) ( ) ( ) ( )[ ] ′==∗= ++ immiimiii
m xgxgxgxgxgxxgxg 221

2
1 ...D . 

So, g  as an extension of the map f , is −),2( mm homomorphism from 
])[;(Q  into )][;( ′S . Hence, ])[;(Q  is a free generalized 

−),2( mm rectangular band of type )2,3(  with a basis B . ■     
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Abstract: This paper proposes the building of the knowledge model, 
inspired by Knowledge Engineering. The methodology is used to engineer a 
model of an ontology Onto-BAn of business analysis domain in order to 
develop an easy and correct way to find the needed information in a 
knowledge base. We will represent a conceptual model of business analysis 
domain.  

Keywords: ontology, Protégé, business analysis. 

1. INTRODUCTION 
Ontology represents common semantics of the domain. Since the 

nineties, ontologies have become one of the hottest issues of research 
among different communities - Artificial Intelligence, Databases, Knowledge 
bases, etc. Nowadays, ontologies have become the backbone of many 
enterprises and governmental institutions. Research in ontologies has been 
conducted in many different areas. 

Several methodologies and frameworks (CommonKADS, MIKE, 
MOKA, and Protégé) have been developed. They all lay emphasis on 
modeling. Models capture the essential features of a real system by 
breaking them down into smaller components to be better understood. They 
are used in system development to facilitate communication between 
different people.  

To understand the working mechanisms within a knowledge-based 
system we use models [2]. Models and modeling contribute to the 
understanding of the source of knowledge [1]. Thus knowledge modeling is 
the important key component for the construction of knowledge bases. One 
of the modeling paradigms for knowledge engineering methodologies is 
ontology. The ontology provides a way of representing domain knowledge. It 
consists of concepts, relations and constraints on the relations 

The domain knowledge consists of the domain schema and the 
knowledge base. 

The research into ontologies is widespread in research fields as 
knowledge representation, knowledge engineering, database, information 
system, knowledge management and organization. Ontology can be seen 
as meta data that explicitly represents the semantics of data in a machine 
processable way. Ontologies could help people and computers to access 
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the information they need by making the link between the information form 
and content explicit. Moreover, ontology is now recognized as powerful tool 
that enables sharing knowledge. 

Our work is motivated to exploit repositories of information in a specific 
domain - business analysis.  

In our area of interest, domain and its applications appear to be an area 
of challenge in constructing ontology. 

Objective: Our domain of interest for this study is business analysis. We 
build and engine an ontology representing business analysis domain – 
Onto-BAn. 

Onto-BAn is an ontology that has been under development at the South 
West University of Blagoevgrad since 2009. Its objective is to conceptualize 
the business analysis objects. The underlying data model for Onto-BAn is a 
frame-based structure implemented with Protégé 3.4.4. 

2. KNOWLEDGE MODEL CONSTRUCTION OF BUSINESS ANALYSIS 
DOMAIN  

The most important task in the methodology is the definition of a 
Domain Conceptual Model. Then, it is important to assign all the necessary 
time to carry out a good conceptual analysis. The conceptual model 
resumes the knowledge adquired during the specification phase and it is the 
basis of conceptualization. This conceptualization has to be agreed on by 
domain experts.  

We are going to follow the three of six phases (specification, 
conceptualization, and implementation) for the construction of the 
knowledge model of business analysis domain. 

Specification: This section describes the process of developing an 
Onto-BAn ontology  for business analysis domain. This ontology considers 
the needs for creating the investment decisions, statistics, planning and 
control, marketing, and est. It includes general concepts for the investment, 
different kind of reports, forecasting, methods, and activities. There are two 
situations where the availability of semantic information associated to 
business analysis is critical: information and approval tasks. In the first 
case, only leadership staff with specific knowledge can be involved, 
concentrating a great responsibility on a few people. In the second case, 
semantics information is necessary for analyzing data and then having the 
law passed. This is more complex because all legislators must vote and 
most of them have no specific knowledge. According to the level of 
conceptualization and granularity, the ontology proposed here is domain 
ontology. Domain ontology describes the vocabulary related to a specific 
domain. In this case study, the ontology describes the business analysis 
domain . The ontology objective is to facilitate communication among the 
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members of the central administration staff that must deal with the budget, 
bringing adequate terminology to non-expert users.  

Conceptualization: In this step, a list of the most important terms was 
elaborated. The core of basic terms is identified first and then they are 
specified. Then with these concepts, the key term list was defined. The list 
shown in table 1 includes concepts and relations. 

Tab 1. Key Terms in  business analysis ontology  
Concepts Relations 
Business_analysis about 
Investment_decisions base_on 
Planning_and_control based_on 
Report basedon 
Sales_and_marketing by 
Investirane for 
Forecast_evaluat of 
Plan_fin_dejnost per 
Kapital_zakup_oborud perr 
Naemane_novi_sluj realize 
Okepl chrez 
Pazarno_prouchvane za 
Kontrol _za_ 
Cenoobraz bazirase_na 
Predel_prihodi byy 
Realiz_prihod influence 
Regist_prihod kontrolira 
Balan_otchet to 
Schet_otchet v 

Implementation: In order to implement the ontology, we chose Protégé 
3.4.4 because of the fact that it is extensible and provides a plug-and-play 
environment that makes it a flexible base for rapid prototyping and 
application development. Protégé ontologies can be exported into different 
formats including RDF Schema and Web Ontology Language.  

Protégé is a popular open source ontology editor and knowledge base 
framework [5].  

Protégé supports the export to standard ontology languages as OWL 
and RDF schema, but it is easily extensible through its plug-in interface. 
This makes it a flexible base for a rapid prototyping and application 
development. Protégé has several built-in advantageous features. These 
include GUI – a standardized graphical user interface, and flexible platform 
for knowledge-based domain modeling.  

We are going to describe the Protégé features in detail, and 
demonstrate how we used them for ontology of business analysis 
development. 
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Protégé is an ontology development environment with a large 
community of active users. The representation mechanism for ontologies 
and knowledge bases (Protégé’s model) is based on a flexible metamodel 
which is comparable to object-orientated and frame-based systems. It 
basically can represent ontologies consisting of classes, properties (slots), 
property characteristics (facets and constraints), and instances. Recently 
Protégé has been extended with support for OWL, and has become one of 
the leading OWL tools. Protégé provides functionality for editing classes, 
properties, and instances.  

In this paper we propose domain ontology for business analysis. In 
order to elaborate an ontology for that domain we have used terms 
proposed in [3] and [4] for the business analysis of a company. 

As shown in figure 1 the company has various departments such as 
legal, marketing, sales, financial accounting, planning, human resources. 

 
Fig. 1. Sscenario of Business Analysis domain 

These departments share the company's computer network with a 
central database and knowledge base. These databases are permanently 
updated with different types of data and information. Due to the large 
amount of data, many business analysts are embarrassed in making the 
correct and exact decisions, the necessary forecasting and evaluations and 
trends. Therefore, such a developed ontology will monitor the data, identify 
different models for analysis and forecasts, it will provide appropriate 
education and qualifications and will generate suggestions for future 
development. To implement these requirements it must be based on 
knowledge that formally describe and present the ontology and what is her 
purpose. This set of knowledge will be called a model of knowledge. 
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For example: a simple model of knowledge for business analysis must 
include information about  types of reports, capital movements, the 
statistical methods for forecasting and assessments, the basic concepts in 
decision making , marginal revenue. 

 Ontology Onto-BAn uses a dictionary of about 160 atomic terms and 
concepts. The top level of ontology contains four terms with definitions and 
hierarchical relationships between them. These are the most common 
concepts. They describe the main objects of business analysis domain - 
Report, Planning and control, Investment decisions, Sales and marketing. 

Basic features of the ontology Onto-BAn 
Objective: Systematization of basic knowledge about the business 

analysis domain. 
Scope: Ontology of a sector of Finance - Business analysis - the pattern 

of human knowledge of this sector of economy. The aim of the developers is 
companies with more specific activity to be able to use the upper model of 
ontology by attaching branches that describe their subdomain. 

Content: All concepts are in taxonomy. In ontology Onto-BAn there are 
properties and roles, and links that connect concepts. 

Practical application: the ontology Onto-BAn will be used in the field of 
analysis in a company to help business analysts. It can be used in the 
simulations and modeling. 

The main component of the ontology Onto-BAn is the knowledge base, 
which formally presents much of the basic human knowledge of business 
analysis domain, including facts and rules to facilitate making of conclusions 
about objects and events in the economy. 

Onto-BAn ontology 
The main terms are organized in: 

- Report; 
- Planning and control; 
- Investment decisions; 
- Sales and marketing. 

Each term is defined in properties and relations, generating a complex 
network of classes, subclasses, instance and slots. The ontology Onto-BAn 
is designed as a reflection of the views of specialists in the areas of 
business analysis, statistics, and knowledge engineering.  

Investigation of business situations is the one of the most important 
activity, which the financial department can do to contribute the leadership 
(managers) to make decisions. The business situation has different form 
according to submitted question for discussion and the decision which can 
be made. She should confirm the logical assumptions, reporting the results 
of sensitivity analysis to changes in similar data. Business risk is the 
uncertainty that exists in every business activity. 
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Fig. 2 Implementation of the ontology Onto-BAn in Protégé 

3. RESULTS, DISCUSSIONS, CONCLUSIONS 
Building domain ontologies is not a simple task when domain experts 

have no background knowledge on engineering techniques and/or they 
have not much time to invest in domain conceptualization.  

Ontology building process is characterized by its very high cost and 
elaborate overlapping activities of development. 
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Abstract:  H-functions and some their generalizations are investigated 
in the paper. The matrix presentation of a H-function and the matrix 
presentation of a function corresponding to an n-ary quasigroup of order k is 
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1. INTRODUCTION 

Let кЕ ={0, 1,…k-1}, k≥1, and k
nP = }k/EE:f{ k

n
k 2≥→  be the set of 

all functions of n variables of k-valued logic. 
Definition 1.1 [3]  The number Rng (f ) of different values of the function f is 
called range of f . 

The set of functions from k
nP which assume exactly q different values, 

that is, which have range equal to q, is denoted by q,k
nP . 

We denote the set of variables of the function  )x,...,x(f n1  by fX . 
Definition 1.2 Every function obtained from f  by replacing the variables of  
M,  M⊆ fX , 0≤|M|≤n, with constants is called a subfunction of  )x,...,x(f n1  
with respect to M.  

The notation  g ≺−− f  (g
M
≺−−  f ) means that g is a subfunction of  f  (with 

respect to M).  
Definition 1.3 [3] If M is a set of variables of the function f and 

G={g: g
M\Xf
≺−− f  } is a set of all subfunctions of f with respect to fX \ M, then 

the set Spr(M, f )= ∪
Gg
{

∈
Rng( g )} is called spectrum of the set M for the 
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function f. 
If M=Xf then Spr(Xf, f ) ={ Rng( f ) }. For every function of one 

variable g(x)∈ kP1 , since {x}=Xg, we have Spr({x}, g )=Spr(x, g )={Rng(g)}. 

In [2], the class of H[1;q] functions of k
nP  is investigated.  

Definition 1.4 [2]  We say that the function )x,...,x,x(f n21 ∈ k
nP  is an 

H[1;q]–function, 1≤q ≤k, if for every variable ix , i=1,…, n of the function f , 
we have Spr( ix , f )={q}. 

When q=k, the set of H[1; k]–functions of k
nP  is equal to the set of H–

functions of k
nP , which are studied by many authors [1, 2, 5]. 

Matrix with m rows and m columns will be denoted by 1
0

−m
ij ||a|| , 

i,j∈{0, 1,…,m-1} and it will be called 2–dimensional matrix of order m. By 
1

021
−k

i...ii ||b||
n

, ni,...,i,i 21 ∈{0, 1,…,k-1}  we denote n–dimensional matrix of 
order k. 

Each function )x,...,x,x(f n21 ∈ k
nP  via the equality 

ni...iia
21

= 

)ix,...,ix,ix(f nn === 2211 , can be presented in matrix form 
1

021
−k

i...ii ||a||
n

, as an n–dimensional hypercube of order k, based on the set  

кЕ . 

Matrix expression of H[1;q]–function of k
nP  is called n-dimensional 

H[1;q]-hypercube of order k, induced by the set кЕ , and this is each n–

dimensional matrix A= 1
021

−k
i...ii ||a||
n

 of order k, if for each s , s=1, 2,..., n 
we have 

| }a{
nss i...ii...i 111 0 +−
∪ }a{

nss i...ii...i 111 1 +−
∪…∪ }a{

nss i...i)k(i...i 111 1 +− − |= 

|∪
1

0

−

=

k

j
{ }a

nss i...iji...i 111 +−
|=q. 

When fixing arbitrary n-1 indices of the matrix of n-dimensional H[1;q]-
hypercube of order k, we get 1-dimensional matrix of order k, in which there 
are exactly q different elements. 

It is proved [2] that matrix representation of every H–function of k
nP  is a 

Latin hypercube and that each n-dimensional H[1;k]-hypercube of order k, 
induced by the set кЕ , is n-dimensional Latin hypercube of order k, induced 
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by the set кЕ . 
In [2], the “construction” of H[1;q]-hypercubes is also presented. 

2. MAIN RESULTS. 

Let a, b, ic , i=1, 2,…, q, be elements of the set Ek. 

Lemma 2.1  If function )x,...,x(f n1 =(a.g + b) mod k, where (a, k)=1, that is, 

a and k are mutually prime numbers and )x,...,x,x(g n21 ∈ q,k
nP , 1≤q ≤k, 

then Rng( f )=Rng(g) =q. 

Proof: From g∈ q,k
nP it follows that Rng(g)=q and function g 

assumes q different values. Let these values be 1c , 2c ,..., qc , where  

ji cc ≠  for i≠j, i, j = 1, 2,…, q. Then function )x,...,x(f n1  will assume 

the values < a 1c +b, a 2c +b,..., a qc +b > mod k. If these values, taken 
by mod k , are different, it will follow that Rng(g)=Rng( f ). Assume that 
there exist i≠j, such that a ic +b=a jc +b mod k. After simplification we 

get that a( ic - jc )=0 mod k and since (a, k)=1, it follows that ic = jc , 

which contradicts the assumption that ji cc ≠ . The contradiction we 

have obtained is due to the assumption that among the values a 1c +b, 
a 2c +b,..., a qc +b there are equal values taken by mod k. It follows that 

)x,...,x(f n1  also assumes q different values, like )x,...,x,x(g n21 . 
Therefore Rng( f )=Rng( g )=q. 
Theorem 2.1  If functions )x,...,x(g r1  and )y,...,y(h l1  are k-valued and 
H[1;q]–functions, and Xg∩ Xh=φ , then function 

)y,...,y,x,...,x(f lr 11 =[ )x,...,x(g r1  + )y,...,y(h l1 ] mod k, 
is also H[1;q]–function. 
Proof: Rename the variables as follows 

11 xz = ,…, rr xz = , 11 yzr =+ ,…, llr yz =+  
Function )z,...,z(f lr +1 =[ )z,...,z(g r1  + )z,...,z(h lrr ++1 ] mod k is 

H[1;q]–function if for each variable  iz , i=1, 2,…, r+l, we have 
Spr( iz , f )={q}. 

Let if , )z(f ii
if z\X
≺−− )z,...,z(f lr +1  be an arbitrary subfunction of f. If i≤r, then 

)z(f ii =( )z(g ii +c), where )z(g ii
ig z\X
≺−− g, and c is the value of function h, 
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obtained by replacing its variables by constants. Since g is H[1;q]–function, 
then  Rng( )z(g ii )=q.  From Lemma 2.1 it follows that Rng( )z(f ii )=q. Since 

)z(f ii  is arbitrary, it follows that each subfunction of f with respect to 

if z\X has the range equal to q. Similarly, it can be proved that for i>r each 
subfunction of f with respect to if z\X has also range equal to q. Since iz  
was chosen arbitrarily, it follows that Spr( iz , f )={q} for each i=1, 2,…, r+l 
and f is H[1;q]–function. 
Corollary 2.1 If  1f , 2f ,…, nf  are k-valued, H[1;q]–functions and no two of 
them have (depend on) common variables, then function 
f=( 1f + 2f +…+ nf ) mod k, is also H[1;q]–function. 

When q=k, we have: 
Corollary 2.2 If  1f , 2f ,…, nf  are k-valued, H–functions and no two of them  
have (depend on) common variables, then function  f=( 1f + 2f +…+ nf ) mod k, 
is also H–function. 
 For example, Corollary 2.2 gives us the opportunity from r-dimensional 
and l-dimensional Latin hypercubes of order k to construct (r+l)-dimensional 
Latin hypercube of order k. 
Corollary 2.3 If functions )x(g ii ∈ q,kP1 , i=1, 2,…, n, then function 

)x,...,x,x(f n21 =[∑
=

n

i
ii )x(g

1
] mod k, is H[1;q]–function, and matrix  

B= 1
021

−k
j...jj ||b||
n

= )j,...,j,j(f n21 =[ ∑
=

n

r
rr )j(g

1
] mod k 

is n-dimensional H[1;q]-hypercube of order k. 
When q=k and Corollary 2.3, we have: 

Corollary 2.4 [2] If functions )x(g ii , i=1, 2,…, n are bijective, that is, if they 

belong to the set k,kP1 , then function )x,...,x,x(f n21 =[∑
=

n

i
ii )x(g

1
] mod k, 

is H–function, and matrix  

B= 1
021

−k
j...jj ||b||
n

= )j,...,j,j(f n21 =[ ∑
=

n

r
rr )j(g

1
] mod k 

is n-dimensional Latin hypercube of order k. 
Since a function from q,kP1  can be chosen [3] in  
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| q,kP1 |= q
kC . ∑

=≥
=+++
q,...,,i,ir

q kr...rr
211

21
!r!...r!r

!k
q21

= q
kC . ∑

−

=
−−

1

0
1

q

s

ks
q

s )sq(C)(  

ways, then according to Corollary 2.3, nq,k |P| 1  H[1;q]–functions of k
nP  can 

be generated. The “defect” of this corollary is that among the generated 
functions there will be many identical functions.  

Indeed, let ig , i=1, 2,…, n be arbitrary, fixed functions from q,kP1 . 
According to Lemma, functions ( ig + ic ) mod k, ic ∈ кЕ , i=1, 2,…, n, also 

belong to q,kP1 . Each constant ic , i=1, 2,…, n, can be chosen in k ways 

and, therefore, nk  functions of the following form will be generated 
f=[( 1g + 1c )+( 2g + 2c )+….+( ng + nc )] mod k. 

After simplification we obtain that   
f=( 1g + 2g +...+ ng + 1c + 2c +….+ nc ) mod k=( 1g + 2g +...+ ng + 0c ) mod k, 
where 0c =( 1c + 2c +….+ nc ) mod k. Since 0c  can assume exactly k 
different values, then the number of generated non-identical functions f will 
be equal to k, not equal to nk . 

Let q,kP~1  be a set of k-valued functions of one variable, such that  

1,  q,kP~1 ⊂ q,kP1 . 

2. If 1f , 2f ∈ q,kP~1  and 1f ≠ 2f , then 1f ≠ ( cf +2 ) mod k, for each kEc ∈ . 

 The set q,kP~1  is not uniquely determined but its cardinality is fixed.  
 In order to optimize generation of H[1;q]–functions, we have: 
Corollary 2.5 If functions )x(g ii ∈ q,kP~1 , i=1, 2,…, n, then function  

)x,...,x,x(f n21 =[ c)x(g
n

i
ii +∑

=1
] mod k, kEc ∈ , 

is H[1;q]–function, and matrix  

B= 1
021

−k
j...jj ||b||
n

= )j,...,j,j(f n21 =[ c)j(g
n

r
rr +∑

=1
] mod k 

is n-dimensional H[1;q]-hypercube of order k. 

Each function h∈ k,kP1  is of the form h= ⎜⎜
⎝

⎛
⎟⎟
⎠

⎞−

kb...bb
k...

21

110
, where 

1b  2b  … kb  is a permutation of numbers 0 1 ... к-1. Generation of the 



Section: “Mathematics” 

49 
 

functions of k,kP1  is connected with generation of permutations of the 
elements of кЕ . 
 A set of permutations, connected with generation of the functions of  

k,kP~1 , can be obtained in the following way: to each permutation, generated 
by elements of 1−кЕ ={0,…, k-2), we add the element (k-1). The number of 

these permutations is )!k( 1− , and therefore | k,kP1 |= !k , whereas 

| k,kP~1 |= )!k( 1− , 

Using Corollary 2.5, we will generate n])!k[(k 1−  H–functions (n-
dimensional Latin hypercubes of order k, respectively). The number of 
generated via Corollary 2.4 H–functions of k

nP  will be n]!k[ , that is, 1−nk  
more times, because there are identical among them.  

Matrix representation of H–functions, namely Latin squares and 
hypercubes have their applications [4] in coding theory, error correcting 
codes, information security, decision making, statistics, cryptography, 
conflict-free access to parallel memory systems, experiment planning, 
tournament design, etc. 
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recurrent set and the notion of topological transitivity in the plane. Example 
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Keywords: limit sets, topological transitivity, chain recurrence 

1. INTRODUCTION 
The interesting problems in the study of dynamical systems are to 

understand the structure of various invariant sets of a given system and to 
explain how these sets varies as the given system changes. One of these 
sets is the chain recurrent set introduced by C.Conley in his fundamental 
theorem of dynamical systems which states that any flow on a compact 
metric space decomposes into chain recurrent part and the rest, so called 
gradient-like part. In this paper we investigate the connections with the 
notion of topological transitivity in the plane. The concept and problems 
involving characterization of topologically transitive sets for example were 
raised in the paper [1].    

Definition. Let ︶,︵ dX  be a given metric space. We say that a 
continuous map XRX →×:ϕ  is a flow in X  if it satisfies the following 
two conditions: 

Xxxx ∈∀= ,︶,︵ 0ϕ , RtsXxstxstx ∈∀∈∀+= ,,, ︶,︵︶︶,︵︵ ϕϕϕ  
Definition. We say that a given set XМ ⊆  is invariant under the flow if 

RtMtM ∈∀,⊆︶,︵φ . 
Definition. The set ︸| ︶,︵︷︶︵ Rttxx ∈= ϕγ  is called orbit through x .  

2.  TOPOLOGICALLY TRANSITIVE SETS OF PLANAR FLOWS 
One of the important problems in dynamical system theory concerns the 

asymptotic behavior of orbits as time goes to plus or minus infinity. In the 
study of asymptotic behavior the so called limit sets play an important role. 
We will start with some basic notions from dynamical system theory. 
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Definition. Positive( Negative) limit sets of a given subset XМ ⊆  are 
the following sets: 

      ︸︶,︵,,|︷︶︵ xtxtMxxМ nnnn →+∞→∃∈∃= ϕω  

       ︸︶,︵,,|︷︶︵ xtxtMxxМ nnnn →−∞→∃∈∃= ϕα  
Theorem1.1[2].The limit sets are closed and invariant. 
Definition. We say that a set А  is topologically transitive (TT) if it admits 

a point Ax ∈  such that Ax =︶︵γ .  
Definition. A point x  is said to be periodic if 0≠T  exists such that 

xTx =︶,︵φ . A point x  is said to be critical if Rtxtx ∈∀,=︶,︵φ .  If a 
point x  is periodic but not critical, then the smallest positive period of x  is 
called its fundamental period. 

We now state the following easy proposition: 
Proposition1.1.[2]. Every non critical periodic point has orbit which is 

homeomorphic to 1S . 
The following two lemmas are from Poincare-Bendixson theory of 

1C planar flows.   
Lemma1.1 [2] In a planar flow, every ω limit point of an ω limit point 

lies on a periodic orbit. 
Lemma1.2 [2] In a planar flow, if an ω limit set ︶︵xω  contains a non 

critical periodic orbit P , then Px =︶︵ω . 
Now we are ready to state:    
Theorem1.2 Let А  be a topologically transitive set of a plane flow. 

Then =int A ø. 
Proof: Let А  be a topologically transitive set, i.e. 2Rx ∈∃ such that 

Ax =︶︵γ . Let us suppose the opposite, namely let ≠int A  ø .We will 
discuss two cases. 

In the first case we shall assume that there exists a point Ap int∈   
such that it admits a compact neighborhood (we choose it as a compact 
disc) pU  such that  

(1)                          ∅=∪∩ ))()(( xxUp αω  

 Let us note that the orbit through x  should cross every point from this 
neighborhood exactly ones which means that there exists a subset RW ⊆  
such that the map pUWg →: , ︶,︵=︶︵ txtg φ  is a bijection. In the contrary, if 
g  is not surjective a point pUq ∈  will exists such that it admits a sequence 
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( nτ ) such that qx n →︶,︵ τφ , but )(xq γ∉ . The sequence ( nτ ) must be 
bounded because of (1). So, the sequence ( nτ ) is bounded and passing to 
a subsequence we could assume that the sequence is convergent, 
i.e. 0ττ →n . Then by the continuity of the phase map we 
have qxx n =︶,︵→︶,︵ 0τφτφ , i.e. ︶︵∈ xq γ , which is a contradiction. So the 
map is surjective. Now, let us suppose that the map is not injective. But the 
possibility  0101 τττφτφ ≠, ︶,︵=︶,︵ xx  would imply that the point x  is 

periodic and hence has orbit homeomorphic to 1S  according to proposition 
1.1 which is contradiction with the assumption ≠︶︵int=int xA γ ø. So the 
map g  is bijective. We will show that the set W  is compact. First, if we 
suppose that the set W is unbounded a sequence ±∞→nτ  would exists 
such that Wn ∈τ , but then we will have that pnn Uxg ∈︶,︵=︶︵ τφτ  which by 
compactness of pU  means that pn Uzx ∈→︶,︵ τφ . From the other hand 
we would have that ︶︵∪ ︶︵∈ xxz ωα  which is a contradiction. Second, let 
us pick arbitrary convergent sequence 0τττ →,∈ nn W  .We now have from 

pnn Uxg ∈︶,︵=︶︵ τφτ , and from the continuity of the phase map that 

︶,︵→︶︵ 0τφτ xg n . By the fact that pU is closed, we have that pUx ∈︶,︵ 0τφ . 
As we saw the map g  is a bijection which means that W∈0τ .We proved 
that W  is compact, and consequently that the continuous bijection 

pUWg →:  is a homeomorphism. Since pU  is connected it follows that W  
is connected as well, which implies that W  is an interval. This is a 
contradiction.     

 So let us discuss the second case. Namely, this means that for 
arbitrary point Ap int∈  and every neighborhood pU  of this point the 
following holds:    

(2)                                ∅≠∪∩ ))()(( xxUp αω  

But this would imply that Axxxx =︶︵∪ ︶︵=︶︵∪ ︶︵ αωαω  according to 
theorem 1.1. Let us assume that ︶︵∈ xx ω . From the invariance of the limit 
set according to theorem 1.1 we have the following inclusion 

︶︵⊆︶︵ xx ωγ ,and from the same theorem we get the relations 

︶︵⊆︶︵∪ ︶︵==︶︵ xxxAx ωαωγ ,which means that ︶︵⊆︶︵ xx ωα ,and hence 

︶︵= xA ω . Now for arbitrary movable point (noncritical) such that 

︶︵=∈ xAz ω , we have from  ︶︵∈ xx ω  that z  is an ω limit point of a 
ω limit point which from lemma 1.1 implies  that z  is a periodic point. Now 
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from lemma 1.2 because ︶︵xω  contains a noncritical periodic orbit we 
conclude that ︶︵= xA ω  is periodic orbit which according to proposition 1.1 
implies that А  is homeomorphic to 1S  which is a contradiction with 

≠int A ø. The second possibility ︶︵∈ xx α  is similar, once we use the 
inverse flow trick (i.e. instead of ︶,︵ txφ  we can work with ︶,︵ tx -φ ). 

3.  CHAIN RECURRENCE AND TOPOLOGICALLY TRANSITIVITY 
We will need the definitions of Lyapunov function and the chain 

recurrent set for continuous flows.   
Definition. Let ︸∈|︷= JjKК j  be a family of disjoint compact invariant 

subsets of the phase space X . A  Lyapunov function for К  is a continuous 
function  RXG →:  such that: 

• ∪
Jj jKXxtxGtxG
∈

\∈∀,>∀, ︶︵<︶,︵︵ 0φ  

• jiforccJjcKG jijj ≠≠,∈∀,=︶︵  
 

Proposition2.1[3]. Suppose that ︸∈|︷= JjKК j  admits a Lyapunov 

function G  and  ∪
Јј јКW
∈

=  is compact. Then: 

• ︶︵ Xx ∈∀ sK∃ , rK  in K  such that sKx ⊆︶︵α  and rKx ⊆︶︵ω . 
•   If Wx ∉  then )(xα  and )(xω  are nonempty sets and the following 
inequalities hold 

︶︵|︶︵| ︶︵ xx GxGG ωα >> . 
Theorem2.1 [3] Let the phase space X  be compact. Then there exists 

a unique family ︸∈|︷= JjKК j  of disjoint compact invariant sets which 
admits a Lyapunov function and is maximal with respect to this property. 
The set ∪

Jj jKCR
∈

=︶︵φ  is closed and jK ’s are its components.  

The set ︶︵φCR  is called the chain recurrent set for the flowφ . 
Theorem2.2: Let X  be a compact subset of the plane in which a C1 

flow is defined. If the chain recurrent set ︶︵φCR  is topologically transitive 
then .int ∅=XR2   

Proof: We shall prove that topological transitivity of the chain recurrent 
set implies topological transitivity of the whole space. Then the claim follows 
directly from theorem 1.2. First from topological transitivity of ︶︵φCR  a point 

Xx ∈  exists such that ︶︵︶︵ ϕγ CRx = . This implies that ︶︵φCR  is 
connected set. Now from theorem 2.1 the family ︶ ︸︵︷ φCR with only one 



Faculty of Mathematics & Natural Science – FMNS 2011 

54 
 

element admits a Lyapunov function G . If we suppose that a point 

︶︵\∈ φCRXx  exists then from proposition 2.1 we have that ︶︵xα  and 
︶︵xω  are nonempty limit sets and 

︶︵|︶︵| >︶︵> xx GxGG ωα . Then from the 
same proposition we have that  ︶︵⊆︶︵, ︶︵ φωα CRxx  because we have 
family with only one element. This implies that

︶︵|︶︵| = xx GG ωα , surely a 
contradiction. 

Еxample: Let us discuss the flow defined on the Polish circle such that 
the points on the line segment L  connecting the points )1,0(,)1,0( −  are 
critical points. The other points are regular. Each noncritical point has the 
line segment L  as it’s α  and ω limit set. Each noncritical point is chain 
recurrent. Hence the chain recurrent set is TT. Since critical points are 
trivially chain recurrent it follows that ︶︵= φCRX . Let us also note that 

.int ∅=XR2   

  

Fig 1: Polish circle with two x
1

sin  curves 
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1. Introduction 

Consider a compact metric space of alternatives ( )dX, , d  is 
Euclidean distance. Let this decision space have infinite many 
alternatives. Denote by )(XRl  a set of all binary relation on X , from X  
to itself, such that each relation XXR ×⊂  satisfies the following 
conditions: 

(A1) If Xx ∈ , then Rxx ∈),(  (reflexive). 

(A2) If Xzyx ∈,, , Ryx ∈),(  and Rzy ∈),( , then Rzx ∈),(  
(transitive). 

(A3) If Xyx ∈, , then Ryx ∈),(  holds or Rxy ∈),(  holds (complete). 

(A4) If Xx ∈ , then }),(|{ RyxXy ∈∈  is closed (upper closed). 

This shows that any relation )(XRlR ∈  is a preorder (reflexive and 

transitive). 

In the metric space ( )dX, , let τ  be the topology induced by d . 

Now, for )(XRlR ∈  we will denote two new relations as follows: 
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(1) Denote the asymmetric part of relation R  by relation XXP ×⊂  

(for Xyx ∈,  there is Pyx ∈),(  if and only if Ryx ∈),(  holds and 

Rxy ∈),(  does not hold). The relation P  is irreflexive and transitive. 

(2) Denote the symmetric part of relation R  by relation XXI ×⊂  

(for Xyx ∈,  there is Iyx ∈),(  if and only if Ryx ∈),(  and Rxy ∈),(  

hold). The relation I  is reflexive, symmetric and transitive. 

Let )()(0 XRlXRl ⊂  be an infinite set of binary relation and let 
)(0 XRlR ∈  be a relation representing “more preferred than” or 

“dominant” with respect. Therefore, for Xyx ∈,  the following statement 
is true: Rxy ∈),(  is equivalent to an alternative x  dominates an 
alternative y  (or preferences x  by y ). The relations of )(0 XRl  are the 
mathematical description of the optimization criteria in decision making, 
which are often in conflict with each other [2] [3]. Thus, for )(0 XRl  
definitions of the Pareto-optimal alternatives can be formally stated as 
follows: 

Definition 1. (a) An alternative Xx ∈  is called a ideal Pareto-optimal 
alternative if and only if Rxy ∈),(  for all )(0 XRlR ∈  and for all Xy ∈ . 
The set of the ideal Pareto-optimal alternatives of X  is denoted by 

( ))(, 0 XRlXIPO  and is called a ideal Pareto-optimal set. 

(b) An alternative Xx ∈  is called a Pareto-optimal alternative if and 
only if there does not exist an alternative Xy ∈  such that Ryx ∈),(  for 
all )(0 XRlR ∈  and Pyx ∈),(  for some )(0 XRlR ∈ . The set of the 
Pareto-optimal alternatives of X  is denoted by ( ))(, 0 XRlXPO  and is 
called a Pareto-optimal set. 

(c) An alternative Xx ∈  is called a weakly Pareto-optimal alternative 
if and only if there does not exist an alternative Xy ∈  such that 

Pyx ∈),(  for all )(0 XRlR ∈ . The set of the weakly Pareto-optimal 
alternatives of X  is denoted by ( ))(, 0 XRlXWPO  and is called a weakly 
Pareto-optimal set. 
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(d) An alternative Xx ∈  is called a strictly Pareto-optimal alternative 
if and only if there does not exist an alternative Xy ∈  such that 

Ryx ∈),(  for all )(0 XRlR ∈  and yx ≠ . The set of the strictly Pareto-
optimal alternatives of X  is denoted by ( ))(, 0 XRlXSPO  and is called a 
strictly Pareto-optimal set. � 

If the ideal Pareto-optimal set ( ))(, 0 XRlXIPO  is empty, then we will 
accept the elements into the Pareto-optimal and weakly Pareto-optimal 
sets as two different solutions of the given multi-criteria decision making 
problem [5] [12]. 

Remark 1. From definition it is obvious that: 

(1) ( ) ( ) ( ))(,)(,)(, 000 XRlXWPOXRlXPOXRlXSPO ⊂⊂ . 

(2) If ( ) ∅≠)(, 0 XRlXIPO , then ( ) ( ))(,)(, 00 XRlXPOXRlXIPO = . � 

Example 1. Let us consider an exchange economics. This system 
consists of many agents, but we may assume that they are infinite, i.e. 
the economics model is “large”, see [6], [7] and [8]. If the exchange 
goods are perfecting divisible, then the set of alternatives is infinite. � 

Example 2. Let us consider a game model. It consists of many 
players. They form a society and let assume that this society is “large”, 
i.e. it has infinite elements [9] [11]. � 

 
2. Hausdorff metric 

In this section we will study a set )(XCl  of all nonempty closed 
subset of X . It is well-known that )(XCl  is compact [1]. For each 

)(XClA ∈  and 0>r  we consider closed neighborhood )(ANr  of A  

defined by }),(|{)( rAxdRxAN m
r ≤∈= . 

The upper semi-metric on X  is defined as follows: 
)}(|0inf{),( ANBrBA ru ⊂>=δ  for )(, XClBA ∈ . The following 

properties follow straight the definition: 

(1) 0),( ≥BAuδ ; 

(2) 0),( =BAuδ  if and only if AB ⊂ ; 

(3) ),(),(),( CBBACA uuu δδδ +≤ . 
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Similarly, the lower semi-metric on X  is defined as follows: 
)}(|0inf{),( BNArBA rl ⊂>=δ . Here, we have the following properties: 

(1) 0),( ≥BAlδ ; 

(2) 0),( =BAlδ  if and only if BA ⊂ ; 

(3) ),(),(),( CBBACA lll δδδ +≤ . 

As a result we obtain: 

(1) ),(),( ABBA lu δδ = ; 

(2) 0),(),( == BABA lu δδ  if and only if BA = . 

Finally, the Hausdorff metric is defined by 
)},(),,(max{),( BABABA ul δδδ =  [4]. 

Remark 2. We can consider the metric hyperspace ( )δ),(XCl  with 
the Hausdorff metric )},(minmax),,(minmaxmax{),( yxdyxdBA

AyBxByAx ∈∈∈∈
=δ  for 

)(, XClBA ∈ . In this space a sequence of sets )(}{ 1 XClA kk ⊂∞
=  is called 

to be Hausdorff convergence to )(XClA ∈  if and only if 0),(lim =
∞→

AAkk
δ  

[1]. � 

Remark 3. Let denote the distance between Xx ∈  and XA ⊂  by 
( ){ }AyyxdAxd ∈= |,inf),( . A sequence of sets )(}{ 1 XClA kk ⊂∞

=  is 
called to be Wijsman convergence to )(XClA ∈  if and only if for each 

Xx ∈ , ),(),(lim AxdAxd kk
=

∞→
. � 

Remark 4. It is important to note that the Hausdorff and Wijsman 
topologies on )(XCl  coincide if and only if ),( dX is a totally bounded 
space [1]. Hence, in our case these two topologies coincide. � 

For fixed Xx ∈  and )(0 XRlR ∈ , }),(|{ RyxXy ∈∈  is nonempty 
compact. This allows us to define a multifunction XX ⇒:ρ  by 

∩ )(0
}),(|{)( XRlR RyxXyx

∈
∈∈=ρ  and a binary relation XXS ×⊂  by 

)()(),( yxSxy ρρ ⊂⇔∈ . 
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3. Some characteristics of the optimality sets 
Consider the metric space )),(( δXPs . Based on the definitions of the 

Pareto-optimal alternatives we introduce new equivalent form of these 
definitions, for Xx ∈ : 

(1) ( ))(, 0 XRlXIPOx ∈  if and only if )()( yx ρρ ⊂  for all Xy ∈ . 

(2) ( ))(, 0 XRlXPOx ∈  if and only if for Xy ∈  and )()( xy ρρ ⊂  ⇒  
)()( xy ρρ = . 

(3) ( ))(, 0 XRlXWPOx ∈  if and only if ∅=))(int( xρ . 

(4) ( ))(, 0 XRlXSPOx ∈  if and only if )(}{ xx ρ= . 

Additionally, let us also assume the following conditions: 

(A5) 1}),(|{)(0
=∈∈

∈∩ XRlR IyxXy  for all Xx ∈ . 

(A6) The multifunction ρ  is continuous on X . 

Remark 5. We get that ρ′  is bijective function on compact space X . 
As a result we obtain that ρ′  is homeomorphism between the topological 
spaces ),( τX  and )),(( TXPs ′ . Clearly, it is also uniformly continuous. 
This means that ρ′  is uniform homeomorphism [14]. � 

Remark 6. It is important to note that )),(( δXPs  is compact metric 
spaces, see Remark 5. � 

Remark 7. It can be shown that: 

(1) The space ),( SX  is partially ordered (the relation S  is reflexive, 
antisymmetric and transitive). 

(2) The space )),(( ⊂XPs  is partially ordered (the relation ⊂  is 
reflexive, antisymmetric and transitive). 

(3) The spaces ),( SX  and ),( ⊂Ps  are order isomorphic. � 

Remark 8. Based on the assumptions it can be shown that if a 
sequence Xx kk ⊂∞

=1}{  is convergence to Xx ∈0 , then following are 
equivalent: 

(1) The sequence of sets )()}({ 1 XPsx kk ⊂∞
=ρ  is Hausdorff 

convergence to )()( 0 XPsx ∈ρ . 
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(2) The sequence of sets )()}({ 1 XPsx kk ⊂∞
=ρ  is Wijsman 

convergence to )()( 0 XPsx ∈ρ . � 

Remark 9. From the assumptions it is obvious that 
( ) ( ))(,)(, 00 XRlXPOXRlXSPO =  [5]. The strictly Pareto-optimal 

alternatives are the multi-criteria analogue of unique optimal solutions in 
scalar optimization. � 

Theorem 1. If Xx ∈ , then there exists ( ))(, 0 XRlXSPOy ∈  such that 
Ryx ∈),(  for all )(0 XRlR ∈ . 

Proof. If ( ))(, 0 XRlXSPOx ∈ , then xy = . If ( ))(, 0 XRlXSPOx ∉ , 
then set ))}(|)({ xAXPsAS ρ⊆∈= . Define a function RSf →:  by 

))(,()( xAAf ρδ= . From S  is compact and f  is continuous it follows that 
there exists SB ∈  such that }|)(max{)( SAAfBf ∈=  and 0)( >Bf . 
Clearly, Bx ∉  and there exists )(xy ρ∈  such that )(yB ρ= . 

Now we will prove ( ))(, 0 XRlXSPOy ∈ . First, we will prove 
( ))(, 0 XRlXPOy ∈ . Let assume ( ))(, 0 XRlXPOy ∈ . This means that 

there exists ( ))(, 0 XRlXPOz ∈  such that )()( yz ρρ ⊂  and )()( yz ρρ ≠ . 
In this case we have ))(())(( yfzf ρρ > . This contradicts the condition 

}|)(max{))(( SAAfyf ∈=ρ . As a result we obtain ( ))(, 0 XRlXPOy ∈ . 
Next, according to Remark 9 we deduct ( ))(, 0 XRlXSPOy ∈ . The 
theorem is proven. 

Corollary 1. If Xx ∈ , then there exists ( ))(, 0 XRlXPOy ∈  such that 
Ryx ∈),(  for all )(0 XRlR ∈ . 

Corollary 2. If Xx ∈ , then there exists ( ))(, 0 XRlXWPOy ∈  such 
that Ryx ∈),(  for all )(0 XRlR ∈ . 

Corollary 3. The sets ( ))(, 0 XRlXSPO , ( ))(, 0 XRlXPO  and 
( ))(, 0 XRlXWPO  are nonempty. 

Corollary 4. If ( ))(, 0 XRlXIPO  is nonempty and Xx ∈ , then there 
exists ( ))(, 0 XRlXIPOy ∈  such that Ryx ∈),(  for all )(0 XRlR ∈ . 

Theorem 2. If nRX ⊂ , then ( ))(, 0 XRlXSPO  is compact. 
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Lemma 1 [13, Theorem 9.14 – The Maximum Theorem]. Let nRS ⊂ , 
mR⊂Θ , RSg →Θ×:  a continuous function, and SD ⇒Θ:  be a 

compact-valued and continuous multifunction. Then, the function 
Rg →Θ:*  defined by ( ) ( ) ( ){ }θθθ Dxxgg ∈= |,max*  is continuous on 

Θ , and the multifunction SD ⇒Θ:*  defined by 
( ) ( ) ( ) ( ){ }θθθθ *,|* gxgDxD =∈=  is compact-valued and upper semi-

continuous on Θ . 

Lemma 2 [10]. Let mR⊂Θ  be compact and Θ⇒Θ:D  be an upper 
semi-continuous multifunction. If ∅≠)(xD  is compact for all Θ∈x , then 

)(ΘD  is compact. 
Proof of Theorem 2. Define a function RXb →:  by 

)}(|))(,(max{)( XPsAxAxb ∈= ρδ . It is clear to show that b  is 
continuous on the compact set X . Applying Lemma 1 for XS =Θ= , 

ρ=D  and bg =  we deduce that there exist a function 
)}(|)(max{)(* xyybxb ρ∈=  and a multifunction XX ⇒:π  such that 

)}(*)(|)({)( xbybxyx =∈= ρπ . We have known that π  is compact-
valued and upper semi-continuous on X . 

Of course, ( ))(,)( 0 XRlXSPOx ∈π , see the proof of Theorem 1. 

For definition of π  we see that )(xx π∈  for ( ))(, 0 XRlXSPOx ∈ . 
Therefore we have ( ))(,)( 0 XRlXSPOX =π . According to Lemma 2 we 
obtain that ( ))(,)( 0 XRlXSPOX =π  is compact. The theorem is proven. 
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1. Introduction 

Consider a pure exchange economy { } { } ),,}{,,( 111
n
i

n
ii

n
i

i XeGA === ;ε  with 
finite numbers of agents and goods. This economy is defined by a set A  of 
economic agents, 2≥= nA , { }nJA ,...,2,1= , and a set G  of exchange 

goods, 2≥= mG , { }mJG ,...,2,1= . Let each agent Aai ∈  have an 

endowment mi Re +∈  and a consumption closed set m
i RX +∈ , i

i Xe ∈ . A 

set ∑ ∑= ==×××∈=Σ n
i

n
i

ii
n

n exXXXxxxx 1 121
21 }|...),...,,({  is called a 

space of individual rational allocations (rational space) at endowment 
),...,,( 21 neeee , where agent Aai ∈  owns of mi

m
iii Rxxxx +∈),...,,( 21 , a 

number 0≥i
jx  shows the quantity of Gg j ∈  property of this agent [10]. 

In addition, let each agent Aai ∈  have a binary weak preference 
relation i;  defined on iX , iii XX ×⊂; . A strict preference relation i;  is 
associated with i;  as usual: xy i;  is equivalent to xy i;  and not yx i;  
for iXyx ∈, . 
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2. Definitions and notations 

Let d  be Euclidean metric in mnR . In a metric space ),( dΣ , let τ  be 
a topology induced by d . In a topological space τ,(Σ ), for set Σ⊂X  we 
recall some definitions: 

(a) The set X  is called connected if and only if it is not the union of a 
pair of nonempty sets of τ , which are disjoint. 

(b) The set X  is called pathwise connected if and only if for every 
Xyx ∈,  there exists a continuous function Xp →]1;0[:  such that 
xp =)0(  and yp =)1( . 

(c) The set X  is a retract of Σ  if and only if there exists a continuous 
function Xr →Σ:  such that Xr =Σ)(  and xxr =)(  for all Xx ∈ . 

 (d) The set X  is contractible if and only if there exist a continuous 
function XXh →× ]1;0[:  and Xa ∈  such that axh =)0,(  and xxh =)1,(  
for all Xx ∈ . 

It is well known that: from convexity implies contractibility; from 
contractibility implies pathwise connectedness; from pathwise 
connectedness implies connectedness. Note that the reverse 
implications are not true in general, see [4] and [7]. 

As usually, we assume that every relation i;  of n
i 1}{ =;  is reflexive, 

transitive, complete and continuous on iX . Thus each binary relation i;  
can be represented by a continuous utility function RXu ii →:  such that 
for every iXyx ∈, , yx i;  is equivalent to )()( yuxu ii ≥  [2] [5]. It is well 
known that a relation i;  can be represented by different utility functions. 

Let denote a set of these utility functions by ),(~
ii XU ; ; therefore, 

1),(~ >ii XU ; . Let each agent Aai ∈  have a utility function iu  of 

),(~
ii XU ;  and define a function nRU →Σ:  such that 

))(),...,(),(()( 2
2

1
1

n
n xuxuxuxU =  for all Σ∈),...,,( 21 nxxxx . 

Now, we are ready to introduce the definition of Pareto optimality 
allocation: an allocation Σ∈x  is called Pareto optimality if and only if 
there does not exists Σ∈y  such that xy i;  (or )()( xuyu ii ≥ ) for all 

AJi ∈  and xy k;  (or )()( xuyu kk > ) for some AJi ∈ . We denote the 
set of the Pareto optimality allocations on Σ  by P  and it is called a 
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Pareto optimality set. The set )(PU  is called a Pareto optimality frontier 
[8] [9]. 

Of course, it can also be shown that the Pareto optimality allocations 
are only depended on the preference relations n

ii 1}{ =;  and not depended 

on choice of utility functions n
iiu 1}{ = . Therefore, without loss of generality 

we can use the utility functions in our optimization problem. 

3. Main result 
Our aim is to obtain a collection of conditions which guarantee the 

contractibility of the sets P  and )(PU . From mathematical point of view, 
the Pareto optimality allocations are solutions of a multi-objective 
optimization problem written as: Maximize )(xU  subject to Σ∈x . 

The utility maximization is a basic optimization problem in exchange 
economic theory. For this optimization problem it is known that the set P  
is nonempty compact and )()( Σ∂⊂ UPU  [1] [6]. 

To get the retraction, we must also make some assumptions: 

Assumption 1. The sets n
iiX 1}{ =  are convex. 

Assumption 2. 1>Σ . 

Assumption 3. The weak preference relations n
ii 1}{ =;  are monotone 

and convex. 

The weak preference relation i;  is called monotone on iX  if and 
only if for every iXyx ∈,  such that yx ≠  and yx ≥  imply that yx i;  
(or )()( yuxu ii > ). Therefore the utility function iu  is monotone on iX . 

The weak preference relation i;  is called convex on iX  if and only if 
for every iXyx ∈,  such that xy i;  and ]1;0(∈t  imply that 

xxtty i;)1( −+ . For utility function iu  we find that for every iXyx ∈,  
such that yx ≠  and )1;0(∈t  imply that 

))(),(min())1(( yuxuyttxu iii >−+ . In the other words, the utility function 

iu  is strictly quasi-concave on iX . 

Let define a multifunction Σ⇒Σ:ρ  such that 

}),()(:{)( A
i

i
i

i Jixuyuyx ∈≥Σ∈=ρ  for Σ∈x . We can easily check that 
the set )(xρ  is a nonempty, convex and compact set for all Σ∈x  and there 
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is )(xx ρ∈ . In the other words, the multifunction ρ  is convex-valued and 
compact-valued. 

Theorem 1. If ρ  is lower semi-continuous on Σ , then: 
(a) The Pareto optimality set P  is a retract of Σ . 
(b) The sets P  and )(PU  are homeomorphic and contractible. 

For proving Theorem 1 we need several lemmas. 

Lemma 1. ρ  is upper semi-continuous on Σ . 

Proof. If Σ⊂∞
=1}{ kkx  and Σ⊂∞

=1}{ kky  are a pair of sequences such 
that Σ∈=

∞→
0lim xxkk

 and )( kk xy ρ∈  for all Nk ∈ , then there exists a 

convergent subsequence of ∞
=1}{ kky  whose limit belongs to )( 0xρ . 

Since the assumption )( kk xy ρ∈  for all Nk ∈  implies that 

)()( kiki xuyu ≥  for all Nk ∈  and all AJi ∈ . From the condition Σ⊂∞
=1}{ kky  

it follows that there exists a convergent sequence ∞
=

∞
= ⊂′ 11 }{}{ kkkk yy  such 

that Σ∈=′
∞→

0lim yykk
, ∞

=
∞

= ⊂′ 11 }{}{ kkkk xx , 0lim xxkk
=′

∞→
 and )( kk xy ′∈′ ρ . So, 

we can deduce that )()( kiki xuyu ′≥′  for all Nk ∈  and all AJi ∈ . Taking the 
limit as ∞→k  we get )()( 00 xuyu ii ≥  for all AJi ∈ . As a result we obtain 

)( 0xyo ρ∈ . This means that ρ  is upper semi-continuous on Σ . The lemma 
is proven. 

Lemma 2. ρ  is continuous on Σ . 
Proof. From Lemma 1 it follows that the multifunction ρ  is upper semi-

continuous on Σ . We have known that ρ  is lower semi-continuous on Σ . 
See also [3] and [7]. Finally, we obtain the multifunction ρ  is continuous on 
Σ . 

The lemma is proven. 
Lemma 3. If Σ∈x , then Px ∈  is equivalent to 1)( =xρ . 

Proof. Let Px ∈  and assume that 1)( >xρ . From both conditions 
)(xx ρ∈  and )(}{ xx ρ≠  it follows that there exists }{\)( xxy ρ∈  such that 

)()( i
i

i
i xuyu ≥  for all AJi ∈ . 

Let )1;0(∈t  and yttxz )1( −+= , therefore )(xz ρ∈ . Fix a number 

AJi ∈ . There are two cases as follows: ii yx =  and ii yx ≠ . First, if 
ii yx = , then )()()( i

i
i

i
i

i xuyuzu == . Second, if ii yx ≠ , that 

)()(),(min()( i
i

i
i

i
i

i
i xuxuyuzu => . Then, since yx ≠  implies that kk yx ≠  
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for some AJk ∈ . This allows us to conclude that )()( i
i

i
i xuzu ≥  for all 

AJi ∈  and )()( k
k

k
k xuzu >  for some AJk ∈ , which contradicts the 

assumption Px ∈ . Therefore we obtain 1)( =xρ . 

Conversely, let 1)( =xρ  and assume that Px ∉ . From Px ∉  it follows 

that there exists Σ∈y  such that )()( i
i

i
i xuyu ≥  for all AJi ∈  and 

)()( k
k

k
k xuyu >  for some AJk ∈ . Obviously, we have that )(xy ρ∈  and 

yx ≠ , which contradicts the assumption 1)( =xρ . Therefore we obtain 
Px ∈ . 

The lemma is proven. 

Choose Aai ∈  and Σ∈x . Now we will consider an optimization 

problem with single objective function written as: Maximize )( 1
1 yu  

subject to )(xy ρ∈ . 

We will prove that for every Σ∈x  this problem has a unique solution 
Px ∈ . In [1], we can see a similar idea in economics without 

consumption sets. 

This note allows introducing the following lemma. 

Lemma 4. If Σ∈x , then 1))(,max( 1 =xuArg ρ . 

Proof. Clearly, there is 1))(,max( 1 ≥xuArg ρ . Let assume that 

1))(,max( 1 >xuArg ρ  and ))(,max(, 121 xuArgyy ρ∈ , 21 yy ≠ , )1;0(∈t  
and 21 )1( yttyz −+= . It is not hart to see that the set ))(,max( 1 xuArg ρ  
is convex, therefore we have that ))(,max( xfArgz ρ∈ . Hence, we derive 

)()()( 1
21

1
11

1
1 yuyuzu == . 

From the assumption 21 yy ≠  it follows that there exists AJk ∈  such 

that kk yy 21 ≠ . It is obvious that there are two cases as follows: 1=k  and 

1≠k . First, if 1=k , then )())(),(min()( 1
11

1
21

1
11

1
1 yuyuyuzu => . But, we 

have shown that )()()( 1
21

1
11

1
1 yuyuzu == . This leads to a contradiction. 

Second, if 1≠k , then ))(),(min()( 21
k

k
k

k
k

k yuyuzu > . In this case there 

exists )(xy ρ∈  such that ))(),(min()()( 21
k

k
k

k
k

k
k

k yuyuyuzu >> , 

)()( 1
1

1
1 zuyu >  and jj zy =  for all },1{\ kJj A∈ . But, we have shown 

that ))(,max( xfArgz ρ∈ . So again, this leads to a contradiction. 
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Finally, we obtain 1))(,max( 1 =xuArg ρ . The lemma is proven. 

Lemma 5. If Σ∈x , then PxuArg ⊂))(,max( 1 ρ . 

Proof. Let ))(,max( 1 xuArgy ρ∈  and assume that Py ∉ . From the 
assumption Py ∉  it follows that there exists Σ∈z  such that 

)()( i
i

i
i yuzu ≥  for all AJi ∈  and )()( k

k
k

k yuzu >  for some AJk ∈ . As a 
result we have that )(xz ρ∈ . 

On one hand, since the condition )()( i
i

i
i yuzu ≥  for all AJi ∈  

implies that ))(,max( 1 xuArgz ρ∈ . On the other hand, since the condition 

)()( k
k

k
k yuzu >  for some AJk ∈  implies that yz ≠ . But, in Lemma 4 

we have proved that 1))(,max( 1 =xuArg ρ . This leads to a contradiction, 
therefore we obtain Py ∈ . 

The lemma is proven. 

Using the results of Lemmas 4 and 5 we are in position to construct a 
function Pr →Σ:  such that ))(,max()( 1 xuArgxr ρ∈  for all Σ∈x . Now, our 
attention will be focused on the function r . 

Lemma 6. PPr =)(  and Pr =Σ)( . 
Proof. Applying now Lemmas 3, 4 and 5 we get PPr =)( . According to 

Lemma 5, from the fact that Σ⊂P , we obtain Pr =Σ)( . The lemma is 
proven. 

Lemma 7. [3] [5] Let X  be a topological space. If RXF →:  is 
continuous function and XXB ⇒:  is a continuous compact-valued 
multifunction, then the multifunction XX ⇒:γ  defined by 

)}(),()(|)({)( yBxxFxFyBxy ∈′′≥∈=γ  is upper semi-continuous and 
compact-valued, and the function RXf →:  defined by ))(()( yFyf γ=  is 
continuous. 

Lemma 8. The function r  is continuous on Σ . 
Proof. By the previous lemma, let Σ=X , )()( 1

1 xuxF =  for all 

Σ∈),...,,( 21 nxxxx  and ρ=B . Applying now Lemma 5 we derive 
1)( =yγ  for all Σ∈y . This means that γ  is function and r=γ . As a 

result we obtain the function r  is continuous on Σ . The lemma is proven. 

Lemma 9. P  is homeomorphic to )(PU  
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Proof. Since the function nRU →Σ:  is continuous it follows that the 
restriction )(: PUPh →  of U  is continuous too. Applying Lemma 3 we 
deduce that if Pyx ∈,  and yx ≠ , then )()( yhxh ≠ . We derive the 

function h  is bijective. Consider the inverse function PPUh →− )(:1  of 

h . As mentioned before, the set P  is compact; therefore, 1−h  is 
continuous too. Finally, we obtain the function h  is homeomorphism. The 
lemma is proven. 

Proof of Theorem 1. (a) This follows from applications of Lemmas 6 
and 8. 

(b) This follows from applications of Theorem 1(a), and Lemma 9. 

This completes the proof of our theorem. 

Remark 1. In [9], it is proved that the Pareto optimality set is compact 
and pathwise connected in exchange economics with fixed total 
resources and consumption sets. 
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Abstract: We give a contribution to the combinatorial theory of (n,m)-
semigroups, by constructing good reductions for a sequence of (n,m)-
presentations of (n,m)-semigroups. As a consequence, we obtain good 
descriptions for the corresponding (n,m)-semigroups. 

Keywords: (n,m)-semigroup, (n,m)-presentation, (n,m)-reduction. 

1. INTRODUCTION  

We will use the following notations: N  for the set of positive integers 
and ,rN 0

rN  for the sets { }1,2,...,r  and { }0,1,2,...,r  respectively, ( )r N∈ ; 

Q+  for the set of all finite (nonempty) sequences of the elements of a set Q  
and Q∗  for the set { }1 ,Q+ ∪  where 1 is a notation for the empty sequence; 

1
ra  for the elements of ,rQ  where rQ  denotes the r -th Cartesian power of 

Q .  When 1 ... ra a a= = =   we use the notation 
r
a . Also, j

ia  will denote the 
sequence 1...i i ja a a+  when i j≤ , or the empty sequence when i j> . 

Let Q ≠ ∅  and ,n m  are positive integers. 
A mapping : n mf Q Q→  is called an ( , )n m -operation and the pair 
( ; )Q f=Q  is called an ( , )n m -groupoid.  A mapping 

1

: m sk m

s

f Q Q+

≥

→∪  is 

called a poly- ( , )n m -operation and the pair ( ; )Q f=Q  is said to be a poly-
( , )n m -groupoid. 

 Let 2m ≥ , k n m= −  and let 1k ≥ .   
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An ( , )n m -groupoid ( ; )Q f=Q  is an ( , )n m -semigroup if 

1 1 1 1 1( ( ) ) ( ( ) )n n k i i n n k
n i i nf f x x f x f x x+ + +

+ + + +=  for all , kx Q i Nυ ∈ ∈ .  
For more details on ( , )n m -semigroups see [4] - $5, $6. 
The notions of ( , )n m -operations (and poly- ( , )n m -operations) are 

easily thought of as algebras with m  n -ary (poly n -ary) operations (see 
[4]-$1). 

Let ( ( ); )F B f=F(B)  be a free poly- ( , )n m -groupoid with a basis 
,B B ≠ ∅ . We recall its construction:  1 ,B− = ∅  0 ,B B=  

1
1

( ),m sk
p p m p

s

B B N B +
+

≥

= ×∪ ∪  
0

( ) p
p

F B B
≥

= ∪ ;

 1 1( )m sk mf u v+ = ⇔ 1( , ),m sk
i mv i u i N+= ∈ . (See [4]-$6). 

Hierarchy of the elements of ( )F B  is a mapping : ( ) {0}F B Nχ → ∪  

defined by { }( ) min pu p u Bχ = ∈ . Clearly, 1( ) \p pu p u B Bχ −= ⇔ ∈ . 

Length on ( )F B  is a mapping : ( )F B N→  defined by induction on χ  as 

follows: 1u = , 0;u B∈  1 1( , ) ...m sk
m ski u u u+

+= + + , 1 1( , ) \m sk
p pi u B B+

+∈ . 

Let ( ) ( )F B F BΔ ⊆ × . Δ  is called a set of ( , )n m -defining relations on 
B  and the pair ,B Δ  is an ( , )n m -presentation of an ( , )n m -semigroup. It 

presents the factor ( , )n m -semigroup Δ/F(B)  where Δ  is the least 
congruence on F(B)  such that Δ ⊆ Δ  and Δ/F(B)  is an ( , )n m -
semigroup. We use the notation ;B Δ = Δ/F(B) . (See [3]-$1).   

The structure of the ( , )n m -semigroup Δ/F(B)  might be found by 
defining a reduction for the given ( , )n m -presentation ,B Δ .  

Reduction for ,B Δ  is a mapping : ( ) ( )F B F Bψ →  satisfying:  
(i) ( , ) ( ) ( );u v u vψ ψ∈ Δ ⇒ =

 (ii) ( , '(1, )(2, )...( , ) '') ( , ' '');i x y y m y x i x yxψ ψ=  
(iii) ( , ' '') ( , ' ( ) '');i x wx i x w xψ ψ ψ=  (iv) ( );u uψΔ  (v) ( ( )) ( ),u uψ ψ ψ=   
for all , , ,( , ' ''),( , '(1, )(2, )...( , ) '') ( )u v w i x wx i x y y m y x F B∈ , 

*', '' ( )x x F B∈ . 

If ψ  is a reduction for ;B Δ  such that ( )uψ  can be determined in a 
finite number of steps for a given ( )u F B∈ , then ψ  is said to be a good 
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(effective) reduction for ;B Δ  and it provides a good description for the 

corresponding ( , )n m -semigroup ;B Δ . (See [2], [3]-$2). 

In the case when ,Δ = ∅  ;B ∅  presents the free ( , )n m -semigroup 

with a basis B . Let 0 : ( ) ( )F B F Bψ →  be the good reduction for ;B ∅  

defined in [2]. (Recall that ψ 0  is defined by reducing the length, i.e. 

0( )u uψ ≠ implies 0( )u uψ < ). The mapping ψ 0  provides a good 
combinatorial description of the free ( , )n m -semigroup with a basis B . 
( 0; ( ( ( )); )B F B gψ∅ =  where …  - see [2]). For deeper reading, overview 

the definiton and the properties of ψ 0  given in [2].  See also [3] - $1, $2. 
The question of finding a good combinatorial description of an ( , )n m -

semigroup given with its ( , )n m -presentation ;B Δ  is quite complicated to 
solve. Some examples and results on the issue are given in [3], [5], [6], [7]. 
Here, we give example of a sequence of ( , )n m -presentations of ( , )n m -

semigroups ;B Δ  such that good reductions for ;B Δ  can be defined, 
and we give the construction of such reductions. Consequently, good 
descriptions of these ( , )n m -semigroups can be obtained. 

2. A SEQUENCE OF ( , )n m - PRESENTATIONS , pB Δ   WITH 

GOOD REDUCTIONS ,pψ  0,1,...p =  

Let ,B ≠ ∅ 0,1,...p =  
Define a sequence of ( , )n m -defining relations ( ) ( )p F B F BΔ ⊆ ×  by: 

[ ]pu vΔ ⇔ [ 1 1( , ), ( , ),m sk m sku i u v i v+ += =      
( )(1 )( )(1 1)m h h m skλ λ λ∃ ≤ < ∃ ≤ ≤ + − −

 1 0( , , ( \ ) ( ( )),h j h j p pj N u v B B F Bλ ψ+ + +∀ ∈ ∈ ∩

 1 1, , , ,h h h h pu v u v Bλ λ+ + + + ∈  

{ } { } ], 1,..., 1,..., ), , 1mu v h h m sk i N sη η η λ= ∈ ∪ + + + ∈ ≥  
We want to construct good reductions for the ( , )n m -presentations 

, pB Δ  ( 0,1,...)p = . In that purpose, we will use the reduction 

0 : ( ) ( )F B F Bψ →  for ;B ∅ . We will also define an invariant 
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: ( )pm F B N→  and an auxiliary mapping 0 0: ( ( )) ( ( ))
p

F B F Bψ ψ ψ→  

which will reduce the invariant pm . Bellow we introduce those definitions as 

well as some properties of pm , 0ψ  and  
p

ψ , which will be given in 5 

auxiliary lemmas. Using this results and the properties of the reduction 0ψ  

([2]), we will define an appropriate mapping : ( ) ( )p F B F Bψ →  which will 

be a good reduction for , pB Δ . 

Lemma 2.1.  If ( , ) pu v ∈ Δ  then 0 0( ( ), ( )) pu vψ ψ ∈ Δ . 
Proof. The proof is by induction on the length, applying the definition of 

0ψ  (see the proofs in [2]). Also, note that 0ψ  does not increase the 
hierarchy. □ 

Choose an element a B∈  and construct a sequence of elements 
1 1 0( \ ) ( ( )), 0,1,...p p pz B B F B pψ+ +∈ ∩ =  as given:  

 
1 1

1 2 1 1(1, ), (1, ), . . . , (1, ), . . .
m k m k m k

p pz a z a z z a z
+ + − + −

+= = =   

Define a mapping (invariant) : ( )pm F B N→  by  

= ∈( ) , ;p pm u u u B  
1 1

1 1

, \ ,
( )

1, \ ,
p p p

p
p p p

u u B B u z
m u

u u B B u z
+ +

+ +

⎧ ∈ =⎪= ⎨
+ ∈ ≠⎪⎩

;  

 
Assume that ( )pm v  is well defined for all p jv B +∈ ( 1)j ≥  (induction on 

χ ); Then,  1
1

( , ) ( )
m sk

m sk
p p r

r
m i u m u

+
+

=

= ∑  for 1 1( , ) \m sk
p j p ji u B B+

+ + +∈ .  

Lemma 2.2.   1) 1pz u+ ≤  for all 1 \p pu B B+∈ . 

2) 1( ) ( )p p pm z m u+ <  for all 1 \p pu B B+∈ , 1pu z +≠ . 
Proof. 1). By induction on p ;  2). Direct consequence of 1). □ 

Next, we define a mapping 0 0: ( ( )) ( ( ))
p

F B F Bψ ψ ψ→  as follows:  

0 1( ) , ( ( ))
p

pu u u F B Bψ ψ += ∈ ∩ .  

Let 1 0 1( , ) ( ( )) \m sk
pu i u F B Bψ+

+= ∈  and assume that ( )
p

vψ  is well 

defined for all 0( ( ))v F Bψ∈  such that ( ) ( )p pm v m u< .  Moreover, assume 
that  

( )
p

v vψ ≠  implies ( ( )) ( )
p

p pm v m vψ < .  
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(I)  Let exist 1 mλ≤ <  and 1 1h m sk λ≤ ≤ + − −  such that: 

1, ,h h pu u Bλ+ + ∈  1 \h j p pu B B+ +∈  for all j Nλ∈  and 1h j pu z′+ +≠  for some 

j Nλ′ ∈ . Let also, h  be the smallest such index. Since Lemma 2.2 implies 

that 11 1( , ) ( )h m sk
pp h pm i u z u m u

λ

λ
+

+ + + < ,  we consequently define  

11 1 1( , ) ( , )
p pm sk h m sk

p hi u i u z u
λ

λψ ψ+ +
+ + += .  

Note that 11 1( ( , ))
p h m sk

pp hm i u z u
λ

λψ +
+ + + ≤ 11 1( , )h m sk

pp hm i u z u
λ

λ
+

+ + + 1( , )m sk
pm i u +< .  

 (II)  If u  doesn’t satisfy the condition in (I), we put ( )
p

u uψ = . 

Lemma 2.3.  1)  ( )
p

u uψ ≠  implies ( ( )) ( )
p

p pm u m uψ < . 

2) Let 1 0( , ) ( ( ))m ski u F Bψ+ ∈  where 

1( ), ( )h hu u pλχ χ + + ≤  ( ) 1,h ju p j Nλχ + = + ∈ ,  1 ,mλ≤ <  
1 1h m sk λ≤ ≤ + − − . Then

 11 1 1( , ) ( , )
p pm sk h m sk

p hi u i u z u
λ

λψ ψ+ +
+ + += . 

Proof. 1). Shown above, while defining 
p

ψ ;  2).  By induction on pm . □  

Lemma 2.4. 1) If 0( , ) ( ( ))pu v F Bψ∈ Δ ∩  then ( ) ( )
p p

u vψ ψ= . 

2) If 1 1 ( , ) ( , )
p m sk m ski u i uψ + +≠  then exists a sequence of elements 

0 1 0( , ),( , ),...,( , ) ( ( ))ti x i x i x F Bψ∈ ( 1)t ≥  such that  

1 0 1 1( , ) ( , ) ( , ) ... ( , ) ( , )
pm sk m sk

p p p ti u i x i x i x i uψ+ += Δ Δ Δ = . 

3)  ( ( )) ( )
p p p

u uψ ψ ψ=  and 0( ( )) ( )
p p

u uψ ψ ψ=  for all 0( ( ))u F Bψ∈ . 
Proof. 1). Follows from the definition of pΔ , applying  2) from Lemma 

2.3; 
2). Straightforward, by induction on pm  and applying the definition of 

p
ψ ; 3). The proof of the first equality is by induction on pm . The second 

equality follows immediately, since 0 0 0ψ ψ ψ=  ([2]). □ 
Lemma 2.5. 0( )u uψ ≠  implies 0( ( )) ( )p pm u m uψ < . 

Proof. By induction on . (See [2] and apply the same techniques). □ 

Now, we define a mapping  : ( ) ( )p F B F Bψ →  as follows:  
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0( ) ( )p u uψ ψ=  1( )pu B +∀ ∈ ; 

Let 1 1( , ) ( ) \m sk
pu i u F B B+

+= ∈  and assume that ( )p vψ  is well defined 

for all ( )v F B∈  such that ( ) ( )v uχ χ< . Thus, ( )p uμψ  is well defined for all 

uμ , m skNμ +∈  and consequently define ( )p uψ  by 

0 1( ) ( , ( )... ( ))
pp p p

m sku i u uψ ψ ψ ψ ψ += . 

Lemma 2.6. 1) ( )p u uψ ≠  implies ( ( )) ( )p
p pm u m uψ < . 

2) ( ( )) ( )
p p pu uψ ψ ψ=  and  0( ( )) ( )p pu uψ ψ ψ= , ( )u F B∈ . 

Proof. 1). By induction on pm  and applying Lemma 2.3-1) and Lemma 
2.5. 

2). Direct consequences from the statements 3) in Lemma 2.4. □ 
Proposition 2.7. The mapping pψ  is a good reduction for the ( , )n m -

presentation ; ,pB Δ 0,1,...p =  

Proof. pψ satisfies (i)-(v). Using  similar discussions as in [2], in this 
case we have: (i) follows from the properties of 0ψ , Lemma 2.1 and Lemma 
2.4-1); (ii) follows by using Lemma 2.4-2), Lemma 2.1, Lemma 2.4-1) and 
applying the properties of 0ψ ; (iii) partially follows by induction on pm , and 

the other part follows from the definitions of 0ψ , 
p

ψ , pψ , and by Lemma 
2.6-2); (iv) follows by induction on χ , and from Lemma 2.4-2); (v) is a 
consequence from (i) to (iv) (see [3]-$2). Thus, pψ  is a reduction 

for ; pB Δ . Also, ( )p uψ  ( )u F B∈ , can be determined in a finite number of 

steps, according to Lemma 2.6-1). Hence, the mapping pψ  is a good 

reduction for the ( , )n m -presentation ; pB Δ  ( 0,1,...)p = . □ 
As a consequence, we get good descriptions of the corresponding 

( , )n m -semigroups ; ,pB Δ 0,1,...p =  (For more details, see [3]-$2). 
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Abstract: The first intrinsic definition of shape morphism is presented in 

[3], without complete definition of a category. In the paper [1] is shown that 
the definitions of shape morphism in [1] and [3] coincide.    

In this paper we show that shape categories constructed by intrinsic 
approaches in [1] and [2] are isomorphic. 

Keywords: intrinsic definition of shape, proximate sequence, proximate 
nets, isomorphism. 

1. INTRODUCTION 

Let X  and Y  be compact metric spaces. We repeat the intrinsic 
approaches to shape from articles [1] and [2] respectively. According to [2], 
we have: 

Definition 1: ([1]) A function YXf →:  is ε -continuous, if for every 
Xx ∈  there is a neighborhood of x  whose image lies in the ε -

neighbourhood of the image of x .  
Definition 2: The functions YXgf →:,  are ε -homotopic, if there exists 

a ε -continuous  function YIXF →×:  such that for every Xx ∈ , 
( ) ( )xfxF =0,  and  ( ) ( )xgxF =1, .  

The relation of ε -homotopy is an equivalence relation on the set of                
ε -continuous functions. 

Definition 3: A proximate net, from X  to Y , is a sequence of                   
(not necessarily continuous) functions YXfn →:  such that for every 0>ε          
there is an index 0n  such that nf  is ε -homotopic to 1+nf  for every 0nn ≥ . 
We denote proximate nets with ( ) YXfn →: , or just with ( )nf . 
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Definition 4: Two proximate nets ( )nf  and ( )nf '  are homotopic if for 
every 0>ε , nf  is ε -homotopic to nf '  for almost every n . 

We use symbol [  ] to denote homotopy classes. 
Definition 5: A null sequence KK ≥≥≥≥ nεεε 21  of positive numbers 

is sequence of positive numbers such that 0→nε  when ∞→n . 
Let ( )][ nf YX →:   and ( )][ ng ZY →:  be classes of proximate nets, 

and ( ) YXfn →:  and ( ) ZYgn →:  be their representatives. We choose a 

null sequence of positive numbers KK ≥≥≥≥ nεεε 21  such that ng  is 

2
0nε  homotopic to 

0ng  for every 0nn ≥ , null sequence KK ≥≥≥ nδδδ 21  

such that ( ) ( )( ) nnn εygygd <',  for every nδ -close points y  и y′  in Y , and 

sequence  of indices KK <<< nkkk 21  such that kf  is 
2

nδ -homotopic to 

nkf  for every nkk ≥ . We define ( ) ( ) ( )][]][[
nknnn gfgf = . In [2] is proven that 

on this way, we get a category.   
According to [1] we have: 
Definition 6: A function YXf →:  is -continuous, where  is finite 

covering of Y , if for every point Xx ∈  there exists a neighborhood xU  of 
x , and ∈V  , such that VUf x ⊆)( .  

Definition 7: The functions YXgf →:,  are -homotopic, if there 
exists a continuous  function YIXF →×:  such that for every Xx ∈ , 

( ) ( )xfxF =0,  and  ( ) ( )xgxF =1, , F  is ( ) -continuous and XNF ×|  is 
–continuous for some neighbourhood [ ) ( ]1,1,0 εεN −∪=  of  I∂ .  
Definition 8: A cofinal sequence of finite covering 

KfKff is a sequence of finite covering of spaces, such that 
for any covering , there exists n , such that p  

Definition 9: The sequence )( nf  of functions YXfn →:  is a proximate 
sequence from X  to Y , if there exists a cofinal sequence of finite 
coverings of Y , KfKff , and for all indices nm ≥ , nf  and 

mf  are -homotopic.  
 
Definition 10: Two proximate sequences )( nf  and )( nf ′  are homotopic if 

there exists a cofinal sequence of finite coverings of Y , 
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KfKff , such that )( nf  and )( nf ′  are –homotopic for all 
integers n. 

Let YXf n →:)(  be a proximate sequence over ( )  and  
ZYgk →:)(  be a proximate sequence over ( ) .  For a covering  of 

Z , there exists a covering  �of Y  such that ( )pg . Then, the 
composition  is the proximate sequence ZXfgh

knkk →= :)()( . In [1] is 
proven that compact metric spaces and homotopy classes of proximate 
sequences )][( nf  form the shape category. 

2. REQUIRED PROPERTIES 
Definition 11: ([4]) Function YXf →:  is ε - continuous in the sense of 

Klee, if there exists 0>δ  such that for every Xxx ∈',  for which 

( ) δxxd <', , follows ( ) ( )( ) εxfxfd <', . 

Proposition 1: Let X  and Y  be compact metric spaces. If YXf →:  is 
ε -continuous function, then f  is ε2 -continuous in the sense of Klee.  

Proposition 2: Let X  and Y  be compact metric spaces. If YXf →:  is 
ε -continuous in the sense of Klee then f  is ε -continuous function.  

Proposition 3: Let X  and Y  be compact metric spaces. YXf →:  is 
ε -continuous function in the sense of Klee for some 0>ε , if and only if it is 

-continuous for some finite cover  consisting of open balls of radius ε . 
Proposition 4: Let ( )nf  be proximate seguence from X  to Y  over ( ) . 

Then for arbitrary null sequence of positive numbers KK ≥≥≥≥ nεεε 21 . 
there exists: 

 1) Cofinal sequence of finite coverings ( ) , such that for all n  

greater than or equal  to some natural number 0n ,  is consisting of 

open balls and for every ε  from the null sequence there exists s covering 
∈W  which is consisting of ε  balls. 
 2) ( )nf  be proximate seguence over ( ) .  

Proposition 5: (Lebesque number) If the metric space X  is compact, 
and  is covering of X , then there exists a number 0>δ  such that, 
every subset of X  having diameter less than δ , is contained in some 
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member of the covering. The number δ  is called a Lebesque number of this 
covering. 

3. EQUIVALENCE OF THE CATEGORIES InSh AND NH 

Let ( )nf  be proximate net from X  to Y . 
Choose arbitrarily 01 >ε . There is a natural number 1n  such that for all 

1nn ≥  the function nf  is 1ε  homotopic to 
1nf . So there is 1ε -homotopy 

YIXF nn →×:
1, , which connects nf  and 

1nf . Then 
1,nnF  is 1ε - continuous 

function and according to proposition 1 and proposition 3, 
1,nnF  is ε - 

continuous function for some finite covering ε  on Y , which consists of 

open balls with radius 12ε  (Specially nf  are - continuous functions for 

each 1nn ≥ ). Hence nf  is ε -homotopic with 
1nf  for all 1nn ≥ . We put 

{ }Y=  for all 1nn < . It is clear that mf  is { }Y  homotopic to nf  for all 
natural numbers m  and n . 

From the Lebesques number lemma, there exists a number 02 >ε , 

12 εε ≤ , such that each open ball with radius 22ε , is contained in a set from 
covering ε . There is a natural number 12 nn >  such that for all 2nn ≥  

the function nf  is 2ε -homotopic to 
2nf . Hence nf  is ε - homotopic to 

2nf  

for some finite covering ε  of  Y , which consists of open balls with radius 

22ε . At the same time covering ε  is containing in the covering ε . We 

put 
1ε

=  for all natural numbers 1,1, 211 −+= nnnn K .  

In the k -th step we get from Lebesques number lemma, that there 
exists number 0>kε , 1−≤ kk εε , such that each open ball with radius kε2 , 
is contained in some set of covering 1−ε . There is a natural number 

1−> kk nn  such that for all knn ≥  the function nf  is kε - homotopic with 
knf . 

Therefore nf  is ε - homotopic to 
knf  for some finite covering ε  of Y , 

which consists of open balls with radius kε2 . In the same time the covering 

ε  is contained in the covering 1−ε . We put 1−=
kε

 for all 

natural numbers 1,1, 11 −+= −− kkk nnnn K .  
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Continuing the procedure we get proximate sequence of -
continuous functions YXfn →:  over cofinal sequence of finite coverings 
( ) . It follows that ( ) YXfn →:  is a proximate sequence over ( ) . 

Definition 12: We say that ( )nf  is proximate sequence obtained from 
proximate net ( )nf  and we denote it by ( )( )nYX f,Ω . 

If two proximate nets are homotopic, then proximate sequences 
obtained from them also are homotopic. That allows us to define function 

YX ,Ω , from the set of all classes of proximate nets, to the set of all classes 
of proximate sequences from X  to Y , defined  by ( )[ ]( ) ( )[ ]nnYX ff =,Ω . 

We will show that the mapping YX ,Ω  is surjection. Let ( )nf  be proximate 
sequence over ( ) . From proposition 4, there exists a proximate 
sequence ( )nf ′  over ( )ε , where ε  consists of open balls with radius nε  

for all n  greater or equal to some number 0n  where KK ≥≥≥≥ nεεε 21  
is null sequence. Let's look coverings ε . mf  is ε -homotopic to nf  for 

every nm ≥ , or there exists a homotopy YIXF nm →×:,  such that, nmF ,  

is ( )ε -continuous and XNnmF ×|,  is ε –continuous on some 

neighborhood N  of I∂ . Then F  is ε3  continuous. From proposition 1 

and proposition 2 we have that F  is nε3 - continuous. Clearly, specially mf  
and nf  are nε3 -continuous. Also KK ≥≥≥≥ nεεε 333 21  is null 
sequence. It follows that ( )nf  is proximate net and class of proximate net 
( )nf  is mapping to  class of proximate sequence ( )nf . 

We will show that the mapping YX ,Ω  is injection. Let ( )nf ′  and ( )nf ′′  be 
proximate sequences over ( )′  obtained from proximate nets ( )nf ′  и ( )nf ′′  
and let ( )nf ′  and ( )nf ′′  be homotopic. It follows that there exists a cofinal 
sequence of finite coverings over Y , ( ) , such that ( )nf ′  and ( )nf ′′  are n 

–homotopic for all natural numbers n. Starting from some number n ,  
can be chosen such that to consist of open balls nε , where ( )nε  is null 
sequence. Then nf ′  is nε3  homotopic to nf ′′ , from where it follows that ( )nf ′  
and ( )nf ′′  are homotopic. 

Now we will describe functor InShHN →:Ω , which consists of: 
1) Mapping ( ) ( )XCptXCpt →:Ω  defined by ( ) XX =Ω  for every 

compact metric space X . 
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2) Mapping ( ) ( )YXMorYXMor InShHN ,,:Ω →  for every compact metric 
spaces X  and Y , defined by ( )[ ]( ) ( )[ ]nYXn ff ,ΩΩ =  for each class of 
proximate nets ( )[ ]nf  from X  to Y . 

 Because of the bijection ( ) ( )YXMorYXMor InShHNYX ,,:Ω , → , to be Ω   
functor should apply equalities  

( )[ ]( ) ( )XX Ω11Ω =  and ( )[ ]( ) ( )[ ]( ) ( )[ ]( )nnnk fgfg
k

ΩΩΩ = . 

Representation of the class of proximate nets ( )[ ]X1  from X  to X , is 
proximate net ( ) XXId →: , which consists of sequence identical functions 

XXId →: . From the construction of the previous bijection, it follows that 
we accompany it to represent the identical element of the category InSh . 

 
 Second equality is also a consequence of previous bijection. Namely to 

consider  proximate nets ( )
knk fg  from X  to Z , ( )ng  from Y  to Z  and ( )nf  

from X  to Y , which are representatives of classes ( )[ ]
knk fg , ( )[ ]ng  and 

( )[ ]nf  appropriate. From the way of constructions of composition, it follows 
that functions ZXfg

knk →:  from the represent ( )
knk fg  of the class 

( )[ ]
knk fg , can be choosen, such that to match with functions ZXfg

knk →:  

from the represent ( ) ( )nYXnYX fg ,, ΩΩ  of the class ( )[ ] ( )[ ]nn fg .  
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FUNCTOR BETWEEN CATEGORIES OF PROPER 
PROXIMATE NETS 

 
Gjorgji Markoski1 

Abstract: It is proved that there exists a functor between the category 
with objects locally compact paracompact spaces and morphisms classes of 
proper proximate nets defined over arbitrary directed sets ([2], [3]), and the 
second category from [1], with the same objects and with morphisms 
classes of proper proximate nets defined over coverings of a space 
consisting of open sets with compact closures. 

Keywords: continuity up to a covering, proper proximate net, category, 
functor. 

 
 
1  Proper V -continuous functions 
 
In [1] are defined proper proximate nets over arbitrary directed set, 

and are proved some properties. Also, proper proximate nets are defined, 
indexed by the set of all coverings of a space consisting of open set with 
compact closures. 

 In the paper the spaces will be localy compact and paracompact. 
Also all coverings will be open. By a function YXf →:  we mean a maping 
which is not necessarily continuous. 

The set ),( ≤A  is  directed if A  is ordered set and for every Aba ∈,  
there exists Ac ∈  such that cba ≤, . Let A  and B  be two collections of 
subsets of X . If for every A∈A  there exists B ∈B  such that BA ⊆  then 
we say that A   refines B  and we denote by ≺A B . By covX  is denoted 
the set of all star-finite coverings of X  consisting of open sets with compact 
closures. It is known that if X  is locally compact and paracompact space, 
then for every covering A  of X  there exists covX∈B  such that ≺B A . It 
is easy to prove that cov X  is directed set with relation ≥ , where 

≥ ⇔ ≺A B A B . For cov X∈U  and XA ⊆  let 

( ) { }st , = ,A U U A U∈ ∩ ≠ ∅∪U U , and ( ){ }st = st ,U U U ∈U U . 

 Definition. Function YXf →:  is  proper if for every compact set 
D  in Y  there exists a compact set C  in X  such that ( ) DYCXf \\ ⊆ . 
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Clearly, the composition of two proper functions is proper and 
restriction of proper function on closed subset is proper. 

 Definition. Let X , Y , be spaces, and covY∈V . The proper 
function YXf →:  is V - continuous, if for any Xx ∈ , there exists a 
neighborhood U  of x , such that VUf ⊆)( , for some member V ∈V . 

(The family of all U , form a covering U  of X . Shortly, we say that 
YXf →:  is V -continuous, if there exists cov X∈U  such that 

( )f ≺U V .) 

It is clear that if YXf →:  is V -continuous, then f  is 1V -
continuous, for every 1≺V V . 

With I  we denote the unit interval [0,1] . 
 Definition. Two proper V  - continuous functions YXgf →:,  are 

properly V - homotopic, if there exists a proper function YIXF →×:  such 
that: 

1) YIXF →×:  is stV -continuous; 
2) There exists a neighborhood ,1](1)[0,= εε −∪N  of {0,1} in I  

such that NXF ×|  is V -continuous, and 
3) )(=,0)( xfxF , )(=,1)( xgxF . 

We denote pf g∼
V

, and we call F  a  proper V -continuous 
homotopy from f  to g . 

 Remark. As is shown in simple example in [1], page 302, the 
function F  is not always V -continuous, if we define homotopy in a usual 
way. Because of this, the function F  is defined as a stV -continuous. In [4] 
there is mistake about this definition. 

The next proposition is easy to prove: 

Proposition 1.1 The relation " p∼
V

" is an equivalence relation.  
The next two lemmas will be used later. First of them is easy to 

prove, and the second is proved in [1], lemma 3.4. 
Lemma 1.2 Let ZYh →:  be a proper function such that ( )h ≺V W , 

where covY∈V  and cov Z∈W . Then from pf g∼
V

 it follows that phf hg∼
W

, 
for any two proper V -continuous functions YXgf →:, .  

Lemma 1.3 Let covY∈V  and YXgf →:,  be proper V -

continuous functions such that pf g∼
V

. Then there exists cov X∈U  such 
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that ( ), ( )f g ≺U U V  and pfh gh∼
V

 for any proper U -continuous function 
XZh →:  of an arbitrary space Z . 

Lemma 1.4 Let ZYgg →:, 10  be proper W -continuous functions 

such that 0 1pg g∼
W

, where cov Z∈W . Then 

 1. There exists covY∈V  such that ( ) ( )0 1,g g ≺V V W ; 

 2. If YXff →:, 10  are proper V -continuous functions such that 

0 1pf f∼
V

, then 0 0 1 1pg f g f∼
W

. 
 Proof. From the Lemma 1.3 it follows that there exists covY∈V  

such that ( ) ( )0 1,g g ≺V V W  and 0 1pg f g f∼
W

 for every V -continuous 
function YXf →: . 

Let YXff →:, 10  be proper V -continuous functions such that 

0 1pf f∼
V

. The function 1f  is V -continuous, it follows 0 1 1 1pg f g f∼
W

. Because of 

( )0g ≺V W  and 0 1pf f∼
V

 we obtain that 0 0 0 1pg f g f∼
W

. Finally, 

0 0 0 1 1 1p pg f g f g f∼ ∼
W W

. ♦ 
 
2  Proper proximate nets. Proper proximate 

Čech nets 
 
Definition. A  proper proximate net ( ) ( ) YXff →Λ∈ := λλλ  is a 

net of proper functions YXf →:λ  indexed by directed set ( )≤ΛΛ ,=  such 

that, for each covY∈V , there exists Λ∈0λ  such that 
0 pf fλ λ∼
V

 for all 

0λλ ≥ . 
From the definition it follows that λf  is V -continuous for all 0λλ ≥ . 
 Definition. Proper proximate net YXf →:)( λ  is  properly 

homotopic to a proper proximate net YXg →:)( δ  (indexed by a directed 
set Δ ) if for each covY∈V , there exist Λ∈0λ  and Δ∈0δ  such that 

pf gλ δ∼
V

 for all 0λλ ≥  and 0δδ ≥ . 

We denote this relation by ( ) ( )pf gλ δ� . 
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It is clear that p�  is an equivalence relation. The equivalence class 

of a proper proximate net )( λf  is denoted by pf )][( λ  and called the  proper 

homotopy class of )( λf . The collection of all proper homotopy classes of 
proper proximate nets from X  to Y  is denoted by ppnYX ],[ . 

Clearly, every continuous function YXf →:  can be considered a 
proper proximate net as the net consisting of function f  indexed by one-
element set. Obviously, if Λ⊆Λ1  is cofinal in Λ , then 

( ) ( )1 pf fλ λλ λ∈Λ ∈Λ� . 

The composition of proper proximate nets YXf →:)( λ  and 

ZYg →:)( δ  is defined by ( )( ) ZXfgfg →Δ×Λ∈ :,=))(( δλλδλδ . It is 
indexed by the directed set Δ×Λ  (directed by the relation 
( ) ( ) δδλλδλδλ ′≤′≤⇔′′≤ ,,, ). 

Lemma 2.1 If ( ) ( ) YXff →Λ∈ := λλλ  and 

( ) ( ) ZYgg →Δ∈ := δδδ , then ( )( ) ( )( ) ZXfgfg →Δ×Λ∈ :,= δλλδλδ  is 
proper proximate net. 

 Proof. The function λδ fg  is proper for all ( ) Δ×Λ∈δλ, . Let 
cov Z∈W . The net ( ) ZYg →:δ  is proper proximate net, it follows that 

there exists Δ∈0δ  such that 
0pg gδ δ∼

W
, for all 0δδ ≥ . There exists 

covY∈V  such that ( )
0

gδ ≺V W . Since ( ) YXf →:λ  is proper proximate 

net, it follows that there exists Λ∈0λ  such that 
0pf fλ λ∼

V
 for all 0λλ ≥ . 

From the Lemma 1.2 we obtain that 
0 0 0pg f g fδ λ δ λ∼

W
. From the Lemma 1.3 it 

follows that there exists 1 covY∈V  such that ( ) ( )1 10
,g gδ δ ≺V V W  and 

0pg f g fδ δ∼
W

 for every proper 1V -continuous function YXf →: . We may 

choose 1 ≺V V . 
Because ( ) YXf →:λ  is proper proximate net it follows that there 

exists 011 , λλλ ≥Λ∈  such that 
1

1pf fλ λ∼
V

 for every 1λλ ≥ . 

Let 01, δδλλ ≥≥ . Then we have 
0pg f g fδ λ δ λ∼

W
. It follows that  



Section: “Mathematics” 

87 
 

 
0 0 0

.p pg f g f g fδ λ δ λ δ λ ♦∼ ∼
W W

 

 
Theorem 2.2 Let ( ) ( ) ( ) ( )0 0 1 1

1= , = :f f f f X Yλ λ λ λλ λ′ ′ ′∈ Λ ∈ Λ →  

and ( ) ( ) ( ) ( )0 0 1 1
1= , = :g g g g Y Zδ δ δ δδ δ′ ′ ′∈ Δ ∈ Δ →  be proper proximate 

nets such that ( ) ( )0 1
pf fλ λ′�  and ( ) ( )0 1

pg gδ δ ′� . Then ( ) ( )0 0 1 1
pg f g fδ λ δ λ′ ′� .  

  Proof.  Let cov Z∈W . From ( ) ( )0 1
pg gδ δ ′�  if follows that there 

exist Δ∈0δ  and 10 Δ∈′δ  such that 0 1
pg gδ δ ′∼

W
 for every Δ∈δ , 0δδ ≥  and 

1Δ∈′δ , 0δδ ′≥′ . There exists covY∈V  such that ( ) ( )0 1,g gδ δ ′ ≺V V W . If 

YXff →:, 10  are proper V -continuous functions such that 0 1pf f∼
V

, then 
from Lemma 1.4 it follows  

 0 1
0 1.pg f g fδ δ ′∼
W

 
Because of ( ) ( )0 1

pf fλ λ′�  it folows that there exist Λ∈0λ  and 

10 Λ∈′λ  such that 0 1
pf fλ λ′∼

V
 for all Λ∈λ , 0λλ ≥  and 1Λ∈′λ , 0λλ ′≥′ . We 

may choose 0
λf  and 1

λ′f  to be V -continuous for all Λ∈λ , 0λλ ≥  and 

1Λ∈′λ , 0λλ ′≥′ . 
Let 0λλ ≥ , 0λλ ′≥′ , 0δδ ≥  and 0δδ ′≥′ . 

Then for functions 0
λf  and 1

λ′f  holds (1) (instead of 0f  and 1f ), it 

follows 0 0 1 1
pg f g fδ λ δ λ′ ′∼

W
. We obtain that ( ) ( )0 0 1 1

pg f g fδ λ δ λ′ ′� . ♦ 

In a similar way one may show that composition is associative. 
The identity XXp →Λ :)][(1  is the proper proximate net consisting 

of identity function :idX X X→  (defined by ( ) =idX x x  for all Xx ∈ ) 
indexed by one-element set. 

We obtain the category ppnP  of locally compact and paracompact 
spaces and proper homotopy classes of proper proximate nets. 

 Definition. A  proper proximate Čech net 
( ) ( )= cov :f f Y X Y∈ →V V V  is a net of proper V -continuous functions 
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:f X Y→V  indexed by the directed set covY , such that pf f ′∼
V

V V , for every 
covY′∈V , ′≺V V . 

It is clear that every proper proximate Čech net is a proper proximate 
net. 

Lemma 2.3 Every proper proximate net is properly homotopic to a 
proper proximate Čech net.  

  Proof. [1], Lemma 4.1.♦ 
Lemma 2.4 For any two proper proximate Čech nets 

( ), ( ) :f g X Y→V V  holds ( ) ( )V p Vf g�  if and only if pf g∼
V

V V  for each 

covY∈V .  
  Proof. [1], lemma 4.2.♦ 
The composition of two proper proximate Čech nets is defined in the 

following way: Let ( ) :f X Y→V  and ( ) :g Y Z→W  be two proper proximate 

nets and cov Z∈W . Then there exists covY∈V  such that ( )g ≺W V W . 

Then ( ) ( )= cov :h h Z X Z∈ →W W W  is the composition of ( )fV  and 

( )gW , where =h g fW W V . The composition is well defined ([4] Lemma 2.4 

and Theorem 2.5; [1] Lemma 4.3). The class of ( )fV  we denote by 

( )
pc

f⎡ ⎤⎣ ⎦V . The identity [ ](1 ) :
pc

X X→U  is the proper proximate Čech net 

consisting of identity function :idX X X→ , i.e. ( )(1 ) = covf X∈U U U  such 

that = idXfU  for all cov X∈U . In this way category ppcnP  of localy 
compact paracompact spaces and classes of proper proximate Čech nets is 
obtained. 

Lemma 2.5 Let ( )cov :g f Z X Z∈ →W V W  be the composition of 

proper proximate Čech nets ( )cov :f Y X Y∈ →V V  and 

( )cov :g Z Y Z∈ →W W . Then 

( ) ( )( )cov , cov covpg f Z g f Y Z′ ′ ′ ′∈ ∈ ×�W V W VW V W .  

  Proof. Let ( ), cov covY Z′ ′ ∈ ×V W  be arbitrary element of 

cov covY Z× . There exists 1 covY∈V  such that ( )1g ′≺W V W . The set 

covY  is directed, it follows that there exists 2 covY∈V  such that 2 1≺V V  

and 2 ′≺V V . It follows that ( )2g ′≺W V W . We obtain that ( )2g ′≺W V W . 
The definition of composition of proper proximate Čech nets does not 
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depend on the choice of V  ([4] and [1]). We choose one V  for every W  
such that ( )g ≺W V W  

It follows that ( ) ( ) ( ){ }, , cov cov ,Y Z g∈ × ≺WV W V W V W  is cofinal 

in cov covY Z× . ♦ 
 
3  The Functor 
 
Let ( )[ ]pfλ  be morphism in ppnP , i.e., ( ) YXf →:λ  is proper 

proximate net. From Lemma 2.3 it follows that there exists proper proximate 
Čech net ( ) :f X Y→V  such that ( ) ( )pf fλ � V . We define : ppn ppcnΦ →P P  

with ( ) XX =Φ  and ( )[ ]( ) ( )[ ]pcVp ff =λΦ . 

Let ( ) YXf →:λ  and ( ) ZYg →:δ  be proper proximate nets. If 

( ) ( )pf fλ � V  and ( ) ( )pg gδ � W , then from Lemma 2.5 and Theorem 2.2 it 
follows that  

 ( )( ) ( )( ).pg f g fδ λ � W V  
We obtain that  

 

( ) ( )( ) ( )( )( ) ( )( ) ( )= = = =
p p p p pc

g f g f g f g fδ λ δ λ δ λ ⎡ ⎤Φ Φ Φ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦W V  

 ( ) ( ) ( )( ) ( )( )= = .
p ppcpc

g f g fδ λ⎡ ⎤ ⎡ ⎤ Φ Φ⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦⎣ ⎦⎣ ⎦W V  

If [ ]p)(1Λ  is the class of identity proper proximate net, then (1 ) (1 )pΛ � U . 

It follows that [ ]( ) [ ](1 ) = (1 )
p pcΛΦ U , i.e. [ ]( )p)(1ΛΦ  is the class of identity 

proper proximate Čech net ( ) ( )(1 ) : X XΦ → ΦU . We obtain that Φ  is 
functor. 
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Abstract: Given an n -ary k − valued function f , ( )gap f  denotes the 
minimal number of essential variables in f  which become fictive when 
identifying any two distinct essential variables in f . 

We particularly solve a problem concerning the description of 
separable sets in n -ary k − valued functions f  with 2 ( )gap f n k≤ ≤ ≤ .  

 
Keywords:  essential variable, identification minor, essential arity gap. 

 
1  Introduction 
    
Let > 2k  be a natural number. Denote by = {0,1, , 1}K k −…  the 

set (ring) of remainders modulo k . A function (operation) on K  is a 
mapping : nf K K→  where n  is a natural number, called  the arity of f . 
The set of the all such functions is denoted by n

kP . Operations from 2
nP  are 

called  Boolean functions. 
Let 1= { , , }n nX x x…  be the set of n  variables and n

kf P∈  be a k -
valued function.  
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Definition 1.1  A variable ix  is called  essential in f , or f   
essentially depends on ix , if there exist values 1, , ,na a b K∈… , such that  

 1 1 1 1 1 1( , , , , , , ) ( , , , , , , ).i i i n i i nf a a a a a f a a b a a− + − +≠… … … …  
 

 The set of all essential variables in a function f  is denoted by 
( )Ess f  and the number of its essential variables is denoted by 
( ) =| ( ) |ess f Ess f . 

Let ix  and jx  be two distinct essential variables in f . We say that 

the function g  is obtained from n
kf P∈  by  the identification of the variable 

ix  with jx , if  

 1 1 1 1 1 1( , , , , , , ) = ( , , , , , , ),i i i n i j i ng a a a a a f a a a a a− + − +… … … …  

for all 1( , , ) n
na a K∈… . 

Briefly, when g  is obtained from ,f  by identification of the variable 

ix  with jx , we will write = i jg f ←  and g  is called  the identification minor of 
f  and ( )Min f  denotes the set of all identification minors of f . 

 
Definition 1.2  Let n

kf P∈  be an n -ary k -valued function. Then  
the essential arity gap (briefly  arity gap or  gap) of f  is defined as follows  

 
( )

( ) := ( ) ( ).max
g Min f

gap f ess f ess g
∈

−  

 
We say that the function f  has non-trivial arity gap if ( ) 2gap f ≥ . 
We let ,

m
p kG  denote the set of all functions in n

kP  which essentially 
depend on m  variables whose arity gap is equal to p  i.e. 

, = { | ( ) = & ( ) = }m n
p k kG f P ess f m gap f p∈ , with m n≤ . 

 
2  Essential arity gap of k -valued functions 
       
Given two natural numbers , 2k n ≥ , n

kEq  denotes the set of all 
strings over = {0,1, , 1}K k −…  with length n  which have at least two equal 
letters i.e.  

 1:= { | = , , , },n n
k n i jEq K for some i j n i jα α α α∈ ≤ ≠…  

where nK  denotes the set of all strings over K  with length n . 
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In this section we shall present some preliminary results from [3, 5] 
which treat the representation of the functions with non-trivial arity gap. 

 
Theorem 2.1  [3] Let f  be a k -valued function which depends 

essentially on the all of its n  variables and 2 < <p n k≤ . Then ,
n
p kf G∈  if 

and only if  
 = ,f h g⊕

 where ( ) =ess h n p−  and ,
n
n kg G∈ . Moreover, = 0i jg ←  for all 

1 ,i j n≤ ≤  with i j≠ . 
 
 
There are two subclasses of the class 2,

n
kG  with 4 n k≤ ≤ . First one, 

consists of functions satisfying conditions similar as the conditions in 
Theorem 2.1 for = 2p . The second subclass consists of functions whose 
behavior is similar to the functions from 2,

n
kG  with >n k  (Theorem 2.1 in 

[6]). 
 
Lemma 2.1  [3] Let f  be a k -valued function which depends 

essentially on all of its n , > 3n  variables and ( ) = 2gap f . Then there exist 
two distinct essential variables ,u vx x  such that ( ) = 2u vess f n← − , and 

( )v u vx Ess f ←∉ . Moreover, ( ) = ( ) = 2u m v mess f ess f n← ← −  for all m , 
1 m n≤ ≤  with { , }m u v∉ .  

 
Let us denote by ,

,
n
p kG +  the set of all functions ,

n
p kf G∈  for which 

there exist i  and j  with 1 ,i j n≤ ≤  such that i j≠ , ( )j i jx Ess f ←∈  and 

( ) =i jess f n p← − . 
,
,

n
p kG −  denotes the set of all functions ,

n
p kf G∈  for which 

( )v u vx Ess f ←∉  for all 1 ,u v n≤ ≤  with u v≠ . 
 
Proposition 2.1 [3] If 3 < n k≤  then , ,

2, 2, 2,=n n n
k k kG G G+ −∪ .  

 
 
Proposition 2.2 [3]  



Faculty of Mathematics & Natural Science – FMNS 2011 

94 
 

 

,
,

,
, ,

, ,
, ,

2 < <

= (2 & = ) ( > )

3 < & = 2.

n
p k

n n
p k p k

n n
p k p k

G if p n k

G G if n k p n or n k

G G if n k p

+

−

+ −

⎧ ≤
⎪
⎪⎪ ≤ ≤⎨
⎪
⎪

∪ ≤⎪⎩

 

 
Theorem 2.2  [3] Let 4 n k≤ ≤  and n

kf P∈ . Then the following 
statements are equivalent: 

(i) ,
2,
n

kf G +∈ ; 

(ii) There is a function n
kh P∈  with ( ) = 2ess h n −  and =r sf h←  for all 

1 ,r s n≤ ≤  with r s≠  and ( )rx Ess h∉ .  
 
Theorem 2.3  [3] Let f  be a k -valued function which depends 

essentially on the all of its n  variables , > 3n . Then ,
2,
n

kf G +∈  if and only if  
 = ,f h g⊕  

where ( ) = 2ess h n −  and ,
n
n kg G∈ . Moreover = 0i jg ←  for all 1 ,i j n≤ ≤  

with i j≠ .  
 
The next theorem in the case of >n k  is proved by R. Willard in [6]. 
 
Theorem 2.4 [3, 6] Let f  be a k -valued function which depends 

essentially on all of its n , > 3n  variables. If ,
2,
n

kf G −∈  then each 
identification minor of f  is a symmetric function with respect to its essential 
variables.  

 
We can now give a representation of the functions in ,

2,
n

kG − .  
Theorem 2.5  [3] Let f  be an n -ary k -valued function with 

3 < n k≤ . Then the following sentences are equivalent: 
( )i  ,

2,
n

kf G −∈ ; 

( )ii  =f t g⊕  where ,
n
n kg G∈  and t  is an n -ary totally symmetric 

function with ( ) = \{ , }i j n i jEss t X x x←  for all , {1, , }i j n∈ … , i j≠ . Moreover 

= 0i jg ←  for all 1 ,i j n≤ ≤  with i j≠ .  
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Let us note that the class 2
2,kG  is described in Theorem 2.1 [5] and 

the class 3
2,3G  in Example 2.1 [5]. 

 
 Separable set of functions with non-trivial arity gap 
 
Let n

kf P∈  be an n -ary k -valued function. Then  the subfunctions 
of f  are all n -ary k -valued functions which are obtained from f  after 
replacing of some its variables with constants from K . If g  is a subfunction 
of f  we shall write g f≺ . Clearly, ≺  is a partial order relation in the set 

n
kP . A set M  of essential variables in f  is called  separable in f  if there is 

a subfunction g  of f  such that = ( )M Ess g .  
Theorem 2.6  If ,

n
n kf G∈ , n k≤ , then each set of essential variables 

in f  is separable in f .  
   Proof.  Let 1( ) := { , , }nEss f x x…  and without loss of generality let 

us prove that 1= { , , }mM x x… , <m n  is a separable set in f . According to 
Theorem 2.1 [5] there are n  constants 1, , nc c K∈…  such that  

 1 0( , , ) ,nf c c a≠…  

where 0 1= ( , , )na f d d…  for all 1, , n
n kd d Eq∈… . We have to prove that 

1= ( )M Ess f  where 1 1 1= ( = , , = )m m n nf f x c x c+ + … . Let tx M∈  be an 
arbitrary variable from M  i.e. 1 t m≤ ≤ . Again from Theorem 2.1 [5] it 
follows that  

 1 1 1 0( , , , , , , , , ) = .t n t m nf c c c c c c a− +… … …  
Hence 1( )tx Ess f∈  which implies 1= ( )M Ess f .           ■ 

 
Theorem 2.7  If ,

2,
n

kf G −∈ , then each set of essential variables in f  
is separable in f .  

   Proof.  According to Theorem 2.5 f  is a symmetric function. 
Without loss of generality let us assume that 1= { , , }mM x x… , <m n  be a 
set of essential variables in f . We have to prove that M  is a separable set 
in f . Since 1 ( )x Ess f∈  by Theorem 1.2 [1] it follows that there is a chain 
of subfunctions  

 1 2 =nf f f f≺ ≺…≺  
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such that 1 1( ) = { }Ess f x  and 1 1
( ) = { , , , }j i i j

Ess f x x x…  for = 2,3, ,j n… . 

Since f  is a symmetric function, then there are constants 1, ,m nc c+ …  for the 
variables in ( ) \ ( )mEss f Ess f  such that  

 1 21 2
( = , = , , = ) =i m i m i nm m n

f x c x c x c+ ++ +
…  

 
 1 1 2 2= = ( = , = , , = ).m m m m m n nf f x c x c x c+ + + + …  

Consequently, 1 1 2 2( = , = , , = )m m m m n nf x c x c x c+ + + + …  is a function which 
depends essentially on the variables 1, , mx x… , i.e. M  is a separable set in 
f . 
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1  Introduction 
   
For n∈` , let = {1 < 2 < < }nX n"  be a finite chain with n  

elements. As usual, we denote by nPT  the monoid (under composition) of 
all partial transformations of nX . The (inverse) submonoid of nPT  of all 
injective partial transformations of nX  is denoted by nI . 

Let 1 2= ( , , , )ta a a a…  be a sequence of t  ( 1)t ≥  elements from the 
chain nX . We say that a  is cyclic if there exists no more than one index 

{1, , }i t∈ …  such that 1>i ia a + , where 1ta +  denotes 1a . We say that a 
transformation nPTα ∈  is orientation-preserving if the sequence of its 
images is cyclic. The notion of an orientation-preserving transformation was 
introduced by McAlister in [6] and also by Catarino and Higgins in [2]. We 
denote by nPOPI  the submonoid of nI  whose elements are all orientation-
preserving partial injections. A presentation for the inverse monoid nI  was 
given by Popova in [8]. For the monoid nPOPI , a presentation was 
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exhibited by Fernandes in [4]. Also in [4], the Green's relations, the ideals, 
the size and rank of nPOPI  were determined. 

Interest in maximal subsemigroups of the symmetric semigroup and 
the analogous question of maximal subgroups of the symmetric group was 
stimulated in large measure by the corresponding question for Post 
algebras, which has important applications to mathematical many-valued 
logic, abstract automata, formal languages and combinatorics in general. In 
group theory describing the maximal subgroups of the symmetric groups 
has long been an interesting problem. In recent years maximal 
subsemigroups of the transformation semigroups have also aroused 
interest. 

In [1], Bayramov has presented a complete description of the 
maximal subsemigroups of the semigroup nT . Nichols ([7]) as well as Reilly 
([9]) have studied the maximal inverse subsemigroups of nT . Yang Xiuliang 
([10]) has determined the maximal inverse subsemigroups of nI . The 
maximal subsemigroups of the monoid of all order-preserving partial 
injections were described by Ganyushkin and Mazorchuk in [5]. Recently, 
Dimitrova and Koppitz ([3]) characterized the maximal subsemigroups of the 
monoid of all order-preserving or order-reversing partial injections. In [11], 
Zhao, Bo and Mei characterized the locally maximal idempotent-generated 
subsemigroups of nPOPI  (excluding the permutations). 

In this paper, we aim to give more insight into the subsemigroup 
structure of the monoid nPOPI  by characterizing its maximal 
subsemigroups. 

We will try to keep the standard notation. For every transformation 
nPTα ∈ , we denote by dom α  and im α  the domain and the image of α , 

respectively. The number r =| d |=| i |ank om mα α α  is called the rank of α . 
Given a subset U  of nPT , we denote by ( )E U  its set of idempotents. 

Since nPOPI  is an inverse submonoid of nI , the definition of the 
Green's relations L ,  R  and H   on nPOPI  follow immediately from well 
known results on inverse semigroups. In [4] was given a description for the 
Green's relation ℑ . We have  
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i = i

d = d

r = r

= .

m m

om om

ank ank

⇔

⇔

ℑ ⇔

∩

α β α β

α β α β

α β α β

L

R

H L R

 

 
2  Maximal subsemigroups of the 

semigroup nPOPI  
 
Let n∈` . The semigroup nPOPI  is the union of its ℑ  -classes 

1 2, , , nJ J J… , where  
 = { | r = },k nJ POPI ank kα α∈  

for = 1, ,k n… . It is well known that the ideals of the semigroup nPOPI  
are the unions of the ℑ -classes 1 2, , , kJ J J… , i.e. the sets  

 = { | r },k nI POPI ank kα α∈ ≤  
with = 1, ,k n… . Every principal factor on nPOPI  is a Rees quotient 

1/k kI I −  ( 2 k n≤ ≤ ) of which we may think as {0}kJ ∪ , where the product 
of two elements of kJ  is taken to be zero if it falls into 1kI − . 

Denote by Lα , Rα  and Hα  the L -class, R -class and H -class, 
respectively, of an element nPOPIα ∈ . Since the product αβ , for 

, kJα β ∈ , belongs to the class kJ  (if and only if R Lα βαβ ∈ ∩ ) if and only if 
i = dm omα β , it is easy to show:  

Lemma 1  Let , kJα β ∈ , with = 1,2, ,k n… . Then   
 

    1.  
=   i = d ,

=
0 ,
R R if m om

R
otherwise

αβ α
β

α β
α

⎧
⎨
⎩
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    2.  
=   i = d ,

=
0 ,
L L if m om

L
otherwise

αβ β
α

α β
β

⎧
⎨
⎩

  

 

    3.  
 i = d ,

=
0

kJ if m om
L R

otherwiseα β

α β⎧
⎨
⎩

  

 

    4.  
  i = d ,

= =
0 .
H if m om

H H
otherwise

αβ
β α

α β
α β

⎧
⎨
⎩

  

  
Let us recall some results on the monoid nPOPI , proved by 

Fernandes in [4]: 
 
Proposition 1 ([4])  Let nPOPIα ∈  and let | i |=m kα , for 

= 1,2, ,k n… . Then | |=H kα . Moreover, if α  is an idempotent, then Hα  is 
a cyclic group of order k .  

 
Let G  be a cyclic group of order k , with k ∈` . It is well known that 

there exists an one-to-one correspondence between the subgroups of G  
and the (positive) divisors of k . Moreover, if r  is a divisor of k  then there 
exits a (cyclic) subgroup rG  of G  such that | |=rG r . On the other hand, 

being x G∈ , there exists a (positive) divisor r  of k  such that rx  is the 
identity of G . 

Let us consider the following elements:  
 

 
1 2 ... 1

: ,
2 3 ... 1 n

n n
g J

n
−⎛ ⎞

= ∈⎜ ⎟
⎝ ⎠

 

 

 1 1

1 2 ... 2 1
: ,

1 2 ... 2 n

n n
g J

n n −

− −⎛ ⎞
= ∈⎜ ⎟−⎝ ⎠

 

 

 1

1 2 ... 1 1 ...
: ,    = 1,2, , .

1 2 ... 1 1 ...i n

i i n
J for i n

i i n −

− +⎛ ⎞
= ∈⎜ ⎟− +⎝ ⎠

…ε  

 
Notice that =n gJ H , whence nJ  is a cyclic group of order n  and 

i
Hε  

( = 1,2, , )i n…  is a cyclic group of order 1n − .  
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Proposition 2 ([4])  Let 2n ≥  and 1= { , }G g g . Then =nPOPI G〈 〉 .  
  
Proposition 3  Let nJα ∈  be a permutation of order n  and let 

i
Hεδ ∈  for some {1,2, , }i n∈ …  be a transformation of order 1n − . Then 

= ,nPOPI α δ〈 〉 .  
 
Proof:  Since nJα ∈  has order n , we have = nJα〈 〉  and so 

g α∈〈 〉 . Moreover, 
i

Hεδ ∈  has order 1n −  and thus we obtain =
i

Hεδ〈 〉 . 

Let  

 
1 2 ... 2 1 1 ... 1

: .
2 3 ... 1 1 2 ... 1i i

i i i n n
H

i i i n
− − + −⎛ ⎞

= ∈⎜ ⎟− + +⎝ ⎠
εγ  

 
For = 1i  we take 1 =i n−  and for =i n  we take 1 = 1i + . Then, it is a 

routine matter to show that 1
1 = i n i

ig g gγ − − . Thus by Proposition 2, we 
deduce that = ,nPOPI α δ〈 〉 .                               ■ 

 
Remark 1  Let 1nJβ −∈  with d = \{ }nom X iβ  and i = \{ }nm X jβ . 

Then =i j

i
H g Hβ ε

− , for >i j  and =n i j

i
H g Hβ ε

+ − , for i j≤ . Therefore, 

= ,nPOPI g Hβ〈 〉  for any 1nJβ −∈ .  
 
For a prime divisor p  of n , we put 

2= = {1, , , , }p p p n p
pW g g g g −〈 〉 … , which is, clearly, a cyclic group of order 

n
p

. Analogously, for a prime divisor q  of 1n − , we put 

2 1( ) = = {1, , , , }q q q n q
q i i i i iU ε γ γ γ γ − −〈 〉 … , which is, clearly, a cyclic group of 

order 
1n

q
−

. Furthermore, from well known results regarding finite cyclic 

groups, we have:  
 
Lemma 2  The groups pW , with p  a prime divisor of n , are the 

maximal subgroups of nJ .   
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Lemma 3  For 1 i n≤ ≤ , the groups ( )q iU ε , with q  a prime divisor 

of 1n − , are the maximal subgroups of 
i

Hε .   

 
Remark 2  Let 1 <i j n≤ ≤  and let q  be a prime divisor of 1n − . 

Then it is a routine matter to show that = j i n j i

i j
H g H gε ε

− − + , 

= n j i j i

j i
H g H gε ε

− + −  and ( ) = ( )j i n j i
q i q jU g U gε ε− − + , 

( ) = ( )n j i j i
q j q iU g U gε ε− + − . Therefore, we have  

 
, ,

( ) = ( ) .l m l m
q i q j

l m l m

g U g g U gε ε∪ ∪  

Let us put := ( )q q nU U ε . 

Now, we can describe the maximal subsemigroups of nPOPI . 
 
Theorem 1  A subsemigroup S  of the semigroup nPOPI  is maximal 

if and only if it belongs to one of the following two types: 
 
1)  1=p n pS I W−′ ∪ , for a prime divisor p  of n ; 

2)  2
,

= l m
q n n q

l m

S I J g U g−′′ ∪ ∪∪ , for a prime divisor q  of 1n − .  

 
Proof: 1) From Lemma 2, we have that 1=p n pS I W−′ ∪ , for a prime 

divisor p  of n  is a maximal subsemigroup of nPOPI . 
2) From Remark 2, it follows that ( )q i qU Sε ′′∈  for all = 1,2, ,i n… . 

Let 1 \n qJ Sα − ′′∈ . If 
i

Hεα ∈  for some {1,2, , }i n∈ …  then , ( ) =q i i
U Hεα ε〈 〉 , 

since ( )q iU ε  is a maximal subgroup of 
i

Hε . Therefore, from Proposition 3, 

we obtain , =q nS POPIα′′〈 〉 . Now let 
i

Hεα ∉  for any {1,2, , }i n∈ … , i.e. 

d = \{ }nom X iα  and i = \{ }nm X jα , for some {1,2, , }i j n≠ ∈ … . Then 
i j

i
g Hεα − ∈ , for <j i  and n i j

i
g Hεα + − ∈ , for <i j . Thus, by the previous 

case, we have , =q nS POPIα′′〈 〉 , i.e. qS ′′  is a maximal subsemigroup of 

nPOPI . 
For the converse part let S  be a maximal subsemigroup of nPOPI . 

Then, it is clear that 2nI S− ⊆  and thus 2= nS I T− ∪ , for some subset T  of 
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1n nJ J− ∪ . From Proposition 3, we have T  does not contain any element of 

nJ  of order n  or T  does not contain any element of 1nJ −  of order 1n − . In 
the first case, we must have 1nJ T− ⊆ , by the maximality of S . This shows 
that 1= nS I T− ′∪ , for some subset T ′  of nJ , whence T ′  must be a 
maximal subgroup of nJ . Thus, by Lemma 2, we have = pT W′ , for some 

prime divisor p  of n , i.e. = pS S ′ . In the second case, we must have 

nJ T⊆ , otherwise pS S ′⊂  for a some prime divisor p  of n , which 

contradicts the maximality of S . This shows that 2= n nS I J T− ′∪ ∪ , for 
some subset T ′  of 1nJ − . If 

i
H Tε ′⊆  for some {1,2, , }i n∈ …  then 

= nS POPI , by Proposition 3. If =
i

H Tε ′∩ ∅  for some {1,2, , }i n∈ …  then 

by Remark 1 and Remark 2, we obtain that =T ′ ∅ , i.e. S  is a proper 
subset of qS ′′ . In both cases, we obtain a contradiction to the maximality of 

S . Therefore, T ′  contains ( )q iU ε  for all = 1,2, ,i n…  and thus 

2
,

=l m
n n q q

l m

I J g U g S S− ′′∪ ∪ ⊆∪ . Since qS ′′  is a maximal subsemigroup of 

nPOPI , we deduce that = qS S ′′ .                                                                            
■ 
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Abstract: In the paper the software solutions that automate the 
authoring of QR-code generation are explored and those appropriate for 
educational purposes are marked. Good practices with learning strategies 
of QR-code utilization are examined and discussed with aim several of them 
to be selected as candidates for adoption in an engineering learning 
process. A reference model presenting relationships among participants, 
resources and concepts is created and it is analyzed with the support of the 
Actor-Network theory. The model is prototyped and pilot tested in a given 
educational context. 

Keywords: QR code, experimentation, actor-network theory, 
automation, mLearning, reference model 

1. INTRODUCTION 
Mobile learning (mLearning) in its variety of forms and scenarios is 

increasingly recognized and adopted by universities and training 
organizations [2]. Recent research indicates a growing interest and 
acceptance of the utilization of mobile technologies for teaching and 
learning [5], [6], [10]. Also, all of the emerging trends in the 2010 Horizon 
report (a joint report by The New Media Consortium and Educause) have a 
relationship to mobility and augmented reality [8]. Among the key 
advantages of mobile technologies are considered: no time constraints, no 
location border, easier access to (multimedia) content, knowledge and 
people, giving opportunities for just in time learning, for location based 
learning, community based learning, personal learning. However, 
implemented mLearning methods for access to stored information and 
services through the limited input functionalities of mobile phones are time-
consuming and sometimes frustrating. This is the reason for looking of 
different ways for effective deployment of mobile technologies and their 
increased impact among a wide range of audiences. Quick Response (QR) 
codes are considered as promising technology providing learners with 
speedy and ready access to multimedia learning resources, information and 
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services [4]. The recent challenges are related to organization of technology 
enhanced learning environments embedding QR codes with aim to enable 
learners to be more effective and productive in their learning when they 
move from one place to other, using widely distributed handheld computing 
devices and communication technology. Such environment needs to be 
monitored and continuously improved with instruction and scenarios, 
according to changing student’s learning requirements and needs. Actor 
Network Theory (ANT) is utilized as an analytical framework to understand 
the taxonomy and working flows in an information system and to describe 
the role of technology in relationship technology-educators-students.  

2. QR CODE SPECIFICATION 
A QR code is a two-dimensional code readable by mobile phones. The 

code consists of black modules (or colored) arranged in a square pattern on 
a white background (or colored). The information encoded can be text, URL, 
SMS, email, vCard, video, spreadsheet or other data. So, if the device has 
QR code decoding software installed on it, it will open up its browser and go 
straight to that URL or open up the correct application to handle the 
encoded data appropriately according to the FNC1 Application Identifiers 
that are embedded in the encoded data [3]. The QR code also contains 
control information to ensure the good picture identification at different 
conditions. The error correction capability allows data to be restored even if 
the symbol is partially dirty or damaged. Several editors for QR code that 
can automate learning assets and information presentation in form of QR 
code are presented in Table 1. 

 
Tab. 1: Functional characteristics of QR editors 

 

QR Editor Content type Output 
formats 

Store 
code 

Features  QR 
code 

Kaywa 
http://qrcode.kaywa.c
om/ 

URL, text, phone, SMS, 
RSS feed 

Embed 
code 
Manual pics 

no data 
matrix 
generation  

ZXing Project 
http://zxing.appspot.c
om/generator/ 

event, contact info, Email, 
geolocation,phone, 
SMStext, URLwifi network 

Embed 
code, 
png manual 

no  

 
Delivr 
http://delivr.com/qr-
code-generator 

URL, Google 
places/map,contact info, 
Email, phone, SMS, text, 
RSS feed 

png, eps yes API, QR 
code 
tracking, 
analytics  
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3. GOOD PRACTICES 
Created QR codes with content of text/news/images/audio/video 

materials/web pages can be placed onto the worksheet, textbook or 
integrated into web pages. With just a quick scanning action and a click, the 
students can see/listen the needed learning material or instruction (Figure 
1). By linking the QR codes on a paper-based task to the multimedia 
resources published on the Web or offline information reading is possible 
with just two simple operations provide a very efficient and flexible way for 
the students to obtain the resources ubiquitously.  

Rivers describes three specific examples of basic QR code-driven 
activities performed into a Japanese university in English as a Foreign 
Language classroom: through QR code activity the students create opinion 
paragraphs based on their interactions with other people and materials, 
through an activity “collaborative mobile tagging” wth purpose to promote 
communicative interaction outside of the traditional classroom environment, 
and through an activity related to team working on a given problem [12]. 
Ramsden experimented with QR codes as a learning technology in 
University of Bath in several cases: for printed handbooks with links to 
online resources, lectures content with links to online presentations, for 
classroom formative feedback, video user guides, campus/library induction, 
Moodle print materials. [11]. A student of Computer Science in Universite of 
Bologne, Italy designed in form of QR codes a complete periodic table of 
elements with characteristics of every element [13]. A wide range of QR 
usage in classroom is given in [1] and that includes: (1) QR codes utilization 
for voting, (2) QR codes for information enhancement in books and printed 

Mobile barcodes 
http://www.mobile-
barcodes.com/qr-
code-generator/ 

URL, text, phone, SMS, 
email 

png,  
embed 
code 

no  

 
GOQR 
http://goqr.me/ 

text, URL,call, SMS, 
vcard 

png, 
embed 
code 

no library 
(php, 
C++) 

 
QR stuff 
http://www.qrstuff.co
m/ 

text, URL,phone, SMS, 
Email, vcard, event, 
Google maps, location, 
Wifi Login, Paypal Buy, 
social media, iTunes, 
YouTube video 

png no  

 

Maestro 
http://www.sparqcod
e.com/static/maestro 

phone, SMS, map, URL, 
contact, raw, vcard 

gif, svg, 
embed 
code, URL  

yes error 
correctio
n 

 
Be QRious 
http://www.beqrious.
com/generato 

URL, map, Email, text, 
YouTube video, vcard, 
contacts 

pdf, gif, 
URL 

yes picture 
including 
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materials, (3) for access to mobile site with important information, (4) for 
sharing of students resources among them, (5) QR codes as link to polls 
and surveys. Other suggestions for QR adoption are related to: QR code of 
the blog URL, QR code designed to present the homework for students and 
also as a link to students’ homework products, QR code as reminder for 
class events. 

 
Fig. 1: The workflow of QR code authoring process and QR code utilization by 

students 

4. ACTOR NETWOR THEORY 
Actor-Network theory (ANT) explores how relations between objects, 

artifacts, people and concepts are formed, mapped and re-maked. The main 
concepts behind ANT are: (1) Actors could be humans, collectivities of 
humans, texts, graphical representations, and technical artifacts. Actors with 
aligned interests could be organized a heterogeneous actor-network. (2) 
Translation is the process of an actor-network with three major stages: 
problematization, interessmant, and enrolment. (3) Problematization is the 
first stage of translation during which a focal actor defines identities and 
interests of other actors and establishes itself as an obligatory passage 
point (OPP). (4) OPP is related to a situation when all the actors are 
satisfied according to their interests (5) Interessement as a second stage of 
translation includes a process of convincing other actors to accept definition 
of the focal actor. (6) Enrollment is the stage when another actor accepts 
the interests defined by the focal actor. (7) Inscription is defined as a 
process of creating technical artifacts that would ensure the protection of an 
actor’s interests. (8) Irreversibility is the degree to which it is subsequently 
impossible to return to a point where alternative possibilities exist [14]. 

Its perspective is applied in the researching of QR and marker 
Augmented Reality technologies implementation in a learning process. 
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5. A REFERENCE MODEL FOR QR CODES IMPLEMENTATION 
After a survey about mobile devices usage in everyday life of our 

students in USA (62 students from Youngstown State University) and 
Bulgaria (45 students from South-West University “N. Rilski”) it is found that 
100% of students possess mobile devices with camera. 91% of students in 
Bulgaria and 97% of students in USA exploited devices for texting; about 
75% of Bulgarian and 90% of American students use phones for pictures 
taking and 68% of Bulgarian and 47% of American students for music 
playing. 48% of Bulgarian and 68% of American students have internet 
access through their phones, 26% of Bulgarian and 56% of American 
students perform email checking, 40% of Bulgarian and 61% of American 
students use phones for web browsing, about 35% of Bulgarian and 53% of 
American students utilized phones for access to social networks like 
Facebook. The results show that students are equipped with needed mobile 
devices and many of them have internet access. Anyway, only several of 
them know the purposes of QR codes and AR markers. In the other hand 
the literature review presents a wide range of scenarios for QR code 
adoption in engaging and motivating learning tasks. Based on this research 
and with support of ANT, a reference model for QR and AR technology 
implementation in an engineering learning process is created and it is 
presented on Figure 2.  

non-  
human 
QR code 
AR marker 
learning 
asset 
service 

human 
educator 
students 
network 

…

…

Problematization Interessement Enrollment 

scenario and 
technology 
acceptance  

learning tasks 
performance 

Irreversibility Irreversibility 

 
Fig. 2: A reference model in three stages      Fig.3. Experimentation 

6. RESULTS 
The first pilot experimentation of QR codes utilization in online and 

offline variants is done with students from South-West University “N. Rilski”, 
Faculty of Mathematics and Natural Sciences, Department of Computer 
Systems and Technology during the course Applied Electronics (Figure 3). 
The advantages of mobile technologies and QR codes related to: (1) 
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students learning support with annotations, text messages, URLs, 
multimedia assets in-time and in different locations; (2) proposition of 
attractive and engaging learning activities; (3) increased attention to the 
technologies and curriculum material are ascertained. The future work will 
be oriented to examination of effective implementations of scenarios 
according to the concrete students’ audience and according their personal 
requirements. 
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Abstract: In this paper we present a .NET Framework class library for 
Boolean functions manipulation. The class library is designed as 
educational and research tool for studying structural properties of Boolean 
functions and performing symbolic manipulations. Several basic internal 
representations of Boolean functions are implemented as independent 
classes inheriting common interface. Conversion between different 
representations is performed automatically by helper classes. 
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1. INTRODUCTION 
Boolean functions are a part of the foundation of computer 

science. In theoretical computer science various representations of 
Boolean function are developed and used such as truth-tables, 
formulae, binary decision trees, decision diagrams, etc. For  variables 
there are  Boolean functions. 

There are many software packages for Boolean functions [4, 5, 7] 
but most of them use only one internal implementation which means 
that for students studying discrete mathematics they need to use 
different packages in their coursework. The goal of this paper is to 
present a new developed class library for symbolic manipulation of 
Boolean functions that provide various internal representations. The 
library can be easily used with languages from .NET Framework family 
as education and research tool. It also provides us with options to 
extend this library in future to accommodate other types of internal 
representations and more implementation independent symbolic 
manipulations. We propose robust, flexible and compact syntax for 
performing different tasks (some shown by examples). 

A symbolic manipulation over Boolean functions is execution of a 
sequence of commands that build up representations of functions and 
determine various properties about them. In the table below we 
summarize main symbolic manipulations procedures that are 
implemented in our library. 

Procedure Description 
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Reduce Simplification of the internal representation is performed 
Apply Obtain new function applying some operation  between 

existing two other functions   
Restrict Replace variable with a constant  
Compose Replace variable with a function  

2. BOOLEAN FUNCTIONS CLASS LIBRARY 

The .NET framework is a programming model for developing and 
deploying open applications [1]. Every .NET-aware language is 
compiled to intermediate language code which is executed in Common 
Language Runtime (CLR). This provides us easy to use code sharing 
through class hierarchy and libraries.  

Overall structure of the library 
Our class library developed in C# can be divided into three main parts: 
• Internal Implementations of Boolean Functions – This is a set of 

Interface restricted implementations.  
• Implementation Independent Functionality – Wrapper class for 

implementation independent methods. Available implementations 
are interchangeable using dependency injection pattern. 

• Algorithms – Set of helper classes that provide us functionality like 
conversion between different implementations, minimization and 
combinatory set manipulations. 

 
Fig. 1: Implementations sharing common interface 

Internal Implementations 
The different implementations of Boolean function inherit common 

interface – IBooleanFunctionImpl.  
The interface cover all the main functionality for symbolic 

manipulation of Boolean functions: Restrict, Reduce, Apply, Compose 
and some other like function evaluation, variable swapping, checks for 
essentiality [2] and separability [3]. 
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Since different implementations exploit 
different internal data structures (arrays, trees, 
etc.) we have two-side views for Boolean 
function variables:  

Internal – each variable has its index 
External – each variable has its name. 
The interface forces us to use variable 

names rather their indexes. For simplicity we 
have only one letter variable names allowed. 

Because of limitations and exponential 
blowup each implementation has its own check 
rule for maximum number of variables which 
can be reasonably handled.  

 
As semantically simplest implementation in 

the class library we have TruthTable 
implementation. Truth tables are commonly 
used in various packages for Boolean function 

minimization and manipulation such as ESPRESSO[6]. 
Another very common syntactical representation of Boolean 

functions is Boolean expressions or Formulae. That’s why we have 
implemented a Formula class to represent Boolean expressions.  

As a state of the art data structure for symbolic manipulation of 
Boolean functions in recent decades DecisionDiagram also could take 
place in this library. 

 
Implementation Independent Functionality, Convertors and 

Helpers 
Using different implementations we can manipulate Boolean 

functions to observe their properties. There are some classical and 
non-classical properties which are independent from Boolean function 
representation. Following .NET Framework template we have 
implemented separate class for converting Boolean function 
represented in one way into another. In other words we have class 
ImplConverter which allow us to change internal implementation of 
the given Boolean function. Some classical algorithms are exploited. 
Since most of the tasks are performed on the search space we have 
implemented also a helper class. 

 
Usage of the Class Library 
With the class library many standard operations can be performed 

by the students in solving different tasks connected with the studying 
of Boolean functions. 
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Task 1: Enumerating variables  
The basic operation that can be involved in any other task for 

studying  Boolean function is enumeration of function arguments. 
 
IBooleanFunctionImpl f=new IBooleanFunctionImpl(); 
foreach (char varName in f.Variables()) 
{ 

Console.Write(varName); 
} 
 
Task 2: Get all subfunctions of the given function f 
Many operations are based on combinations of arguments 

assignments for the Boolean functions. Exploiting 
CombinatoricsHelper class a following construction can help us to 
obtain all subfunctions of the given function: 

   
IBooleanFunctionImpl f=new IBooleanFunctionImpl (); 
CombinatoricsHelper helper = new CombinatoricsHelper 
                                  (f.NumberOfVariables); 
foreach (Tuple t in helper.Tuples()) 
{ 

IBooleanFunctionImpl SubFunction =  
f.Restrict (variableNamesCombination,     
            helper.CurrentCombination); 

} 
 
Task 3: Building graph of separable pairs 
This is a graph with vertices - essential variables and branches – 

separable pairs.  
 
IBooleanFunctionImpl f=new IBooleanFunctionImpl (); 
CombinatoricsHelper helper = new CombinatoricsHelper  
                                        (f.Variables()); 
foreach (var pair in helper.PairsOfVariables  
                                        (f.Variables()))  
{ 
     if (f.AreSeparable(pair))  

{ 
     Console.Write(pair); 
} 

} 
 
Task 4: Find all quasi-fictive variables of  the given Boolean function f 
 
IBooleanFunctionImpl f=new IBooleanFunctionImpl (); 
foreach (char varName in f.Variables()) 
{ 
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BooleanFunction subfunction0; 
BooleanFunction subfunction1; 
f.PositiveDavio(varName, out subfunction0,  
                         out subfunction1) 
if (subfunction0 == subfunction1) 
{ 

       Console.Write(varName); 
} 

} 
 
Task 5: Finding distributors of the given Boolean function f 
 
IBooleanFunctionImpl f=new IBooleanFunctionImpl (); 
foreach(char  varName  in f.Variables()) 
{ 
      char[] RestVarialbes =  
                      new char[f.NumberOfVariables()-1]; 
      int br=0; 
      foreach (char currName in f.Variable()) 
      { 
         if (varName!=currName) 
         { 
            RestVarialbes[br] = currName; 
            br++; 
          } 
      } 
  if (!f.AreSeparable(RestVarialbes)) 

 { 
     Console.WriteLine(“Variable {0} is distributor”,  
                       varName); 
 } 

} 
 
Task 6: Comparing graphs of separable pairs of the subfunctions and 

given function f 
 
IBooleanFunctionImpl f=new IBooleanFunctionImpl (); 
IBooleanFunctionImpl subfunction1; 
IBooleanFunctionImpl subfunction2; 
int count=0; 
subfunction1=f.Restrict(new char[] {varName},  
                        new bool[] {true}); 
subfunction2=f.Restrict(new char[] {varName},  
                       new bool[] {false}); 
List<KeyValuePair<char, char>> FunctionGraph(f); 
List<KeyValuePair<char,char>> SubFunctionGraph1(  
                                   subfunction1); 
List<KeyValuePair<char,char>> SubFunctionGraph2(  
                                   subfunction2); 
foreach(KeyValuePair<char,char> pair in FunctionGraph) 
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{ 
if (!SubFunctionGraph1.Contains(pair))  
{  
   count++;  
   Console.Write(“Different pair:{0}”,pair.Key); 
} 

} 
Console.Write(“Different pairs count:{0}”,count); 
Count=0; 
foreach(KeyValuePair<char,char> pair in FunctionGraph) 
{ 

if (!SubFunctionGraph2.Contains(pair))  
{  
   count++;  
   Console.Write(“Different pair:{0}”,pair.Key); 
} 

} 
Console.Write(“Different pairs count:{0}”,count); 

3. CONCLUSION AND FUTURE WORK 
The presented initial implementation of the class library provides 

us optimal C# syntax, easy to use by students and researchers. The 
library is able to efficiently perform basic Boolean operations upon 
Boolean functions. Shown by example are some tasks that can be 
solved. Further work is to optimize the internal implementation and 
expand the functionality of the library. The BFL binaries are available 
at: http://dispatcher.swu.bg/BCL 
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1. INTRODUCTION 
In upcoming very high-speed wireless LANs (WLANs), the physical 

(PHY) layer rate may reach 600 Mbps. As the PHY rate increases, for a 
fixed packet size, the time to transmit the packet payload decreases, but the 
PHY header overhead and the MAC header overhead are left untouched. 
Hence, MAC efficiency rapidly decreases, and efforts to increase the 
system capacity purely by increasing the data rate are thus of limited 
effectiveness. 

To achieve high MAC efficiency at the medium access control (MAC) 
layer, different aggregation schemes were proposed in the literature [3 - 7], 
e. g. Burst ACK, Block ACK, Aggregation and Fragment Retransmission 
(AFR), Packet Concatenation (PAC), and Aggregation. These schemes can 



Section: “Informatics and Computer Technology” 

119 
 

be classified into two categories. The schemes in the first category are 
Burst ACK and Block ACK, which transmit multiple frames at each 
transmission opportunity. The schemes in the second category as PAC, 
Aggregation, and AFR transmit only one frame and use packet aggregation.  

In the Burst ACK and Block ACK schemes, collisions lead to the whole 
Burst/Block being lost while errors lead to retransmission only of the 
corrupted packet.  

AFR is the only scheme to use both fragmentation and aggregation. 
The PAC scheme is similar to AFR scheme, except that before each packet 
in a frame there is a subphysical header. The scheme which is called 
Aggregation uses a special delimiter before each packet in a frame. 

In other work [8] we propose a modification of AFR scheme called 
Adaptive with Aggregation and Fragment Retransmission (A-AFR) scheme 
that can achieve optimal throughput/minimum delays.  

The present paper aims at optimizing size of fragments used in this 
adaptive mechanism with aggregation and fragment retransmission./The 
present paper aims at determining optimal number of packets, which will be 
able to aggregate in this adaptive mechanism with aggregation and 
fragment retransmission. 

2. A-AFR SCHEME  
As mentioned above for the AFR scheme, multiple packets are 

aggregated into and transmitted in a single large frame. If errors happen 
during the transmission, only the corrupted fragments of the large frame are 
retransmitted. The AFR scheme was developed as part of the IEEE 802.11n 
working group work.  

The A-AFR scheme [8] is a modification of AFR scheme that can 
achieve optimal throughput/minimum delays. Thus, the streamed audio and 
video traffic, e. g. VoIP and HDTV, will be able to benefit from the 
aggregation of packets. This adaptive scheme determines a certain 
threshold of utilization, over that threshold is used AFR aggregation, as 
transmission delays will be the same as without aggregation. More 
precisely, the threshold [2] is: 

(1)  )8137(
4
1* h+−=ρ , 

where h is a ratio of time for transmission of headers toward time for 
transmission of frames. 

Unlike wired networks, wireless transmissions are inherently broadcast 
in nature, which leads to the packet service times at different stations in a 
WLAN being strongly coupled. For example, the basic 802.11 backoff 
mechanism ensures that the wireless stations in a WLAN win a roughly 
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equal number of transmission opportunities [6], hence the mean packet 
service time at a station is longer when the number of other active stations 
in the WLAN increase. In addition to variations in the mean service time, the 
distribution of packet service times is also strongly dependent on the WLAN 
offered load, because this directly affects the burstiness of transmissions.  

Note that a wireless station can measure its own utilization ρ and 
parameter h by direct observation. Thus, when the utilization is over the 
threshold of utilization, AFR aggregation is realized.  

In A-AFR scheme, a MAC frame consists of a frame header and a 
frame body (Fig.1). In the new MAC header, all the fields of MAC header 
remain unchanged. There are three additional fields—fragment size, 
fragment number, and a spare field. The fragment size represents the size 
of fragment used in the MAC frames. The fragment number represents the 
number of fragments in the current MAC frame. The spare field is left for 
future extension and maintaining alignment. The frame body consists of 
fragment headers, fragment bodies and the corresponding frame check 
sequences (FCS). 

The fragment header section of the frame body has a variable size 
(Fig.1). It includes up to 256 fragment headers, each of which is protected 
by a FCS. The length of each fragment header is constant and known to 
both the sender and the receiver. For the receiver, it knows from where the 
first fragment header starts and what the fragment header size is, thus it 
can locate all the fragments in the frame even if some of them are corrupted 
during the transmission. 

Each fragment header is composed of six fields: packet ID (pID), packet 
length (pLEN), start position (startPos), offset, spare, and FCS. The fields 
pID and pLEN represent the corresponding ID and length of the packet P to 
which this fragment belongs. The field startPos is used to indicate the 
position of the fragment body in this frame, and offset is used to record the 
position of this fragment in packet. 

The ACK frame format includes a  bit map in the legacy ACK format. 
Each bit of the bitmap (32B) is used to indicate the correctness of a 
fragment. 
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Fig.1.A- AFR frame formats. 

 
Wireless stations dynamically adjust the physical transmission 

rate/modulation used in order to regulate noncongestive channel losses. 
This rate adaptation, whereby the transmit rate may change by a factor of 
50 or more (e.g. from 1 to 54 Mb/s in 802.11a/g). 

3. OPTIMAL FRAGMENT SIZE 
Fragmentation plays a central role in aggregation schemes, with 

fragments being the unit used for retransmission. When a very small 
fragment size is used, only corrupted bits are retransmitted, but since each 
fragment has a fixed size header, the overhead is relatively large. When a 
large fragment size is used, the overhead created by the fragment header is 
small, but many bits will be unnecessarily retransmitted since a single 
damaged bit in a fragment will lead to the entire fragment being 
retransmitted. 

For a given BER, an optimal fragment size exists, i. e. maximizes 
efficiency coefficient- Ke , and balances the tradeoff between the fragment 
header overhead and excessive retransmissions. 
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        b) 

Fig.2. Coefficient of efficiency 
 
In case of error free communication channel the efficiency coefficient 

can be expressed by the ratio of total quantity of correctly received data to 
the total quantity of transmitted data (fig. 2a).  

For real communication channel (error prone) this coefficient- Ke can be 
reduced by the quantity of rejected data (fig. 2b). The efficiency coefficient 
decreases with the increase of the user data in fragments as well as 
decrease of the communication error period- Т (T=1/BER), i. e: 

(2) 
T
d

dc
dKe −
+

= , 

where d is user data in a fragment, c is control information and Т is the 
communication error period 

To find the maximum of Ke, (2) is differentiated and made equal to zero, 
and then  the got equation is solved for d: 

(3) cTcd +−= , 

Fig.3 plots coefficient of efficiency versus Bit Error Rate (BER) from 
which the existence of an optimal fragment size that maximizes efficiency is 
evident. Observe that the optimal fragment size depends on the BER, as 
expected. In practice, e. g. implementation [1] of A-AFR on FPGA, we are 
interested in determining a simple scheme that approximates the optimal 
fragment sizes’ performance. In [6] can be seen that the throughput peak is 
relatively flat and broad, and thus we expect that the throughput reduction 
resulting from an approximate scheme can be kept relatively small. In the 
reduction in throughput is compared to that achieved with the optimal 
fragment sizes, of using a suboptimal fragment size. Ibid, throughput is lost 
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of up to 10%, across a wide range of BERs when fragment sizes are near-
optimal (128 and 256 B). 

0

200

400

600

800

1000

1200

1,00E-061,00E-051,00E-041,00E-031,00E-02

 
Fig.3. Optimal coefficient of efficiency 

4. CONCLUSION AND FUTURE WORK 
In present paper, a novel scheme called adaptive aggregation with 

fragment retransmission (A AFR) that exhibits optimal transmission delays 
is enhanced. 

To achieve high efficiency for next-generation very high-speed WLANs, 
we develop a modified aggregation scheme called AFR, in which multiple 
packets are aggregated into and transmitted in a single large frame. Only 
the corrupted fragments are retransmitted instead of retransmitting the 
whole frame in case of errors. Analytical model is developed to find optimal 
fragment size of A-AFR over a noisy channel. 

My future work is going to create simulation model and to evaluate the 
throughput and delay performance of A-AFR over a noisy channel, as well 
as to compare these throughput and delay with AFR and similar schemes in 
the literature 
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Abstract: Problems associated with the operation of computer crimes 
and the legislation become more valid in Bulgaria. As a member of the 
European Union, there are high requirement for us about combating piracy 
and counterfeiting. Overcoming those problems will enhance our reputation 
in the field of information technology. The paper aims to analyze computer 
programs as an object of copyright in on one hand and the subject of 
industrial property on the other. It is an assessment of advantages and 
disadvantages of different methods of protection for purpose of the Act are 
considered copyright and related rights, The Patent Law and the registration 
of utility models and  2009/24/EO Directive of the European Parliament and 
the Council for the legal protection of computer programs from 23 April 
2009. 

Keywords: computer programs, intellectual property, legislation, piracy, 
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1. PROTECTION OF COMPUTER PROGRAMS THROUGH THE SYSTEM 
OF COPYRIGHT 

The rapid development of digital infosfera by applying new 
information and communication technologies causes the appearance of new 
objects of  intellectual property, like databases in all fields of knowledge and 
computer programs. [1]  

In Bulgaria computer programs are object of copyright since the 
early nineties. In accordance with the Copyright and Related Rights Law 
(CRRL) Article 3, paragraph 1 " Object of copyright shall be work in the field 
of science, literature and art, which is a result of creative activity and is 
expressed by any ways or in any objective form, such as:  literary works, 
including works of scientific and technical literature, political journalism and 
computer programs ". [2] At first glance this may seem odd, but this method 
of protection has serious advantages.  
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In order to unify the legal regulation of computer programs in 
Europe, The European Council voted Directive 91/250/EC for protection of 
computer programs on 14th May  1991, which was replaced by Directive 
2009 / 24 / EC of the European Parliament and the Council from April 23, 
2009 for the legal protection of computer programs. The repeal of the old 
directive and its replacement by a new one was provoked by multitude of 
amendments to the  Directive 91/250/ESS during the years from its 
induction till the moment. Therefore imposed all new elements to be 
integrated with the new Directive 2009/24/EO which also preserves and 
updates the texts of old Directive.  

Lack of adequate protection of computer programs in the laws of 
Member countries, the investment of considerable human, technical and 
financial resources in developing of computer programs that can be easily 
and qualitatively reproduced and used illegally, the increasing role of 
computer programs in developing European market, the differences in the 
mode and resources of protection for computer programs and etc. leads to 
the necessity for European countries to update their laws related to 
copyright, taking into account the recommendations of the Directive. 
According to Art. 1, item 1 of the Directive 'computer programs are 
protected by copyright as literary works according to  the Berne Convention. 
[3] Art. 1 also specifies that the ideas and principles underlying in the 
computer program or in some of its elements are not protected by copyright, 
and that protection extends only to those programs which are genuine, and 
are result of the author's intellectual creation.  

Bulgarian legislation has adopted the argument of the European 
Directive and its text is taken in determining the system of legal protection of 
computer programs.  

In accordance with Article 3 of the aforementioned CRRL we have 
three main criteria which have to fulfill t a work to enjoy the provided legal 
protection:  

• to be a work of literature, art and science - this is the 
criterion on which computer programs are absolutely 
responsible.  

Here, however, the dispute arises, whether the software is inherently 
much more a product of science rather than literature. Namely this 
formulation is faced with the legal fiction of Art. 1 of the Directive and Art. 3, 
par. 1, item 1 of the CRRL, according to which a computer program is 
treated as a literary work. This compromise is necessary in order that one of 
the new objects of copyright can be used with an already developed system 
of principles applicable to one of the oldest objects of protection - literary 
works, rather than having to develop new rules.  

The second criteria which must fulfill  a work is:  
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• to be a result of creative activity - and on this criterion, 
there are many disputes that are not focused on how the 
computer program fulfills this requirement, but rather the 
correctness of the wording of this principle.  

According some authors, the term "creativity" or "creative activity" is 
incorrect and it’s more literary than legal content, and that its interpretation 
in the absence of legal definition, can lead to misjudgment about which 
objects to be protected and which - no. [4] But other authors argue that the 
term "result of creative activity" contains within itself implicitly the criteria of 
novelty and originality work and danger lies not in determining the objects of 
copyright protection. [5] In support of this assertion is art. 1, par. 3 of the 
Directive, which says, "The computer program is protected if it is original in 
the sense that it is their own intellectual work of the author." [3]  

Despite different opinions, it is undisputed that it is a distinction 
between a new and original work, the result of intellectual creativity of the 
author, from literal copying or reproduction of an existing product.  

The last of the three criteria that need to fullfill a work is:  
• to be expressed in any way and in any objective form  

Our legislation follows the European legal conception under which a 
work is sufficient to be embodied in a form that is or can be objectively 
perceived, for it to be the subject of protection of copyright. The way of 
expression and the form in which the work is objectified  are not important. 
Computer programs fulfill this criteria admittedly too. 

However, computer programs that fully fulfill those criteria and there 
can be no doubt to them if they are objects of copyright or not, our 
legislature has considered it necessary to explicitly indicate them in the non-
exhaustive list of protected object of art. 3, par. 1, item 1 of the CRRL.  

2. PROTECTION OF COMPUTER PROGRAMS BY PATENT LAW  
In the patenting of computer programs appear two main problems:  

• The majority of industrial property laws in the world specifically 
exclude computer programs as such from the circle of innovation.  

• Another issue is whether the patenting of computer programs 
are technical in nature and represent a technical solution to a problem such 
inventions.  

In the Republic of Bulgaria computer programs are specifically 
excluded from protection in the Law of Patents and Registration of Utility 
Models (LPRUM), they are not considered as inventions to some extent. [6] 
But the exclusion applies only to cases in which protection is sought for 
them as such. Which means that a computer program can be protected as 
an invention by the Bulgarian legislation, if it fulfills  certain conditions. 
These conditions are:  
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 • Program is not applied to itself;  
 • The program is part of or be incorporated in the invention 

(technical device, method) in order to proof of a technical nature);  
• Invention, which is incorporated into the program to fulfill the 

criteria for patentability.  

3. ADVANTAGES AND DISADVANTAGES OF VARIOUS MEANS OF 
PROTECTION  

Advantages and disadvantages of the two main mechanisms of 
protection of computer programs need to be addressed in the following 
aspects:  

• procedure for protection;  
• scope of exclusive rights;  
• duration of protection;  
• the opportunity to prosecute offenders.  

Procedure for protection  
In terms of procedure for protection of computer programs more 

beneficial to the creators of the software is a copyright protection 
mechanism. It is automatically provided at the time of the creation of the 
program and her expression. While protection of computer programs by 
patent law is necessary to go "heavy" process expertise, in addition to the 
presence of the criteria for patentability of computer program will need to 
demonstrate a technical nature and find ways for incorporating the program 
in technical device, method or system.  

However there are some drawbacks from  protection through CRRL, 
because it’s more difficult to prove the moment of the creation to the 
program if there is a dispute on its authorship. While the patent protection 
beginning is evidenced by the date of the patent document.  

Scope of exclusive right  
Rights of authors of computer programs under CRRL are:  

• moral;  
• property.  
According to Article 15 par. 1 of the CRRL, the moral rights of 

authors of computer programs are as follows:  
- The author has the right to decide whether it created programming 

to be disclosed and to determine the time, place and manner in which to do 
so;  

- The author has the right to seek recognition of his authorship in the 
program;  

- The author has the right to decide whether its program to be 
disclosed under a pseudonym or anonymously;  
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- The author has the right to ask his name, his pseudonym or other 
identifying copyright mark it to be labeled appropriately with any use of the 
computer program;  

- The author has the right to ask for preserving the integrity of the 
work and to oppose any changes to it  

- The author has the right to change the program if this does not 
infringe the rights acquired by others;  

- The author has a right of access to the original computer program, 
where she is in possession of another person  

- The author has the right to suspend the use of the program due to 
changes in their beliefs as to compensate victims who have legally acquired 
the right to use the program.  

According to Article 18 paragraph 1 of the CRRL property rights 
associated with the use of the computer program and authorization of use 
by other persons to whom the author is entitled to seek and obtain 
compensation. For acts of exploitation shall be considered: the reproduction 
of computer programs, broadcasting of the program, the computer program 
broadcast by wireless means, the processing of the computer program, 
computer program for translating into another language (from one computer 
language to another would be a translation of the program); demand in the 
wireless router, cable or other technical means of access to an unlimited 
number of persons to the computer program.  

The holder of a patent for an invention in which the incorporation is a 
computer program, according to Art. 19 of LPRUM acquires exclusive rights, 
including the following powers: the right to use the invention, the ban others 
from using it without the consent of the patentee the right to dispose of the 
patent.  

In terms of scope of protection can be said that both options provide 
significant protection to holders of rights to commercial use of computer 
programs and make a profit from such use. Copyright protection measures 
in use are detailed, unless expressly included and rights of users of 
computer programs. And although the approach of determining the scope of 
exclusive rights in patent law is different, it was clearly demonstrated what 
can make the owner of an exclusive right protected by the computer 
program.  

Term of protection  
The term of copyright in a computer program has a duration of life of 

the author plus 70 years after his death. For computer programs created 
within the employment relationship, the period is 70 years after their 
disclosure. The term of protection of the invention, which is incorporated in 
the computer program is 20 years from the date of filing.  

There is no question what kind of protection is more appropriate from 
the viewpoint of the criterion duration of protection - copyright. But in view of 
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the high speed at which computer technology is evolving and changes in 
the incidence of end products, which is within months, the period of 
protection of computer program patent also is not small at all. 

Opportunity to prosecute offenders  
In the CRRL and in LPRUM, offenders are considered for those who 

perform actions with the object of protection without the author's consent or 
in violation of the provisions of law. In CRRL said that "who violate copyright 
or related right, due to the rightholder or the person to whom it is granted to 
the exclusive right to use damages. While in LPRUM "any use of the 
invention which comes within the scope of patent protection and is made 
without the consent of the patentee is a patent violation. Although the texts 
are different in itself is a meaning to them.  

There are two main issues in prosecuting violators of the rights to 
computer programs and CRRL, and LPRUM:  

• Which individuals will be considered for offenders in respect of acts 
committed without the consent of the author, or which are inconsistent with 
the statutory provisions to the protected site;  

• Which individuals will be considered as such in respect of acts 
done without the author's consent or in violation of the law, in view of the 
scope of exclusive rights.  

Copyright does not protect ideas, but the shape of the object, how 
the external expression of the idea in the case of computer program code, 
which is painted. The exclusive right of the author of computer program 
results in a prohibition on copying and commercialization of this code. 
Copyright protects computer programs as such and such violators will be 
pursued those who just play the protected computer program and / or take 
action without the consent of the author (in violation of law) with this 
computer program.  

But copyright does not protect the idea embodied in software, and 
how the machine works with this software. Ideas, practical knowledge 
embodied in the facility can be protected only by patent law. In patent law 
the scope of legal protection is defined by the claims. A claims cover not 
only as expressed, but their equivalents. Which means that the scope of 
protection of the computer program under patent law is not only the exact 
copy and use the computer program without the consent of the patentee, 
but also on the equivalent of the attributes of a computer program 
expressed in the patent claims.  

An element is considered equivalent to an element as expressed in the 
claims where:  

• perform essentially the same function in the same manner and 
gives essentially the same result;  
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• a specialist in the field is obvious that the priority date of the result 
obtained by the element, expressed in the claims can be obtained by the 
equivalent.  

From this perspective, patent law provides better opportunities for 
the prosecution of offenders compared with the system of copyright.  

In view of the scope of the exclusive right, even though both laws 
provide a wide range of rights for creators of computer programs, 
opportunities to prosecute violators differ. In the copyright protection 
measures of use are detailed and comprehensive. Which means that if 
possible other action against the protected computer program falling under 
the scope of the actions described in the law, the person performing the 
action, will hardly be considered in default. While patent law in action within 
the scope of use of the computer program are not exhaustive and is listed 
as a possible violators must be prosecuted and persons engaged in acts 
contrary to laws which are not specifically mentioned in the law, but are 
using computer program.  

The issue of protection of computer programs is still controversial 
and internationally and nationally. The choice of method of protection for 
computer programs is a matter of discretion on the part of their creators and 
goals to pursue. Bulgarian legislation allows the accumulation of protection 
that allows the creators of computer programs to take advantage of all the 
advantages of both types of protection and eliminating their disadvantages. 
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Abstract: The article aims to describe the nature of bioinformatics and 

its relation to intellectual property. Bioinformatics is presented by its three 
main categories: first of all biological sequences such as DNA, RNA and 
protein sequences; second of all databases in which these sequences are 
organized; and third of all software and hardware designed to access, 
organize and analyze information contained within this sequences and 
databases. The article analyzes how these three categories of 
bioinformatics are related to Patent law, Copyright law and where protection 
may be available and practical. 
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1. INTRODUCTION 
Bioinformatics is a relatively new discipline which has gained much 

recognition in the last decade.  In fact Bioinformatics is a quite new 
interdisciplinary scientific area, which operates at the intersection of Biology 
(Molecular Biology, Biotechnology, Genetic Engineering), Chemistry 
(Biochemistry), Mathematics, Engineering, Computer Systems and 
Computational Biology.  It can be defined in simple terms as the use of 
informatics for the investigation of biological databases.  

It can be hard to describe what bioinformatics is, it is somewhat easy to 
explain what bioinformatics is not -- it is not just using computers to look at 
biological sequence data. 

Bioinformatics has very fast become established as a main branch of 
modern bioscience, with a assortment of sophisticated tools for analyzing 
proteins and genes, in silico,  in vitro, and in vivo. 

In common, we can say that bioinformatics is concerned, but not limited 
to:  

• modeling of biological systems and functions; 
• analysis of laboratory data; 
• generation models based on accumulated data from experiments;  
• study of new data using mathematical models;  
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• recognition motifs in the experimental data;  
• predicting functions of genes and proteins. 
• in silico experiments. 

 
Using a computer in bioinformatics is ideal for the job of analysing 

biological complex data sets, such as sequence data for proteins and 
nucleic acids. This often involves a series of computing procedures, each of 
which may be comparatively simple in isolation. The calculation may need 
to be repeated millions of times; therefore, it is momentous that this is 
achieved quickly and exactly.  

Before one can understand intellectual property protection for 
bioinformatics, it’s necessary to understand the nature of the various 
components that comprise the field of bioinformatics. 

For the purpose of this article, in general bioinformatics is presented by 
its three main categories: first of all biological sequences such as DNA, 
RNA and protein sequences; second of all databases in which these 
sequences are organized; and third of all software and hardware designed 
to access, organize and analyze the information contained within this 
sequences and databases. 

2. BIOLOGICAL SEQUENCES - DNA, RNA AND PROTEIN SEQUENCES 
A biological sequence is a single, continuous molecule of nucleic acid or 

protein.  
Biological sequences can be presented as follows: 

• DNA (nucleotides, 4 types): storage of the genetic information; 
• RNA (nucleotides, 4 types):  bridge from DNA to protein; 
• Protein (amino acids, 20 types): active molecules. 
• Genetic code: deciphering genetic information.  

 
 The main role of DNA molecules is the long-term storage of genetic 
information. The four bases found in DNA are adenine (abbreviated A), 
cytosine (C), guanine (G) and thymine (T)1. These four bases are attached 
to the sugar/phosphate to form the complete nucleotide (O’Neil, 2000).  
 Like DNA, RNA is made up of a long chain of components called 
nucleotides. Each nucleotide consists of a nucleobase, a ribose sugar, and 
a phosphate group. The sequence of nucleotides allows RNA to encode 
genetic information2. The chemical structure of RNA is very similar to that of 
DNA, with two differences-(a) RNA contains the sugar ribose while DNA 
contains the slightly different sugar deoxyribose, and (b) RNA has the 

                                                 
1 Definition of DNA according Wikipedia: http://en.wikipedia.org/wiki/DNA  
2 Definition of RNA according Wikipedia: http://en.wikipedia.org/wiki/RNA  
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nucleobase uracil while DNA contains thymine. The protein is a sequence 
of 20 standard amino acids.  

 
atgaatcgta ggggtttgaa cgctggcaat acgatgactt ctcaagcgaa  
cattgacgac ggcagctgga aggcggtctc cgagggcgga …… 

 
 

         
 

MNRRGLNAGNTMTSQANIDDGSWKAVSEGG ... 

Table 1 Scheme of the translation of the  genetic 
information from DNA to protein 

3. BIOINFORMATICS DATABASES. 
 
Bioinformatics Databases play a key role in bioinformatics for the 

collection, storage and maintenance of biological data (D’Souza, 2004 : 35). 
To search for information on biological, physicochemical, biochemical and 
others. characteristics of different nucleotide sequences and amino acids 
and the sites on which they are obtained it using biological databases. 

Bioinformatics database is a combined product of biotechnology and 
information technology and plays a vital role in accelerating modern life 
science research (Chang, Zhu, 2010 : 447-454) 

Basics elements of these databases are:  
• sequence - a key element showing the sequence of nucleotides or 

amino acids, it is continuous, as found in nature,  if the sequence 
has not been investigated fully, then each fragment is a separate 
record, nucleotides are marked with four Latin letters A, G, T, C, 
amino acids with a three-letter code, for example, amino acid series 
are marked by Ser, amino acid meteonin - Met; nucleotides in the 
database is marked with four small Latin letters a, c, g and t, and AK 
with a big Latin letter as serine is denoted with S;  

• Length - the number of nucleotides or the number of amino acids 
involved in sequencing sequence;  

• The type of nucleic acid - DNA, mRNA, tRNK, rRNA;  
• Location - Defines the position of the 5 'end of the nucleotide chain or 

the location of the genetic map;  
• Segment - defines the relationship between adjacent, disjoint sections 

of the sequences if the distance between two or more sequences 
known to be marked and the number of amino acids or nucleotide. 
(McBride, 2002 : 13) 



Section: “Informatics and Computer Technology” 

135 
 

Some of the most popular database in the field of bioinformatics are 
ExPASy, KEGG and NCBY. They  are freely available, as the oldest of them 
is ExPASy, established in 1993 in Geneve. 

4.  SOFTWARE FOR BIOLOGICAL DATABASES 
Software for access, organization and analyses of biological sequence 

and databases can be freely available or commercial. Here are some 
examples for commercial software. 

 Matlab is a software package, built on a modular principle which has its 
own language, called the M language, which is similar to the language C + 
+. The advantage of Matlab is the ability to visualize data in 3D graphics. 

CIPLEX is an optimization package to IBM, which can perform both 
integer optimization, and continuous. This package solves very successfully 
problems which examine HPfolding. 

Tomlab is a software package for optimization that runs in the middle of 
Matlab, but is installed separately. It has more options than optimization 
program Matlab. 

Hyperchem is a software product that provides good opportunities for 
establishing a chemical molecular models, spatial monitoring of the 
established models and tools to optimize them. During the creation of 
models can be set and changed certain lengths of chemical bonds, valent 
and torsion angles and atomic charges. Moreover, the program has 
databases of amino acids and nucleosides, which makes it easy to be 
modeled natural polymers - protein and nucleic acids.   

5.  MAIN TYPES OF INTELLECTUAL PROPERTY IN BIOINFORMATICS  
Intellectual property protection in bioinformatics is a really important 

process. As it not only afford the owner, the right to exclude others from 
using the protected technology, but can also potentially provide he owner a 
monopoly right for manufacture and sale the technology (Muralidharan, 
2005 : 43). 

Intellectual property protection for bioinformatics is a largely untested 
area in Bulgarian legislation. However, it’s clear that ability to obtain 
intellectual property protection in any given area of bioinformatics depends 
on the type of bioinformatic tool involved.  

In Bulgaria Copyright can be used to protect bioinformatics-related 
materials such as scientific articles, books, software, compilation of facts 
(databases), manuals and etc.  

According to the Law of patents and registration of utility models by a 
patent can be protected, "an element isolated from the human body or 
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otherwise obtained through the technical process, including the sequence or 
partial sequence of the gene may constitute a patentable invention, even if 
the structure of this element is identical to that of a natural element”. 

Trade secrets can be used to protect Bioinformatics-related 
intellectual Property such as software code, manuals, databases, formulas 
and processes. 

Trademarks can be used to protect trade names, product names, 
domain names, and service marks/slogans for bioinformatics companies. 

6. CONCLUSION 
Bioinformatics comprises a wide array of components, and it follows 

that a wide array of protection might be available, depending on the 
particular nature of the bioinformatic component and its intended use. In 
Bulgaria the IP protection of bioinformatics is still in the begging and there 
will be a lot of discussions on this hot point of innovation. The article just 
aimed to outline the framework of main types intellectual property forms of 
bioinformatics according the Bulgarian laws. 
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1. INTRODUCTION 
 The HP folding in lattice models, which are used for prediction of the 

3D structure of proteins, are based on the fact, that in the cell environment, 
peptides fold in a way, in which more hydrophobic amino-acids are closed 
together in a kernel, in contact between them, and more polar amino-acids 
are oriented outside in contact with the water in the cell environment [5]. 
The first HP model of this kind has been presented by Ken Dill in 1985. 
Such a form of the folded peptide is with minimum of the potential energy, 
because of the hydrogen bonds between water molecules and polar amino-
acids and it is more stable, so we can expect that a 3D structure, which is 
folded like this, will be the real case. In this way we can predict the 3D 
structure of a protein from its primary structure [3]. Today many primary 
structures of proteins are known and less their 3D structures, which 
determine the properties of the proteins. Databases with 3D structures are 
used in Drug Design, for simulation of ligand-target interactions, for pocket 
detection of targets, for virtual screening, etc. Enlarging such databases is 
in great interest of pharmacology, as it helps for cheaper and faster Drug 
discovery [1, 2, 4]. 

 These models use combinatorial algorithms to find out a conformation 
of the folded protein, which has so many contacts between hydrophobic 
amino-acids, as possible. These contacts have to be counted for many 
possible conformations, which is very hard computational problem, because 
the number of possible folds is extremely large. The problem to be found out 
the structure with most contacts, which seems to be with minimum of the 
potential energy, is NP-complete [6, 7]. We have a possibility to obtain a 
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fold, which is close to the optimal, but we might miss to check the best one. 
Also we assume that the amino-acids are only two types – hydrophobic (H) 
and polar or hydrophilic (P), with equal size and ordered in cubic lattice of 
two types – face-to-face cubic lattice (FFC) and face-to-center cubic lattice 
(FCC) [8]. Last is necessary to improve the time for solving the problem by 
the contemporary computational resources. Different models may be 
improved for accuracy or for speed by choosing the lattice – FCC is more 
accurate, using backbone chain [9], including only the carbon atoms of the 
peptide connection or using side-chain structure, in which the other part of 
the amino-acid is oriented in one of the possible sides in its own position in 
the lattice, etc. 

2. METHODOLOGY 
In the following model, an input sequence of numbered amino-acids is 

used, in which every member is defined as H – in case of a hydrophobic 
amino-acid, and as P – in case of a hydrophilic (polar) amino-acid [6]: 

INPUT PPHP...H    
All amino-acids have to be put in a cubic lattice with m rows and m 

columns, which lattice is transformed in a row: 
m x m – lattice (i,j) i,j (i-1)m+j> i 
Every position in the lattice and its occupation of any member of the 

input sequence is assigned as a point, so if member k is put in the position i 
– this variable has value 1, otherwise it has value 0: 

m2n – points xik{1,0} 
Every member k has to be put just in one position: 

 , for every k 

Every position i might be occupied only by one member or it might be 
free: 

 , for every i 

If a position is occupied by a member, we must have at least one 
occupied position neighbor to it, or if it is free, we might have zero or more 
occupied neighbor positions: 

  , G(i) is a set of all neighbors of xik 

We define additional variable y, which has value 0 or 1 if two neighbor cells 
in the lattice are occupied by hydrophobic amino-acids: 
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where G= {l-k>2∩Sk=H∩Sl=H} 

 

G(j) – set of points, neighbor to j 
The final goal is the maximum number of contacts between hydrophobic 

amino-acids, which is represented by our variable y: 

 

We will present a table with classification of amino-acids according to 
their hydrophobic properties [9].  
 

Name  Symbol  Classificatio
n  

Name  Sym
bol  

Classifi
cation  

Alanine  A  Hydrophobi
c  Leucine  L  Hydrop

hobic  
Arginine  R  Polar  Lysine  K  Polar  

Asparagine  N  Polar  Methionin
e  M  Hydrop

hobic  

Aspartic Acid D  Polar  Phenylala
nine  F  Hydrop

hobic  

Cysteine  C  Polar  Proline  P  Hydrop
hobic  

Glutamic 
Acid  E  Polar  Serine  S  Polar  

Glutamine  Q  Polar  Threonine T  Polar  

Glycine  G  Polar  Tryptopha
n  W  Hydrop

hobic  
Histidine  H  Polar  Tyrosine  Y  Polar  
Isoleucine  I  Hydrophobi

c  
Valine  V  Hydrop

hobic  
 
TABLE 1: Hydrophobic / Polar classification of the 20 a-amino-acids.  
 

We have developed a software, written on C++, which transform protein 
sequence in FASTA format into a sequence of 0 and 1, where 0 is for a 
polar amino-acid and 1 is for a hydrophobic amino-acid. 
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3. RESULTS 
We will present three examples. The first and the third example are 

calculated on a 3D lattice and the second example on a 2D lattice [5, 7, 8].  
All calculations will be done by using the software package CPLEX, for 

which we have a license for academic use from the IBM [8]. The package 
has been installed on an IBM server. 

For every example we have developed a software, which calculates an 
input LP file for CPLEX. The time for calculation of the three examples is 
generally 36,5 hours. 

We have also developed a software for visualization in 3Ds Max. 
The following calculations are done for the protein 1101010101. 
 
 

 
 

Fig. 1: Solution of the protein 1101010101. 
 
The next figure represents the result for the described protein in 2D 

lattice. 
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Fig. 2: Solution of the protein  000110011000001111111001100001100100. 
 

 
 

Fig. 3: Solution of the protein  10100110100101100101 
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4. CONCLUSIONS 
Our mathematical model can be used in the gene engineering for 

modelling of the 3D structure of the RNA. RNA has enzyme activity and we 
can predict some structures and properties of it.  
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Abstract: An equivalence relation in the symmetric group nS , where 
2n≥  is a positive integer has been considered. An algorithm for calculation 

of the number of the equivalence classes by this relation for arbitrary integer 
n  has been described. 
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1. INTRODUCTION 
The object of the present study is to be received an algorithm for 

computer calculation of some combinatorial characteristics of the symmetric 
group. This algorithm has been based on the theoretical elaborations 
described closely in [3] and [4].  

In our study with `  we denote the set of the positive integers. 
Let n∈` . Then with  n]   we denote the set  

{1,2, , }n n=] … . 
With 

1 2

1 2
, 1,2, , , for s tn s n s t

n

n
S i s n i i

i i i

⎧ ⎫⎛ ⎞⎪ ⎪⎪ ⎪⎟⎜ ⎟= ∈ = ≠ ≠⎜⎨ ⎬⎟⎜ ⎟⎜⎪ ⎪⎝ ⎠⎪ ⎪⎩ ⎭

"
] …

"
 

we denote the symmetric group on the set n] ,  i. e. the group of all one-to-
one mappings : n nα →] ]  of the set n]  in oneself.  

If ,k m∈N  then with ( , )GCD k m  we denote the greatest common 
divisor of integers k  and m . Then k  and m  are relatively primes if and 
only if when ( , ) 1GCD k m = . 
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With ( )nϕ  we denote the Euler function, i. e. the number of elements of 

nZ  that are relatively primes with n  (see more for example in [1] or [5]). By 
definition (1) 1ϕ = . 

2.  PRIOR INFORMATION 
Let n  be a positive integer. We consider an element 
 

1 2 1
2 3 1 n

n n
n

Sσ
⎛ ⎞− ⎟⎜ ⎟= ∈⎜ ⎟⎜ ⎟⎜⎝ ⎠

…
…

. 

In [3] the following equivalence relation had been introduced in nS : we 
say that , nSα β ∈  are σ - equivalent if the integers k and l exist such that 

k lα σ βσ= , that is equivalent to condition that integers 1k  and 1l  exist such 

that 1 1k lσ α βσ= . The following task has been put: To find the number of the 
equivalence classes by so defined equivalence relation, with another words 
the cardinality of the factor set /n nQ S σ= .  

To be solved so putting task a directed graph nΓ  with the set of vertices   

{ }2 , | ,n n nV a b a b⊂ = ∈Z Z , 
has been constructed, formed by the next mean: 

1. For every integer nm∈Z  such that ( , ) 1GSD n m =  a vertex 

1, nm V∈  exists, as in this vertex arcs do not enter. 

2. If , nk l V∈ , then k  divides n . 

3. Let , nk l V∈  and let p is a prime divisor of 
n
k

. Then we receive the 

number r  that is equal to the remainder after the multiplication pl  
is divided into n .  We construct a vertex , npk r V∈  and an arc 

with begin the vertex ,k l  and end the vertex ,pk r . 

4. Another vertex and another arc in the graph nΓ  accepting received 
by the mean described above do not exist.  

 
For example at 12n =  the graph 12Γ  is shown on figure 1: 
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Fig. 1: The graph 12Γ . 
 
We introduce the following partial order in the vertices set nV  of the 

graph nΓ : If 1 2, nv v V∈ , then 1 2v v<  if and only if when a directed path with 
begin vertex 1v  and end vertex 2v  exists. It is easily to see that by so 
introduced order nV  is semilattice with the unique maximal element 

, nn n V∈  and ( )nϕ  in number minimal elements, each of kind 1, nm V∈ , 
where ( )nϕ  is the Euler function. 

For more details of the graph theory see for example in [6]. 
For each vertex , nk l V∈  we define the function ( , )h n k  that depends 

on n  and k , but does not depend on l . 

(1)  ( )
1

, ,

1( , ) 1 ! ( , )
k

r t k l

nh n k k r h n r
k k

−

<

⎛ ⎞⎛ ⎞ ⎟⎜ ⎟⎜ ⎟⎜= − −⎟ ⎟⎜⎜ ⎟⎜ ⎟⎝ ⎠⎜ ⎟⎝ ⎠
∑  

The following assertion had been demonstrated in [3]: 

Theorem 1 [3] The number of the equivalence classes by the σ -
equivalence is equal to 

(2)  
,

( , )
n

n
k l V

Q h n k
∈

= ∑  

Theorem 1 gives us an effective algorithm for the manual 
calculation of nQ . Construction of the graph nΓ  is necessary for this 
object.  This approach gives relatively good results at relatively small 
values of n  as the experience of authors has been shown. With 
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increase of n  probability of errors increases repeatedly, because of 
the number of classes increases exponentially, according to formulas 
(1) and (2). 

It had been demonstrate in [4] that all assertions considered in [3] are 
valid for an arbitrary element nSσ ∈ , on condition that σ  is a cycle with 
length n . 

It is easy to see that we can reorganize the formula (1) in the 
following recursive kind: 

(3) ( )
1

|

1( , ) 1 ! ( , , ) ( , )
k

r k
r k

nh n k k r n k r h n r
k k

τ
−

<

⎛ ⎞⎟⎜ ⎛ ⎞ ⎟⎜ ⎟⎟⎜⎜= − − ⎟⎟⎜⎜ ⎟⎟⎜⎜ ⎝ ⎠ ⎟⎜ ⎟⎟⎜⎝ ⎠
∑  for 1k >  

and 

(4)  ( ,1) 1,h n =  

where the function ( , , )n k rτ  gives as the number of vertices 
, nr s V∈ , such that , , nr s k k V< ∈ . 

The following assertion had been demonstrated in [4]: 

Theorem 2 [4] The number of the vertices of kind , nk l V∈  is equal to 

( )n
kϕ , where ( )mϕ  is the Euler function. 

As a consequence of theorem 2 the formula (2) has been 
reorganized in the following kind: 

 

(5)  
|

( , )n
k n

nQ h n k
k

ϕ
⎛ ⎞⎟⎜= ⎟⎜ ⎟⎜⎝ ⎠∑  

 

3.  MATRIX REPRESENTATION AND PROGRAM REALIZATION 
In this section we use program language C++ for description of 

algorithms considered in the present study. The program was been tested in 
a programming environment Borland C++ Builder. 
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At the examples we consider that n  is a global constant integer 
parameter, equal to the order of the group nS  and may be used without 
explicit declaration. 

For using theorem 1 as we avail ourselves of formulas (3) and (4) it is 
convenient to fill the elements of the matrix ( )i jM m= , consisting of 4 rows 
and q  columns, where q  is equal to the number of all positive divisors of 
the integer n  (including 1 and n ).  Never the less the integer will be written 
down in M , in our program realization we declare  M  as two-dimensional 
array of type double because of fact that we expect to receive too large 
values at  calculation of the  function ( , )h n k  according to formula (3). 

In the first row we write down all integers dividing without remainder the 
parameter n .  That can be realized with the help of the following procedure, 
for example: 

 
void Divisors(int n, int FirstRow[], int& q) 
{ 
 q = 1; 
 FirstRow[0] = 1; 
 for (int t = 2 ; t <= n; t++) { 
  if (n%t == 0) { 
   FirstRow[q] = t; 
   q++; 
  } 
 } 
} 

 
As additional effect of the work of the function Divisors we receive the 

number q  of all divisors of the global parameter n . It the end the procedure 
receives an integer array FirstRow, correctly filled with the divisors of n . We 
copy the values of the array FirstRow to first row of the array M . 

We fill the second row of M  with the values of the Euler function ( )n
kϕ , 

where k  has been taken from the corresponding component of the first row 
of M . The function ( )mϕ  can be realized as we use a variety of the 
algorithm, known as “the Sieve of Eratosthenes” [2,5] 

 
int EulerFunction(int m) { 
 int t =1; 
 int b[100]; 
 for (int i=1; i <= m; i++) { 
  b[i] = i; 
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 } 
 for (int i=2; i <= m; i++) { 
  if (b[i] == 0) { 
   continue; 
  } 
  if (m%b[i] == 0) { 
   for (int j=1; i*j<=m; j++) { 
    b[i*j] = 0; 
   } 
  } 
  else t++; 
 } 
 return t; 
} 
 
We fill the third row of M  with the values of the function ( ),h n k , 

according to formulas (3) and (4), where k  has been taken from the 
corresponding component of the first row of M . Here we consider again that 
n  is a global constant parameter, i.e. it is not necessary n  to be present in 
the list of formal parameters of the function described below. For simplicity 
of the exposition we will not verify correctness of the data, i.e. whether k  
divides n . This condition has been ensured by the fact that k  has been 
taken from the first row of the matrix M , where on condition only divisors of 
n  has been written down. We declare the type of the function h(int), as well 
as some working variables, which values are integers with the type long 
double because of expectation to receive to  large values according to 
formula (3).  

For the calculation of the function ( , )h n k , must first be calculated the 
function ( , , )n k rτ . This can be done using the following algorithm: 

 
// Euclidean algorithm for finding the greatest common divisor of 

integers a and b: 

int GCD(int a, int b) { 
 while (a != b) 
  if (a > b) { 
   a = a-b; 
  } 
  else b = b-a; 
 return a; 
} 
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//---------------------------------------------------------------------------- 
 
 
// Function examined whether ,k l  is the vertex of 

nV  

bool Vertex(int k, int l, int n) { 
 if ((k<=0) || (k>n) || (l>n) || (n%k != 0)) { 
  return false; 
 } 
 else { 
   if ((k == n)) { 
    if (l == n) return true; 
   } 
   else 
  for (int m=1; m<=n; m++) { 
   if ((GCD(m,n) == 1) && (m*k%n == l)) return true; 
  } 
 } 
 return false; 
} 
 
//---------------------------------------------------------------------------- 
 
// The function ( , , )n k rτ : 

int tau(int n, int k, int r) { 
 int t=0; 
 int p = k/r; 
 for (int s=1; s<n; s++) { 
  if (Vertex(r,s,n) && (s*p%n == k%n)) { 
   t++; 
  } 
 } 
 return t; 
} 

 
Then an algorithm for obtaining ( , )h n k  according to formulas (3) and 

(4) can be realized using the following C++ function:  
long double h(int n, int k) { 
 long double t; 
 if (k == 1) { 
  t=1; 
 } 
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 else { 
  long double fact = 1; 
  for (int i=2; i <= k-1; i++) { 
   fact = fact*i; 
  } 
  long double pow = 1; 
  int p = n/k; 
  for (int i=1; i<=k-1; i++) { 
   pow = pow*p ; 
  } 
  long double sum = 0; 
  for (int r=1; r<=k-1; r++) { 
   if (k%r == 0) { 
    sum = sum+r*tau(n,k,r)*h(n,r); 
   } 
  } 
  t = (fact*pow-sum)/k; 
 } 
 return t; 
} 

 
We receive the fourth row of M   as multiply component by component 

the second with the third rom. 
 Here we will skip the description of the main function and the input and 

output operations as they are specific to different programming 
environments. 

At 12n=  the filled matrix M  is shown in table 1: 

Tab. 1: Matrix M  at 12n= . 

|k n  1 2 3 4 6 12 

( )n
kϕ  4 2 2 2 1 1 

( ),h n k  1 2 10 39 628 3326054 

3 4j jm m∗  4 4 20 78 628 3326054 

 
We receive the final result for the number nQ  of the equivalence 

classes of nS  by the considered equivalence relation as we add the 
elements of the last row of the matrix  M  according to formula (5) 

We calculate from table 1: 

12 4 4 20 78 628 3326054 3326788Q = + + + + + =  
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We show in table 2 the values of  nQ  at 30n≤  calculated by the 
algorithm described above: 
 
Tab. 1: The number of the equivalence classes in nS  concerning to equivalence at 

19n≤ . 

n  2 3 4 5 6 7 8 9 10 

nQ  1 2 3 8 24 108 640 4492 36336 

 
n  11 12 13 14 15 

nQ  329900 3326788 36846288 444790512 5811886656 

 
n  16 17 18 19 

nQ  81729688428 123075234636
8 19760413251956 336967037143596 
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Abstract: Testing of the printed circuit boards and final products is vital 
part of the electronics manufacturing process. In this paper we will overview 
some of the most widely used tests in electronics manufacturing, their 
purpose and specifics and will outline the most important elements of the 
test strategy. There are two main test groups – structural tests and 
functional tests. The structural tests check the structure of the PCB/PCBA 
for open or short circuits; the quality of the solder joints; component 
presence and orientation etc. The functional tests validate the functionality 
of the devices and their performance. The paper describes CPU tests 
routines for testing MSP430 memory.  

Keywords: test strategy, PCB, structural tests, functional tests 

1. INTRODUCTION 
 The costs of the test could be one of the major costs of manufacturing 

a product and at high volume production it will have a huge impact. For this 
reason the test strategy must be chosen very carefully. The test strategy 
determines what tests and where in the manufacturing process to be used. 
The type of tests and the respective test equipment depend on many factors 
and the majority of them are directly related to the manufactured pro-duct 
itself. The technique of product design that adds certain testability features 
is known as Design For Test (DFT). Sometimes DFT stands for Design For 
Testability [3], which is the same. Well designed, with testability in mind 
products, provide easy and convenient access to the circuits and the test 
points and allow the use of the most efficient for this particular board test 
methodologies. Decisions about the way the sub-assemblies are tested 
must be taken as early as at the design stage to ensure that the optimum 
fault coverage is achieved for the lowest cost [5]. 

In this paper we will overview some of the most widely used tests in 
electronics manufacturing, their purpose and specifics and will outline the 
most important elements of the test strategy. Here are presented some fast 
algorithms for memory test, developed for MSP430 devices. 
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2. TYPES OF TEST  
  There are two main test groups – Structural tests and Functional tests. 

The structural tests check the structure of the PCB/PCBA for open or short 
circuits; the quality of the solder joints; component presence and orientation 
etc. The functional tests validate the functionality of the devices and their 
performance (fig. 1). 

 

 
Fig.1. Classification of the tests in the electronics manufacturing 

2.1. Structural Tests  

2.1.1. In Circuit Test (ICT)  
   In Circuit Test (ICT) provides convenient and efficient way for testing 
boards circuits for opens and shorts as well as the components placement, 
orientation and value [1]. It is common during ICT some components, like 
CPLD or FPGA to be programmed or specific board information known as 
cookies to be written to an onboard EEPROM. 

2.1.2. Manufacturing Defect Analyzer (MDA) 
  MDA is a simplified variant of ICT. It is used mainly for testing PCBs for 

opens, shorts and values of some components. Its coverage is limited 
compared to ICT, but its advantage is the significantly lower cost.  

2.1.3. JTAG Boundary scan testing  
  JTAG test (Boundary scan logic) uses special integrated circuits with 

built-in shift registers on their outputs [2]. All JTAG compatible components 
are connected serially forming a loop. During the test the channel is enabled 
and test patterns are sent through it. At the output the test information is 
retrieved and analyzed.  

Structural Tests Functional Tests 

 ICT  AXI  MDA  AOI  JTAG  FP  BIST Reliability Tests 

 EDVT  
MCVT 

 RDT  Hi-Pot Accelerated    
 Tests 

 HALT  HASA  HASS 

Special Tests  PST 

 Burn-
in test 

TYPES OF TESTS 

 ОRT 
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 2.1.4. Flying probe (FP) 

 FP testers are used mainly for testing of prototypes and production 
boards with limited access to the tested components. These testers use 
electro-mechanically controlled probes to access the assembled PCB.  

2.1.5. Automated optical inspection (AOI) 
AOI is a form of automated control and is widely used in many 

manufacturing areas. AOI provides very high level of discovering various 
solder defects, misplaced components, wrong parts or parts with wrong 
orientation and other visible defects.   

 2.1.6. Automated X-Ray inspection (AXI) 
   AXI is very similar to AOI, but works in the invisible spectrum using X-

rays. The introduction of the BGA packaging called for finding a way to 
control optically inaccessible objects and AXI provides it.  

2. 2. Functional tests (FT)  

FT are usually performed after the product is fully assembled. Typically 
they emulate or simulate the real work of the device at various environment 
conditions. The purpose is to verify the functionality of the final product. 

2.2.1. Reliability tests 
 - Accelerated Test. The purpose of this test is to artificially induce 

defects in lab environment by testing the product at stress conditions at the 
edge or slightly over the normal work parameters. 
   а) Highly Accelerated Life Testing (HALT) has four variations. Initially 

the tests are performed with temperature and step vibration load. The 
purpose of these tests is to find work tolerance (limits). They reveal the 
qualities of the product as a cyclic step change of environment variables 
such as temperature, shock and vibration.   

        b) Highly Accelerated Stress Screening (HASS) is another form of 
HALT. HASS is a constant product screening of the regular production. 
At this test the product is not tested to fail but rather for proper working 
at successively changing environment parameters.   

c) Highly Accelerated Test Auditing (HASA). For high volume 
production where with volume increase the number of defects decrease 
is used HASS audit. The key parameters are monitored constantly on 
product samples and this way provide information on the process quality 
and stability.  

- Reliability Demonstration Test (RDT).RDT is a process for product reli-
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 ability demonstration. It is used for determining the product readiness to 
 be released to the market as well as its life span without work defects.  

- On-Going Reliability Testing) (ORT) is ongoing test on samples of 
regular production units used for monitoring for tendencies of reliability 
change during the manufacturing process.   

2.2.2. Special tests 
 - Electrical Design Verification Test (EDVT) is a test performed on 

the products prior their entering in the production phase.  Its main 
purpose is to validate the electrical design of the product as well as the 
used materials and components for proper working at environmental 
stress conditions.   

 - Material Change Verification Test (MCVT) is a test performed for 
qualifying new parts or new vendors during the sustained phase of the 
production. The qualified parts and vendors are included in AVL. MCVT 
is very similar to EDVT in terms of the tests and the way they are 
performed.  

 - High Potential Test (Hi-Pot) is performed with high voltage, usually 
over 1000V and its purpose is to certify the product insulation is in 
compliance with the respective regulatory documents. 

- Burn-in test is a test process designed for inducing the initial higher 
number of defects to appear during the manufacturing rather than at the 
field. For this purpose the product is tested at stress environmental 
conditions such as increased temperature, and increased voltage.  
2.2.3. Product Specific Tests (PST) are real functional tests and they 

are specific for each particular product. 
2.2.4. Built-in Self Test (BIST) is a conception for creating hardware and 

software structures inside a component allowing for it to self test.   

3.  BASIC STEPS IN TEST STRATEGY CREATION. 
 Developing a test strategy for electronic products [4] is as important as 

developing the product itself. This is a complex task that must take into 
account all aspects of product, including its design, complexity and type of 
board, the purpose of the device. It is necessary developing a test strategy 
to start at the outset to design the product and be done in parallel with it.  
    Here are the essential elements of a test strategy and they include the 
following phases: Phase 1: Technical and financial analysis of the 
assembled PCB. Phase 2: Selection of proper tests equipment. Phase 3: 
Creation of the test strategy. In order to achieve the goals the test strategy 
must provide optimum coverage with minimal overlapping of the tests at 
minimal cost. Phase 4: Test strategy realization. Phase 5: Test metrics 
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analysis. Phase 6: Change and improvement of the test strategy if 
necessary.  

4.  DEVELOPING FAST MEMORY TEST  
  The memory is one of the most critical resources in any computer 

system. During product manufacturing there is a need for memory testing. 
One type of memory problem usually is caused by physical or electrical 
damage to the memory chip during manufacture. Another type of problem is 
the circuit board. Typical circuit board problems are problems with the wiring 
between the processor and memory device, missing memory chips, and 
improperly installed memory components. Three individual memory tests 
are able to detect these kind of problems: a data bus test, an address bus 
test, and a device test. The device test has to be run after successful 
completion of data and address bus tests.  

  For testing RAM (MSP430x family) here are used the industry 
recognised March C and March X algorithms [6]. These tests consist of a 
finite sequence of March elements, while a March element is a finite 
sequence of operations applied to every cell in the memory array before 
proceeding to the next cell. In general the more March elements the 
algorithm consists of the better will be its fault coverage but at the expense 
of a slower execution time.  
Tab 1. Source code test description. 

Declaration 
 SetMemory((unsigned char*)&RAMField[0], 1024, 0x55); 
 Counter1 = 0; 
 CompareMemory((unsigned char*)&RAMField[0], 1024, 0x55) 
    
 SetMemory((unsigned char*)&RAMField[0], 1024, 0xAA); 
 Counter2 = 0; 
 CompareMemory((unsigned char*)&RAMField[0], 1024, 0xAA) 
Description 
RAM memory test using upgraded March X algorithm 
Input Parameters 
RAMField[0[ Block size of the array of bytes of RAM to be tested 
Const Fill constant set to memory for test  
Output Parameters 
Counter1 Counter  of h’55s 
Counter2 Counter  of h’AAs 
The proposed algorithm has been created from a standard March X 

algorithm and it is byte oriented memory version. The developed algorithm 
 uses four elements:  
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•  Starting at the lowest address, write h’55s, increment up array byte 
by byte. 

• Read all h’55s from array and write the value in int Counter1. 
• Starting at highest address, write h’AAs, decrement down byte by 

byte. 
• Read all h’AAs from array and write the value in int Counter2. 

 The source code TestRAM.c is written in ANSI C and compiled with 
IDE IAR EW 5.20 for MCU MSP430x family (table 1). This algorithm is 
faster than March C and March X algorithms and could be used for testing 
Flash memory also. The period of testing is eight times less than the 
standard March C and March X algorithms and two times faster than byte 
oriented memory version of March X algorithm. 

5. CONCLUSIONS  
There is a wide variety automated methods and tools for testing the 

electronics products. Their integration into the manufacturing process is a 
complex task and requires careful technical evaluation of the effectiveness 
of each of the tests and financial analysis of alternative tests and 
equipment.  
 The MCU must be tested with specific tests to ensure correct operation 
These tests include ALU and CPU tests, RAM tests, ROM/flash tests, clock 
tests, and peripheral tests. The routines are made available as source code 
and can be quickly integrated into existing software. They can be called 
easy when necessary during the operation. 
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Abstract: The present study is meant to fill in some information gaps 
occurring in the most widespread and well-known educational and reference 
literature about programming. The stress is laid on a very useful instrument 
- the bitwise operations, topic which is, unfortunately, seldom dealt with in 
most of the well-known books on programming. In addition, the research is 
very useful as regards the topic of overloading operators in any Object-
oriented programming course. Given some appropriate examples, with the 
emphasis being laid on some particular and data structures language 
constructions, the results are quite interesting. The algorithm of solving the 
popular Sudoku puzzle is one such entertaining example.  

Keywords: Object-oriented programming, bitwise operation, class, set, 
overloading operators, Sudoku matrix, Sudoku puzzle 

1. INTRODUCTION 
The use of bitwise operations is a popular and well-working method, 

used in C/C++ and Java programming languages. Unfortunately, in many 
widespread books on this topic there is only scarce or incomplete 
information as to how exactly bitwise operators function [4,14,15,16,20]. The 
aim of this article is to bridge this information gap to a certain extent and 
present a meaningful example of a programming task, where the use of 
bitwise operators is appropriate, in so far as to facilitate the work and 
increase the efficiency of the respective algorithm. Thus, we shall help the 
programming teachers in their work by presenting a good programming 
example, which demonstrates the use of bitwise operations in C/C++. 

Some applications of the bitwise operations in the realization of 
algorithms designed to determine quantitative evaluations in the textile 
industry, as shown in [7,11,12]. 

Let { }0 1 1, , , mM μ μ μ −= … , M m=  be a finite and discrete set. By the 
rule of thumb [17], each subset could be denoted by means of a Boolean 
vector ( ) 0 1 1, , , mb A b b b −= … , where Ab ii ∈⇔= μ1  and Ab ii ∉⇔= μ0 , 

1,...,2,1 −= mi . A great memory economy could be achieved, if natural 
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numbers are presented in a binary number system, where the number 
“zero” corresponds to null set, while the number 2 1m − , which in a binary 
number system is written by means of m  “ones”, corresponds to the basic 
set M . Thus, a natural one to one correspondence between the integers of 
the closed interval [ ]12,0 −m  and the set of all subsets of M  is achieved. 
The integer [ ]12,0 −∈ ma  corresponds to the set MA ⊆ , if for every 

1,...,2,1 −= mi the i -bit of the binary representation of a  equals one, and if 
and only if Ai ∈μ . The need of the use of bitwise operations naturally 
arises in cases involving the computer realization of various operations with 
different sets of numbers. 

Such an approach is also comfortable and quite efficient, given a 
relatively small cardinal number m M=  of the basic set M , and it 
also has a significant importance, in relation to the operating system 
and programming environment that is used. This is so, because m  bits 
are necessary to encode in the abovementioned method a set, which a 
subset of M , where M m= . And if k-bits are given for the type 
integer in the programming environment dealing with data, then 

1+⎥⎦
⎤

⎢⎣
⎡

k
m

 variables of that certain kind will be necessary, so as to put 

the abovementioned ideas into practice, where [ ]x  denotes the 
function “the whole part of x ”. Four bytes (thirty-two bits) are 
necessary to write a program that can solve a Sudoku puzzle in the 
size of 22 nn ×  if we use the set theory method at 5≤n . In this case, 
every set of the kind { }sA ααα ,...,, 21= , where 21 ni ≤≤ α , si ,...,2,1= , 

20 ns ≤≤ , or the null set, could be simply encoded with an integer.  
The programming realization of the problem of finding prime 

numbers using the method Sieve of Eratosthenes [1,5,8,19] has 
become a classical example for the use of sets in programming. Here 
we have to emphasize that a mistake has been made in [19], 
concerning this method’s realization, and namely the number 1 has 
been reckoned among the set of the prime numbers. Such a mistake is 
inadmissible if the method is applied at schools, as the users may be 
confused. 

How to construct a faster algorithm, solving the problem for 
receiving all nn× binary matrices, which contain exactly k  ones in 
each row and each column, with the help of the set theory and the 
operations over sets, is shown in [13]. 
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Unfortunately the programming languages C/C++ and Java do not 
support a standard type “set”, whereas the Pascal language does 
[1,5,8,19]. For this reason, if there should be a need to use the 
language of sets in the realization of some of our algorithms, and if 
there should be a need to write a program in some of these languages, 
we have to look for additional instruments to work with sets, such as, 
for example, the associative containers set and multiset, realized in 
Standard Template Library (STL) [15]. The template class set of the 
system of computer algebra “Symbolic C++” can also be used. The 
programming code is given in details in [9]. Of course, another class 
set can also be built, and specific methods of this class can be 
described, as a means of training. This is a good exercise, having in 
mind the fact that the cardinal number of the basic (“universal”) set is 
not very big. For example the “standard” Sudoku puzzle has basic set 
the set of the integers from 1 to 9 plus the empty set. 

We shall examine the entertaining problem with Sudoku solving 
algorithms, which is very interesting to many students. Sudoku is 
popular puzzle nowadays, populating the recreation pages of many 
newspapers and magazines, and it could also be found on many 
websites. Sudoku, or Su Doku, is a Japanese word (or phrase) 
meaning something like Number Place. 

On the other hand, Sudoku matrices find an interesting 
combinatorial application. The connection between the set of all mm×  
permutation matrices (i.e. binary matrices which contain just one 1 in 
every row and every column) and the set of all mm×  Sudoku matrices, 
is shown in [2].  

2. TASK LAYOUT AND DESCRIPTION OF THE ALGORITHM 
USING THEORETIC SET OPERATIONS 

Let n  be random positive integer and let 2nm = . Let ( )jisS =  be a 
square mm×  matrix (square table), all elements in this table are 
integers, belonging to the closed interval ],1[ m . The matrix S  is 

divided to 2n , nn ×  square submatrices, which are not intersected and 
will be called blocks, with the help of  1−n  horizontal and 1−n  vertical 
lines (the matrix S , when 3=n , is shown on fig.1).  
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S11 S12 S13 S14 S15 S16 S17 S18 S19
S21 S22 S23 S24 S25 S26 S27 S28 S29
S31 S32 S33 S34 S35 S36 S37 S38 S39

S41 S42 S43 S44 S45 S46 S47 S48 S49
S51 S52 S53 S54 S55 S56 S57 S58 S59
S61 S62 S63 S64 S65 S66 S67 S68 S69

S71 S72 S73 S74 S75 S76 S77 S78 S79
S81 S82 S83 S84 S85 S86 S87 S88 S89
S91 S82 S93 S94 S95 S96 S97 S98 S99

 
Fig. 1:  

 
Let denote by lkA , nlk ≤≤ ,1  the blocks in the above described matrix 

( )jisS = . Then by definition if lkji As ∈ , then 
knink ≤<− )1(  

and 
)1()1( −≤<− ljl . 

Let jis  belong to the block lkA  and let i  and j  be known. Then it is 
easy to guess that k  and l  can be calculated with the help of the formulas 

11
+⎥⎦

⎤
⎢⎣
⎡ −

=
n

ik  

and 

11
+⎥⎦

⎤
⎢⎣
⎡ −

=
n

jl , 

where, as usual, we denote by [ ]x  the function: whole part of the real 
number x . 

We say that ( )jisS = , 2,1 nmji =≤≤  is a Sudoku matrix if there is 

just one number of the set { }2,,2,1 nmZm == …  in every row, every column 
and every block. 

The Sudoku puzzle is quite popular these days. The user is given a 
Sudoku matrix, in which some of the elements have been erased. The 
missing elements could be equal to 0. The user’s task is to restore the 
missing elements of the Sudoku matrix. It is supposed that the authors of 
the particular puzzle have chosen the missing elements in such a way that 
the problem has only one solution. This condition will be ignored. In this 
study we will build our programming product so that it can show the number 
of every possible solution. If the task has no solution this number will be 
zero. 
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The most popular Sudoku puzzles are with 3=n , i.e. 9=m . 
We are going to describe an algorithm for creating a computer 

program, which can find all solutions (if there are any) of random Sudoku 
puzzle. For this purpose, we will use the knowledge of the set theory. 

We examine the sets iR , jC  and lkB , where 2,1 nmji =≤≤ , 

nlk ≤≤ ,1 . For every mi ,,2,1 …= , the set jR  consists of all missing 

numbers in the i -th row of the matrix. Analogously we define the sets jC , 
mj ,,2,1 …=  correspondingly for the missing numbers in the j -th column 

and lkB , nlk ,,2,1, …=  correspondingly for the missing numbers in the 

blocks lkA  of S . 
Whenever the algorithm comes into operation it traverses many times 

all of the elements Ss ji ∈ , such that 0=jis , i.e. these are the elements, 
which real values we have to find. 

Let 0=jis  and let lkji As ∈ . We assume 

lkji BCRP ∩∩= . 
Then the following three cases are possible: 

i) φ=P  (empty set). The task has no solution in this case; 

ii) { }dP = , { }mZd m ,,2,1 …=∈ , i.e. P : the number of the elements of 
P  is equal to 1 ( P  is a set containing one element). Then the only one 
possibility for jis  is ds ji = , i.e. we have found the unknown value of jis  in 

this case. After this we remove the common element d  from the sets iR , 

jC  and lkB , and then we continue to the next zero element of the matrix S  
(if there is such an element); 

iii) 2≥P . Then, we cannot say anything about the unknown value of 

jis  and we move on the next missing (zero) element of the matrix S . 

We traverse all zero elements of the matrix S , until one the following 
events occur: 

е1) For some },,2,1{, mji …∈  is true 0=jis , but 

φ=∩∩= lkji BCRP ; 

е2) All elements in S  become positive; 
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е3) All zero elements of S  are traversed, but neither event е1, nor 
event е2 occur. In other words, for all the remaining zero elements in S , the 
above described case iii is always true. 

In case any of the events е1 or е2 occurs, then the procedure is 
brought to a halt and the result visualizes on the screen.  

In case event e3 occurs, then the algorithm has to continue operating 
by using other methods such as, for example, applying the “trial and error” 
method. In this particular case, the method would consist of the following 
steps: 

We choose random Ss ji ∈ , such that 0=jis  and let 11
+⎥⎦

⎤
⎢⎣
⎡ −

=
n

ik , 

11
+⎥⎦

⎤
⎢⎣
⎡ −

=
n

jl . Let },,,{ 21 tlkji dddBCRP …=∩∩= . Then for every 

Pdr ∈ , tr ,,2,1 …=  we assume rji ds = . Such an assumption is called a 
random trial. We count the number of all random trials, until the solution is 
found in the programming realization of the algorithm. Then, we solve the 
problem for finding the unknown elements of the Sudoku matrix, which 
contain one element less than the previous matrix. It is convenient to use a 
recursion here. The procedure is halted if event e1 or e2 occurs. It is 
absolutely certain to occur (i.e. there will not be “an infinite cycle”), because 
whenever we perform random trials, we reduce the number of the zero 
elements by 1. 

3. BITWISE OPERATORS IN C/C++ 
Bitwise operations can be applied for integer data type only, i.e. they 

cannot be used for float and double types. For the definition of the bitwise 
operators in C/C++ and some of their elementary applications could be 
seen, for example in [3,6,10,18]. 

We assume as usual that bits numbering in variables starts from right 
to left, and that the number of the very right one is 0. 

Let yx,  and z are integer variables of one type, for which w  bits are 
needed. Let x  and y  are initialized and let the yxz α= assignment is 
made, where α  is one of the operators & (bitwise AND), | (bitwise inclusive 
OR) or ^ (bitwise exclusive OR). For each 1,,1,0 −= wi …  the new contents 
of the i  bit in z  will be as it is presented in the following table:  
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The i  bit of 

x  
The i bit of 

y  
The i bit of 

yx &  
The i bit of 

yx |  
The i bit of  

yx^  
0 0 0 0 0 
0 1 0 1 1 
1 0 0 1 1 
1 1 1 1 0 

 
In case xz ~= , if the i  bit of x  is 0, then the i  bit of z  becomes 1, 

and if the i  bit of x  is 1, then the i bit of z  becomes 0, 1,,1,0 −= wi …  
In case k  is a nonnegative integer, then the statement ;kxz <<=  

(bitwise shift left) will write in the )( ki +  bit of z the value of the k bit of x , 
where 1,,1,0 −−= kwi … , and the very right k  bits of z will be filled by 

zeroes. This operation is equivalent to a multiplication of x  by k2 . The 
statement kxz >>=  functions similarly (bitwise shift right). But we must be 
careful here, as in various programming environments this operator has 
different interpretations – somewhere k  bits of z  from the very right place 
are compulsory filled by 0 (logical displacement), and elsewhere the very 
right k  bits of z  are filled with the value from the very left (sign) bit; i.e. if 
the number is negative, then the filling will be with 1 (arithmetic 
displacement). Therefore it is recommended that we use unsigned type of 
variables (if the opposite is not necessary) whenever we work with bitwise 
operations.  

The effectiveness of the function computing k2  is the direct result of 
the definition of the operator bitwise shift left, where k  is a nonnegative 
integer: 

 
unsigned int Power2(unsigned int k) { 
 return 1<<k; 
} 

To compute the value of the i  bit of an integer variable x  we can use 
the function:  

 
int BitValue(int x, unsigned int i) { 
 if ( (x & (1<<i) ) == 0 ) return 0; 
  else return 1; 
} 

Bitwise operators are left associative. 
The priority of operators in descending order is as follows: bitwise 

complement ~; arithmetic operators * (multiply), / (divide), % (remainder or 
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modulus); arithmetic operators + (binary plus or add) - (binary minus or 
subtract); the bitwise operators << and >>; relational operators <, >, <=, >=, 
==, !=; bitwise operators &,^ and |; logical operators && and ||. 

4. DESCRIPTION OF THE CLASS SET BY MEANS OF OVERLOADING 
OPERATORS AND USING BITWISE OPERATIONS 

class Set_N { 
int n; 
public: 
/*Constructor without parameter – creates empty set*/ 
 Set_N(); 
/*Constructor with parameter – creates the set, corresponding to every 

bit position of the parameter*/ 
 Set_N(int k); 
/*Returns the integer encoding of the set*/ 
 int get_n() const; 
/*Overloading operators *, +, -, ==, <=*/ 
 Set_N operator * (Set_N const &); 
 Set_N operator + (Set_N const &); 
 Set_N operator + (int k); 
 Set_N operator - (Set_N const &); 
 Set_N operator - (int k); 
 bool operator == (Set_N const &); 
 bool operator <= (Set_N const &); 
/*Checks if the first parameter belongs to the given set*/ 
 bool in(int k); 
/*Destructor*/ 
 ~Set_N(); 
}; 
The realization of the Set_N methods is described below: 
Set_N::Set_N() {n = 0;} 
Set_N::Set_N(int k) {n = k;} 
int Set_N::get_n() const { 
 return n; 
} 
Set_N Set_N::operator * (Set_N const & s) { 
 return (this->n) & s.get_n(); 
} 
Set_N Set_N::operator + (Set_N const & s) { 
 return (this->n) | s.get_n(); 
} 
Set_N Set_N::operator + (int k) { 
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 return (this->n) | (1<<(k-1)); 
} 
Set_N Set_N::operator - (Set_N const & s) { 
 int temp = 0; 
 temp = this->n ^ s.get_n(); 
 return (this->n) & temp; 
} 
Set_N Set_N::operator - (int k) { 
 return (this->n) ^ (1<<(k-1)); 
} 
bool Set_N::operator == (Set_N const & s) { 
 return ((this->n ^ s.get_n()) == 0); 
} 
bool Set_N::operator <= (Set_N const & s) { 
 return ((this->n & s.get_n()) == n); 
} 
bool Set_N::in(int k, Set_N const & s) { 
 return this->n & (1<<(k-1)); 
} 
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Abstract: The purpose of present paper is to investigate the RTT 
delays in Internet, to create a program which describes the observed RTTs 
with Weibull distribution as well as to present some results got with this 
program. 
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1. INTRODUCTION 
Our main focus in this paper is on Round-Trip Times because this 

parameter as well as packet loss probability gives the TCP throughput. It is 
well known fact that TCP traffic continues to constitute the bulk of traffic in 
modern networks, e.g. 80%–90% of current Internet traffic is TCP traffic.  

The Round Trip Time (RTT) is the length of time it takes for a data 
packet to be sent plus the length of time it takes for an acknowledgment of 
that packet to be received. An internet user can determine the RTT by using 
the ping command. 

Using the algorithm proposed in this paper, the observed RTTs are 
described with the Weibull distribution [6]. The presented results in this 
paper could be used in order to investigate the delay, the throughput for 
Internet applications and services as well as to set buffer sizes and etc. 

The throughput of TCP is limited by two windows: the congestion 
window and the receive window. The first one tries not to exceed the 
capacity of the network (congestion control) and the second one tries not to 
exceed the capacity of the receiver to process data (flow control). The 
receiver may be overwhelmed by data if for example it is very busy (such as 
a Web server). Each TCP segment contains the current value of the receive 
window. If for example a sender receives an ACK which acknowledges byte 
4000 and specifies a receive window of 10000 (bytes), the sender will not 
send packets after byte 14000, even if the congestion window allows it. 

The classical rule of thumb for sizing buffers is to set buffer sizes to be 
the product of the bandwidth and the average delay of the flows utilizing this 
link, namely the Bandwidth-Delay Product (BDP) rule [1-4].   

In fact, network links with both a high bandwidth and a high RTT can 
have a very large amount of data (the bandwidth-delay product) "in flight" at 
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any given time. Such "long fat pipes" require a special protocol design (One 
example is the TCP window scale option).  

The probability distribution tools can be used in the investigations and 
project calculations for RTT. Their mathematical functions propose a wide 
range of techniques utilized to identify the parameters of the distribution 
functions [5]. 

The purpose of present paper is to investigate the RTT delays in 
Internet, to create a program which describes the observed RTTs with 
Weibull distribution as well as to present some results got with this program. 

2.  INVESTIGATION OF ROUND TRIP TIME 
The Round Trip Time is the length of time it takes for a data packet to 

be sent plus the length of time it takes for an acknowledgment of that packet 
to be received (Fig. 1). 

 
Fig. 1: RTT-delay  

 
All the intervals Ti form the discrete sequence of RTT-delays. The 

intervals T1i and T2i represent the delay in processing and transmitting of the 
information as well as the queue time in the respective nodes of the web. 
For preset packet routes it is possible to split the delay in two with a 
constant representing the minimal delay without queue in the nodes and a 
variable representing the random delay representing the delay due the 
queue and the random nature of the Internet traffic. 

 In this paper, we recorded Round-Trip Times (RTTs) over the Internet 
as we ping the www.canada.com from a desktop computer from domain 
swu.bg every five seconds, each time sending 100 ping packets. The 
remote test receiver is chosen by the following criteria: 

- The receiver must be distant enough to allow random traffic 
fluctuations to be noticed. 
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- The communication channels to the receiver should not be 
overloaded, but still loaded at the level of a regular Internet traffic. 

- During the experiment all packets to the receiver must travel trough 
same route.  

- The packet loss should be minimal in order to avoid significant 
distortions in the test results. 

- The receiver should not reject Internet Control Message Protokol- 
ICMP packets. 

The RTT-delay values were determined using a modified program Ping 
which according its algorithm each 5 seconds  sends test packets to remote 
computer-receiver and receives confirmation packets from it. During the 
experiment all packets to the receiver travel through following routers: 
core-swu.lines.acad.bg, bren.rt1.sof.bg.geant2.net,  
so-2-3-0.bud.hu.geant2.net, so-6-1-0.vie.at.geant2.net, 
tenGigabitEthernet.1-3.ar2.vie1.gblx.net, and three core routers in North 
America. The RTT-delay is calculated with error < 1 ms as a difference 
between the time-marks of the moments of sending the test packet and 
receiving of the confirmation one. The RTTs reported by this ping program 
were between 2 –230 ms, and were written in txt file. During the experiment, 
normal services such as Web browsing experienced obvious pauses.  

Let’s first proceed to the definition of interval statistics of second-order 
RTT-delay – correlation coefficient and dispersion.  

On fig. 2 is shown the RTT- delay histogram, based on 66410 attempts 
for time interval for the selected receiver (www.canada.com). On X-axis are 
set time intervals and on Y-axis are the numbers of RTT events, for each 
interval.  

 
 

Fig. 2: RTT-events for time intervals in the test 
 
The determination of the selective correlation coefficient of the number 

of reports at intervals with preset duration is done by our program using the 
formula: 
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where Xj is the recorded value (number packets) In the intervals with 

duration 0.1s ; N=10Te is the size of the reading, k=0,1,… - shift parameter, 
multiple of the number of intervals:  
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The value of the fractal parameter can be calculated using the correlation 
coefficient in function of the shift parameter and approximation done 
according expression (3): 

(3)                        1)1(
2
1);( −+≈ ααα kTkrH  

Thus, based on correlation coefficient in function of the shift parameter 
the value of the fractal parameter is determined, i.e. α~ = 0.752. 

The RTT can be modeled, applying the Weibull distribution [6]. This 
statistical tool tells us how often time of different attempts will be happened 
at a location with a certain average (mean) RTT.  The distribution mentioned 
is widely used in reliability and life data analysis, due to its versatility. 
Depending on the values of the parameters, it can be harnessed to model 
also a variety of life behaviors.  

Advantage can be taken of the two-parameter Weibull probability 
model, the lognormal, gamma and Rayleigh ones [5, 6]. The practice and 
investigations show, that the Weibull probability distribution function should 
be found to fit the frequency distribution of RTT measurements very 
accurately. This means that, the most of the RTT distribution characteristics 
at any situation can be described by two parameters: the shape parameter 
K  and the scale one C . The fraction of time duration in which the time 
access T, is thus determined therefore by (4): 
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This expression is valid for 1>K , 0≥T , and 0>C . The shape factor 
typically ranges from 1 to 3. For a given average time access, the smaller 
shape factor indicates a relatively wide distribution of the RTTs around its 



Section: “Informatics and Computer Technology” 

173 
 

average value, while the larger one points out a relatively narrow distribution 
of the RTTs around the latter. C  is the scale factor which is calculated from 
the following equation: 

(5)  
⎟
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⎜
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11

 ,  

where T  is the average RTT value and Γ is the gamma function. 
The duration curve may be found from the total probability function, i.e. 
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Here ‘‘F’’ represents the probability for the RTT ‘‘T’’ to be lower than a 
certain value ‘‘T0’’. 

A key problem for the time access analysis is the estimation of the 
Weibul parameters K andC . They depend on type of time access data, 
collected for a given situarion. Numerous methods have been proposed 
over the last few years for the Weibul parameter estimation [6,8]. In this 
study, the two parameters of the Weibull distribution are determined by 
using the mean time access-standard deviation method and an approach, 
based on the data of the time access duration in time intervals. The first of 
them uses the mean time access and standard deviations, calculated for the 
available time-series data. 

The value that fits best for K  is found to be:  

(7)
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where, T  is the mean RTT and σ  is the standard deviation. 
The second method employs the data of the observations for RTT in 

intervals with preliminary defined boundaries. The same can be utilized to 
construct a rough approximation to the duration curve. The latter represents 
the probability of the RTT T to be lower than a certain value 0T .  

These results can be used to create the duration curve for the RTT 
distribution and by means of equation (4) – to find the parameters K  and 
C . The equation referred to can be written also as follows: 
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)ln()ln(ln)))(1ln(ln( 0 CKTK

C
TKTTF b

b −=⎟
⎠
⎞

⎜
⎝
⎛=≤−−

 



Faculty of Mathematics & Natural Science – FMNS 2011 

174 
 

The values of the quantities K  and C  can be calculated through the 
least squares fitting of the duration curve that describes the above data. 

 
 

Fig. 3: Probability distribution (0 – 65 ms) – K=1.76; C=32.8 
 

 
 

Fig. 4: Probability distribution (180 – 230 ms) – K=1.51; C=34.15 
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The calculations made, using the two methods, give different results for 
the available data. The probability curves of the RTT, calculated through the 
least squares fitting of the duration curve represent the source data more 
accurately. Because of that, these calculations were used to receive the 
probability distribution of RTT. 

Data analysis shows, that entire time interval for RTT is divided in two 
main intervals: 0 – 60 ms and 180 – 230 ms.  Interval between these 
subintervals is empty. Because of that, a two probability distribution curves 
were calculated. The curves are shown in fig. 3 and fig. 4. 

These results can be explained with the fluctuations in Internet traffic 
and the routes delays. It is possible to split the delay in two- with a constant 
representing the minimal delay without queue in the routers, and a variable 
representing the random delay representing the delay due the queue and 
the random nature of the Internet traffic. The increase in measured RTT 
could be almost entirely attributed to the resulting queuing delay at the 
routers. 

3.  CONCLUSIONS 
Using the approah proposed in this paper, the observed RTTs are 

described with the Weibull distribution. The presented results in this paper 
could be used in order to investigate the throughput for Internet applications 
and services as well as to set buffer sizes of internet nodes and so on. 
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1. INTRODUCTION 
The enterprise is in transition to a new operating model that uses and 

offers capabilities as a service to achieve significant improvement in 
efficiency. In era of cloud computing there is a need for the enterprise 
companies to work together in order to ensure an optimal, flexible and 
efficient ecosystem of suppliers and services. 

Cost savings represent a significant driver to enterprise cloud 
computing. Nevertheless far more important are the changes going on in the 
larger world outside of the business world in ITC-based global society. With 
the advent of simplified software or Web 2.0 usage of the Internet, Social 
Networks are changing the ways users live, learn, collaborate and work. 
Such significant changes in society also change the manner of design and 
management of current organizations and the value delivered to customers. 

2. CLOUD COMPUTING ESSENCE  
Cloud computing refers to the provision of computational resources on 

demand via a computer network. In the traditional model of computing, both 
data and software are fully contained on the user's computer whereas in 
cloud computing, the user's computer may contain almost no software or 
data, or just an operating system and web browser only. 
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The cloud is a metaphor for the Internet and is an abstraction for the 
complex infrastructure it conceals. It is a style of computing in which users 
access technology-enabled services from the Internet without knowledge of, 
expertise with, or control over the technology infrastructure that supports 
them. Cloud computing incorporates software as a service (SaaS), 
infrastructure as a service (IaaS), platform as a service (PaaS), Web 2.0, 
virtualization, multi-tenancy and other recent technology trends in which the 
common theme is reliance on the Internet for satisfying the computing 
needs of the users [1, 5]. 

Cloud computing is often associated with new Web 2.0 start-up 
companies. The best known Cloud application is the Google search engine 
that, while consuming huge amounts of processing power, never needs to 
rely on database. Amazon’s Elastic Compute Cloud hosts start-up 
companies that provide photo sharing, phone text message collection and 
redistribution services, and social networking and collaboration [12]. 

The U.S. National Institute of Standards and Technology provides the 
most neutral definition of cloud computing. “Cloud computing is a model for 
enabling convenient, on-demand network access to a 18 Enterprise Cloud 
Computing shared pool of configurable computing resources (e.g., 
networks, servers, storage, applications and services) that can be rapidly 
provisioned and released with minimal management effort or service 
provider interaction. This cloud model promotes availability and is 
composed of five essential characteristics, three delivery models, and four 
deployment models.” 

3. ENTERPRISE CLOUD COMPUTING  
Enterprise cloud computing is a behind-the-firewalls use of commercial, 

Internet-based cloud technologies specifically focused on the computing 
needs of a certain company or one business environment. Enterprise cloud 
computing is a controlled, internal place that offers the rapid and flexible 
provisioning of compute power, storage, software and security services to 
meet the specific requirements. The main reason behind the Enterprise 
Cloud is often to avoid any transitional costs of redesigning the existing 
architecture and Enterprise Clouds are used to minimise disruptional risks. 
However they will be subjected to a transition to the new architecture 
because of high operational costs [3, 6, 10, 12]. 

In order to achieve a simple advantage in Enterprise Cloud Computing, 
at least a storage cloud and a compute/processing cloud will be needed 
placed on top of the company’s network cloud. However, this demands each 
cloud user to bring database, application, web services  and security 
services with them [11]. 
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A full-fledged Enterprise Cloud Computing environment will have 
storage, computing utilities, databases, applications and additional layers. It 
will support rapid stand-up of development and test environments to reduce 
time to market by applications developers. It will include standard data 
management approaches and flexible storage schemes to allow broad re-
use of corporate data without storing the data in multiple locations. It should 
have security as a service that dictates a common, consistent approach to 
assuring the identity, access, and audit of individuals and systems. Such an 
Enterprise Cloud will be built on a solid foundation of common processes, 
management, and governance principles to keep the cloud optimized [11]. 

Enterprise Cloud Computing helps IT deliver a safer environment [7]. 
The standards of the cloud reduces the complexity and variety of the 
infrastructure allowing deploying patches more rapidly across the 
enterprise. By keeping the cloud inside company’s firewalls, one can focus 
his strongest intrusion detection and prevention sensors on his perimeter. 
By virtualizing storage protection is obtained against a physical intruder. 
Putting the cloud to the desktop and delivering office automation through a 
virtual desktop, a reduction of workstation security anomalies is achieved. 
The transition to security services in the cloud, provides for a multi-
dimensional safety model that extends beyond people and their accesses. 
The multiple dimensions allows to make security decisions based on the 
user identity, his current location, the required types of data or applications 
and the used devices. 

Conventional cloud hosting plans usually utilize a plethora of virtual 
private servers (VPS) that evenly distribute traffic within an infinitely 
expandable server network [13]. In the case of enterprise cloud hosting, 
instead of utilizing VPS servers within the network, all of the servers are 
dedicated servers, which are significantly more powerful. Each dedicated 
server is capable of handling dozens or even thousands of websites by 
itself, hence the reason why dedicated hosting is an enterprise-level 
solution that is often utilized by large corporations and online entrepreneurs. 
An enterprise cloud hosting plan gives an unlimited access to an entire 
network of dedicated servers that websites can utilize at any time. Thus, 
enterprise cloud hosting provides the same versatility as conventional cloud 
hosting, yet with the additional power of dedicated servers. 

Many enterprise-computing resources remain significantly underutilized, 
even with first generation server virtualization [4]. In general, in-house IT 
operations retain substantial cost structures and are only just starting to 
capitalize on the opportunity to consume infrastructure, platforms and 
services on-demand. 
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4. BUILDING STEPS FOR THE ENTERPRISE CLOUD 
Just bringing commercial Cloud computing environments to the 

Enterprise is not enough. Cloud computing generally means rewriting or 
authoring new applications in Python, Ruby or other languages. The ability 
to seamlessly layer Web Service protocols such as HTTP, HTTPS, SOAP, 
XML or AJAX is a need [7]. 

The necessary steps that should be followed for establishing an efficient 
enterprise cloud should include management of the ICT environment, cloud 
networking, cloud storage, deploying applications in the cloud [2]. 

4.1. Management of the ICT environment  
One of the advantages of enterprise cloud computing is the 

management of the infrastructure – including the servers, network devices 
and storage systems. One of the costs of offloading this infrastructure is that 
the cloud becomes something different and separate from the data center 
[2]. 

4.2. Enterprise Cloud Networking 
Every enterprise has a unique network infrastructure for accessing 

servers and allowing applications to communicate between components. 
 Various layers support the management of network addressing, deliver 
critical services, and ensure security.  The infrastructure includes specific 
addressing, services like DHCP/DNS, identity and directory services like 
LDAP, and firewalls and routing rules – all reflecting the specific 
requirements and evolution of the given enterprise [2]. 

The next major issue with networking in the cloud is data protection [5].  
In the data center, there is a secure perimeter defined and developed by the 
IT organization that is comprised of firewalls, rules, and systems to create a 
protected environment for internal applications.  This is important because 
most applications need to communicate over ports and services that are not 
well protected and certainly not safe for general internet access.  Since 
applications are developed for the protected environment of the data center, 
it can be dangerous to move them unmodified into the cloud.  Under normal 
circumstances, the application owner or developer has to build protection on 
a per-server basis and enact corporate protection policies [2]. 

4.3. Cloud Storage 
The problems in storage and data management in the cloud result from 

the diverse and often unfamiliar processes and infrastructures offered by 
the cloud providers, including: new provisioning methods, storage 
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properties, data population and transfer, and systems for data management. 
The cloud providers define the relationship between servers and storage 
and often impose constraints on everything from allocation size limits to the 
ways in which storage is managed. These are just some of the things that 
should be taken into account when start to integrate cloud computing into 
the existing IT environments [2]. 

Cloud storage can be simultaneously simple and complex – just like 
cloud computing in general. It’s simple to use if users just want to try 
something new; complex if users want to integrate cloud storage into their 
existing processes and infrastructures. 

4.4. Enterprise Cloud applications 
There are three major cases emerging in the enterprise cloud, reflecting 

the ways in which specific web apps are architected and the appropriate 
levels of the customer in exposing their applications in the cloud [9] : 

1. Build the entire web application to run in the cloud - Many new 
companies and start-ups already also use this approach since they don’t 
have any legacy infrastructure to integrate. 

2. Move parts of the application to the cloud. Keep some of the app 
components internal and move others to the cloud. The key considerations 
are what kind of data the application needs to access, how much data is 
required. 

3. Use the cloud for peak-period scaling - This approach involves 
scaling portions of the web application into the cloud during peak periods. 
The cloud becomes an extension of company’s data center for on-demand 
scenarios. 

5. CONCLUSIONS 
The most important feature of Cloud Computing is the ability to deliver 

services faster. The storage, computational power and infrastructure layers 
of Enterprise Cloud Computing allow to rapidly increase capacity to respond 
to usage peaks. There is no need anymore for long times to preprovision 
service and a minimal amount of excess capacity to expand rapidly exists. 
More capacity is achieved without lengthy acquisition cycles [8]. 

The adoption of true on-demand computing and enterprises buying into 
the platform and infrastructure-as-a-service models will change the services 
demanded of the large technology vendors. As those vendors adapt to their 
customers’ wants, it is expected from them to continue buying cloud 
startups to meet this demand. The best positioned will have something easy 
to deploy and will also recognize that enterprises need products that can 
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work for the hybrid environments enterprise customers will likely have for 
years to come. 
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1.  NEURAL NETWORKS – BASIC PRINCIPLES FOR CONSTRUCTING 
A NEURAL NETWORK 

First of all – we will make clear the term “neural network“. The term 
“neural network” by itself traditionally means “biological neural network”, or 
more precisely - a network or circuit of biological neurons [1, 2]. Computers 
today attempt to simulate this networks by the use of the “artificial neural 
networks”, which actually are mathematical or computational models of the 
biological neuron networks. From this point forward, when we say “neural 
network” we actually mean “artificial neural network”, and if we want to talk 
about biological neural networks, we will explicitly call them “biological 
neural networks” [1, 3].  

1.1. Biological neural networks 
If we want to talk about the mathematical or computational models of 

the biological neural networks, we must discuss about the biological neural 
networks first.  

The human nerve system consists of about 1010 neural cells, also called 
neurons. The neurons are the basic unit of the human neural system and 
brain. Neural networks actually are trying to simulate these cells. On the 
following figure, we can see a biological neural cell [3,5.6]: 
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Fig. 1: A neural cell 

 
 First, the neural cell accepts signals from the dendrites and afterward 

when the signal or signals are accepted – that neuron may fire. If the 
neuron fires – a signal is transmitted over its axon, and through the axon 
terminals it will leave the neuron and will enter to another neuron through its 
dendrites, and so on. So, all these neurons that interact with each other with 
these signals, form a network – biological neuron network [4, 8] .  

These kind of signals are analog signals, but most of the modern 
computers are digital, so simulating biological neural network which works 
with analog signals on a digital computer can be quite challengeable.  

An important part of the neurons is the synapse. It is the area of contact 
between two neurons. They do not physically touch because they are 
separated by a cleft [7].  

1.2. Neural networks  
Now that we have seen the biological neurons, we can talk about the 

artificial models of them.  
First, the synapses that we talked about before, are modelled as 

weights. For an artificial neuron, these weights are in fact numbers. From 
before, we acknowledged that the neuron can have only one output: either it 
fires – either not. But, also, the neuron can have one or more inputs, so 
from this is clear that we actually are talking about a mathematical function, 
which is called activation function. Also, there is another very important 
attribute in every neuron – the threshold. If the weight of the input exceeds 
the threshold - the neuron fires [4].  

To be this process clearer, we will present the following figure: 
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Fig. 2: Mathematical model of neural network 

 
From Fig. 2 it is clear that the internal activity of the neuron is: 

      (1)   v k=∑
j= 1

p

wkj x j  

The output of the neuron, yk, would therefore be the outcome of some 
activation function on the value of vk. 

There are a lot of neural network architectures and so called “learning 
methods” with which the neural network learns.   

2.  TWO LAYER AND ONE-HIDDEN-LAYER NEURAL NETWORK 

2.1. Two layer neural network 
We will now present one classical example from the mathematical 

logics – the operator OR. As we all know for the OR logical operator with 
two input parameters, the statement has value of 0 (false) if and only if the 
both input parameters have values of 0 (false) – the statement has value of 
1 (true) otherwise [3, 8. This is how a simple neuron network that 
recognizes the OR logical operator looks like:  

 
Fig. 3: A neural network that recognizes the OR logical operator 
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From Fig. 3 is clear the solution of the problem using a simple neural 
network: there are 2 inputs to the network, the weights of each neurons are 
1 and the threshold is 0,5 – hence: the neuron will not fire if and only if the 
both inputs are 0, but it will fire in all other cases.  

This neural network has only two layers – an input and an output layer. 

2.2.  One-hidden-layer neural network 
Now we will talk about the XOR operator, which is more complex than 

the OR operator, and the neural network that recognizes it requires more 
than two layers – it requires a hidden layer. More complex problems require 
one or more hidden layers to be solved. The following figure shows how this 
problem can be solved with one-hidden-layer neural network: 

 
Fig. 4: A neural network that recognizes the XOR logical operator 

3.  BACK-PROPAGATION LEARNING STRATEGY 
One of the most commonly used training method for multi-layered 

neural network is the back-propagation learning method (or back-
propagation learning strategy). It is a supervised-learning method, and it's a 
generalization of the delta rule.  

Supervised-learning method is a training method that provides a neural 
network with expected outputs, so the neural network is trained in a way 
that can produce these desired outputs.  

The delta rule is also known as the least mean squared error rule 
(LMS). With this rule, the actual output of a neural network is compared 
against the expected output. This rule is used in supervised training 
(because the expected output is specified). This is the equation of the delta 
rule: 

(2) ∆w kl= 2μ xk (ideal− actual )l  
 

This equation calculates the needed change (delta) in the weights from 
neuron k to neuron l, μ is the learning rate, and ideal is the desired output 
for the l neuron and actual is the actual output of the l neuron, which means 
that (ideal – actual) is the error. 

The basic idea of the back-propagation learning strategies is this: 
backpropagation works by analyzing the output layer and evaluating the 
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contribution to the error of each of the previous layer’s neurons. The 
previous layer is adjusted to attempt to minimize its contribution to the error. 
This process continues until the program has worked its way back to the 
input layer. 

We will now explain the back-propagation learning algorithm through 
two phases. The first phase is propagation, and the second phase is weight 
update [4,7].  

 
Phase 1: Each propagation has this two steps: 
1. Feed-forward propagation – so, each propagation has forward 

propagation of a training pattern's input through the NN, so it can 
generate the propagation's output activations.  

2. Back propagation of the propagation's output activations through the 
NN, using the training pattern's target, so it can generate the deltas 
of all output and hidden neurons.  

 
Phase 2: For each weight of each synapse, we have: 
1. Multiply weight-synapse's input activation and its output delta, in 

order to get the weight-gradient. 
2. Bring the weight in the opposite direction of the gradient, by 

subtracting a ratio of it from the weight. This ratio is the so-called 
learning rate.  

 
Now, the 2 mentioned phases need to be repeated until the 

performance of the NN is good enough [3].  

4.  APPLICATION OF THE NEURAL NETWORKS IN CHEMOINFORMA-
TICS 

First, we will make this “chemoinformatics” term clear. Cheminformatics 
(also known as chemoinformatics and chemical informatics) is the use of 
computer and informational techniques, applied to a range of problems in 
the field of chemistry. 

The number of applications of the neural networks in chemoinformatics 
increases every day. In general, different types of problems require different 
neural network architectures and different learning strategies. An interesting 
fact though, is that about 90% of the problems described until now in the 
chemical literature have used one-hidden-layer neural networks and the 
back-propagation learning strategy [7, 8]. Here are some examples where 
can we use the neural networks in chemistry: analytical chemistry, organic 
chemistry, pharmaceutical and biochemistry, chemical engineering and 
chemical industry etc.     
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5. GENETIC ALGORITHMS  
Basically, “the genetic algorithms” are algorithms that are trying to 

imitate the biological evolution, based on the principles of the Darvin's 
theory of evolution. These algorithms are part of a bigger category of 
algorithms – the evolutionary algorithms. The genetic algorithms can be 
applied to solve search and optimization problems [3, 6].  

The natural selection is the main characteristic of the evolution in 
nature. The organisms that are better suited in their environment have 
bigger chances of survival and reproduction, while the organisms that are 
not so well suited in their environment have smaller chances of survival and 
reproduction [3]. The same principle is used in the genetic algorithms.  
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Abstract: For better using of GIS of Soil Resources a new version of 
the attributive table formation was created. This gives the possibility soil 
physical and water properties to be included into the table. The simulation 
procedure for soil hydro-physical properties determination was realized by 
using soil particle size distribution data only. This develops a calculation 
algorithm for soil water content dynamic monitoring, which was realized for 
some of Bulgarian soils by [2], with developed in his Ph.D. thesis simulation 
model. 

The main aims of the study are: 
To demonstrate how useful is the new version of the attributive table 

formation. 
To show how could be applied the simulation model for environment 

conditions monitoring and agricultural production management. 

Keywords: environment conditions, simulation model, soil moisture at 
field capacity, wilting point, effective soil water content, particle size 
distribution. 

1. INTRODUCTION 
Sustainable agriculture means to create rules and mechanisms, which 

are created from last reaching of soil science and information about plant 
science for effective management of productive resources of agricultural 
lands and protect their ecological functions. 

For operative of legal information about soil resources the Soil 
Resources Agency developed Geographic Information System (GIS) that is 
based of soil survey in scale 1:10000 and together with constant land use 
and separation. In GIS input an information as follow: soil cover, soil type, 
particle size distribution, depth of hard roc, salt and carbonate content, 
mean soil bonitet and soil category for non irrigated areas and bonitet for 22 
agricultural crops, slope and exposition of the areas, type and quantity of 
pollution est. 
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The aim of this article is to estimate a method suggested by [2] for 
conversion soil particle size distribution as determined according to the soil 
standards in Bulgaria according to Kachinsky to the FAO and USDA 
classification scheme for a given soil. This method gives a lot of possibilities 
for calculating some physical and hydro-physical properties for the given 
soil. Including of these soil parameters in GIS of Soil Resources (GISoSR) 
attributive table give better possibilities for monitoring and management of 
crop production and realization of sustainable development in agriculture. 

The aims of this study are: 
To demonstrate a simulation procedure for soil hydro-physical 

properties determination by using the created soil particle size distribution 
database only. 

To demonstrate how useful could be the developed model for 
agricultural production management. 

2. OBJECT AND METHODS 

2.1. Geographical characteristics 
Yakoruda Municipality [7] is located in the northeastern part of 

Blagoevgrad an area of 339.3 sq. km. It borders the municipalities of 
Samokov and Kostenets at Sofia and Velingrad, Belitsa and Belovo from 
Pazardzhik district. The municipality is composed of eight villages - the 
municipal center of Yakoruda seven villages which are located in the 
southeastern part of the municipality., single line spacing, 24 pt spacing 
before and 6 pt spacing after the capital letters. 

Relief is mountainous and hilly, covered parts of the Rila and the 
Rhodope Mountains and narrow valley in the upper course of Mesta. The 
average altitude is 1603 m and average slope is 11.1%, which adversely 
affect general economic and infrastructural development of the municipality 
and the development of the urban network. 

The climate is temperate continental with very low Mediterranean 
influence, penetrating the valley of the Mesta River, the average annual 
temperature is 80C. Winters are cold, with average January temperature is -
20C - snow 150 days a year. Summer is short and cool with average 
temperatures in July 180C. 

2.2. Soil resources 
The general view of the object is presented in Fig. 1. 
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Fig. 1: General view of the object. 
Brown forest soils predominate (1-7 KG) - Fig. 1 and found more brown, 

shallow, middle eroding (KGE) and brown, shallow, high eroded (KGC). 
They are the most widespread soils in mountain areas and represent 1.7 
million ha or 15%. These soils are rich in humus, but the average stock to 
absorb nitrogen and phosphorus. They need a combination of fertilization. 
In the high mountains brown forest soils pass into dark colored forest and 
mountain-meadow soils. 

In river beds are found alluvial (AP - alluvial, medium strong) and on the 
slopes - delluvial (SF - (delluvial, slightly strong) and delluvial (RD - deluvial, 
medium strong) soils. In the high parts of the municipality the mountain-
meadow, shallow, weak and middle eroded soils (PL9) dominated. 
Cinnamonic soils - Fig. 1 are represented by cinnamonic and immature, 
shallow, highly eroded and rocks (NCC). Rocks (D), sand and gravel (PM) 
and gorges and gullies (B) complete the soil resources of the municipality. 

2.3. Methods 
The survey instruments used ArcGIS 9.3 - ArcMap for objects, Visual 

Basic and Access to realize the determination of hydro-physical and 
hydrological properties of studied soils [3, 4]. 

3. RESULTS AND DISCUSSIONS 
The simulation procedure for soil hydro-physical properties derivation 

was realized by using soil particle size distribution data only [5]. This 
develops a calculation algorithm for the soil water content dynamic 
monitoring. The general database use for the calculation is presented in Fig. 
2 and chemical properties in Fig. 3. 
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Fig. 2: The general database table (6). 
 

 
 

Fig. 3: Chemical properties (6). 
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Fig. 4: Content of physical clay and il in soil horizons. 

 

 
 

Fig. 5: Particle size distributions table. 
 

 
 

Fig. 6: Particle size distributions (after adjustment for losses after HCl treatment). 
Fig. 4, 5 and 6 show content of physical clay and il in soil horizons, 

particle size distributions and particle size distributions (after adjustment for 
losses after HCl treatment) respectively. 

To perform the classification of the soil mechanical composition is 
necessary to pass from Kachinsky classification scheme [1], which is mainly 
used in Bulgaria to the USDA classification scheme developed in [5]. 
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Fig. 7: Soil classification according to soil texture information and derivation of 

some water physical and hydrological properties of a given soil. 

The derivation of soil moisture at field capacity (SMfc), soil moisture at 
wilting point (SMwp) hydraulic conductivity at full saturation (K0), effective 
water content (Tpwc), total porosity (SM0) from standard soil texture 
information, percent of sand, silt, clay according to the USDA classification 
scheme and soil texture classification for a given soil, are presented in Fig. 
7. These data could be added in the GIS of soil resources attributive table. 

4. CONCLUSIONS 
The approach suggested by [2, 5] for derivation SMfc, SMwp, K0, SM0 

and Tpwc and include them in GISoSR attributive table, gives more quality 
and quantity information of the studied soils. 

Recommendations have been made to minimize negative impacts on 
environmental components. 

The derived monitoring information system could be used for effective 
monitoring and strict control of air, soil and water resources of the 
municipality. 
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Abstract: The simulation of transitional processes in the current 

transformers by the use of specialized integral scheme – ISD 1400 is 
reviewed by the authors of several publications. The aim of this one is to 
review a change in the constructional parameters of the current 
transformers in order to achieve a more accurate measurement of their 
magnetic characteristics.  

Key words:  transformer, magnetic, hysteresis cycles, harmonious 
components 

 
1. INTRODUCTION 
 
The use of current transformers for precise measurements in the 

electrical circuits encounters many problems today due to the non-linear 
ambiguous relation between the strength of the magnetic field H and the 
magnetic induction ( )B B B H→ =  inside their ferromagnetic cores. The 
process becomes even more difficult when the current transformers [CT] 
are used to analyze electrical circuits in a transitional state. In this case, the 
magnetic induction ( )B H  is generally moving on private hysteresis cycles. 
There isn’t any common solution to the problem, so private solutions must 
be determined that can create models with different degree of accuracy, 
which are related to specific working conditions. Some of the models use a 
simplified presentation of the hysteresis – taking in mind only three of the 
base parameters – coercive force - CH , A / m , residual magnetic induction - 

,rB T  and saturation induction - ,mB T [2]. However, this approach can’t 
produce satisfactory results during the analysis of an electrical circuit in a 
transitional state.  

Therefore, other methods are developed to capture the families private 
hysteresis cycles for a specific ferromagnetic material. One of them is 
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created by the use of direct computer simulation of transitional processes 
inside the magnetic core of the current transformers.  

The method evolves [3] by making the data of the transitional 
characteristics to power a specialized integral scheme Chip Corder 
ISD1400 [5] by the use of which bigger mobility of the experimental process 
can be achieved. The risk of technical failure is reduced in the cases of 
electrical break in the power of the simulator. 

The extrapolation of the magnetic characteristics in the mentioned 
model requires good practical design and precise manufacturing of the 
current transformer. For the purpose, a set of strictly defined rules are 
usually followed by the use of the specified magnetic parameters and 
characteristics, if there are any. It is no secret that in the recent practice a 
difference can be found between the used magnetic materials and 
information given for them. Moreover, in some implementations the working 
conditions, like operating frequency, temperature and others, are not 
analyzed or described in the attached documentation. Therefore, the 
process of extrapolation of the private hysteresis cycles by the method 
described in [3] requires a correct and balanced manufacturing of the 
referenced TT. 

 
2. CHOICE OF AN APPROPRIATE CURRENT TRANSFORMER AND 

A METHOD OF INVESTIGATION – AN EXPERIMENTAL MODEL 
 
The presented work aims to determine a suitable method for preliminary 

analysis of ferromagnetic cores designed for the manufacturing of 
measuring transformer. It uses an existing low-powered mains transformer 
with П figurative band magnetic core, which shape is similar to a toroidal 
one. It is comprised of three coils, placed on two reels with a total number of 
windings as follow windings of transformers - 1w = 150,tur , 2w = 150,tur  and 

3w = 2000,tur  ( 3w is not used in the calculations).  
The dynamic resistance of the first and the second coils are also equal -  

1 2 0.4,R R= = Ω . The section of the magnetic core is -6 2S = 512* 10 ,m and the 
length of the average magnetic power line is av.l = 0.198,m . The equivalent 
scheme for the transformer is presented in Figure 1, and the equations that 
describes it - in (1).  

The determination of private hysteresis cycles by the method of 
computer simulation that uses the integral scheme Chip Corder ISD1400 is 
done by quasi-static state of magnetization [1]. This means that the period 
of full re-magnetization of the ferromagnetic material is exceeding - 

50,T ms≥  ( 1 20,f Hz
T

= ≤ ). For that purpose, a generator is used, which has 

an adjustable frequency and a linear power booster.  For the illustration of 
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the specified method, another decision pattern is utilized, shown on Figure 
2. It most accurately concords with the used for testing mains transformer at 
a frequency 50,f Hz= . 

 
 

 
Fig. 1.  Equivalent scheme for nonlinear  

transformer 

      (1)  

.

1
1 1 1 1 1

2
2 2 2 2 2

1 1 2 2 0 1 av

di dFu = R i + Lp + w
dt dt
di dFu = -R i - Lp + w
dt dt

i w - i w = i w = l H

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

 

 
 
 

 
 
Fig. 2. Scheme of experimental platform with 

mains power and autotransformer 

 
Scheme legend: 
 
AT - autotransformer; 
T  - an extra transformer with 

turns ratio 5 :1Uk = ; 
A and EV - digital devices that  

measure the electrical current and 
voltage. 

 
The measuring transformer is in state of “idle”, because its second coil 

is connected to the high-ohm electric voltmeter. Therefore, the system of 
equations (1) turns into (2). 

 
(2)  
 

1 1 1 1

2 2 2

0 11 1
1 1 .

; 0

. .av

du R i w
dt

du w i
dt

i wi w
i w l H H

lav lav

Φ⎧ = +⎪
⎪

Φ⎪ = =⎨
⎪
⎪

= ⇒ = =⎪⎩

, 

 

 
Due to the low electrical current, 

the induction of scattering - 1Lsc of the 
first circuit and the electrical current - 

2i of the second circuit of the 
transformer are both ignored. In the 
third equation of (2) 0 1i i=  it 
represents the current that is 
magnetizing the magnetic core. 

 
 

The analysis of the magnetic flow can be done most accurately by 
measuring the voltage of the second coil, because that way the reduction of 
the dynamic resistance in the first coil can be eliminated -  1 1R1u R i= . 
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The way the measuring transformer is connected to the generator of the 
sinusoidal voltage (Figure 2) points to the conclusion that the magnetic flow 

in the core is also sinusoidal - ( ) sin( )mt tωΦ = Φ ,  cos( )m
d t
dt

ω ωΦ
= Φ . The same 

applies to the magnetic induction - cos( )m
dB S B t
dt

ω ω= , where  S  is the 

section of the magnetic core. 
After taking into account the last two dependences from (2) the following 

results are generated: 
 

(3) 
m

1

av.

UB =
4.44fwS
w

H = I
l

⎧
⎪⎪
⎨
⎪
⎪⎩

, where U and I are the readings from the devices. 

3. RESULTS FROM THE EXPERIMENT 
 
On Figure 3. the graphical representation of the magnetization process 

for the analyzed magnetic core is shown. It presents the dependencies the 
measured current has on the applied voltage - I = I(U)  and the magnetic 
induction has on the intensity - m mB = B (H) . 

 
 

 
 
 

Fig. 3.  Graphs for the current ( )I I U=  and the magnetic induction - ( )m mB B H=  

 
The first graph ( )I I U= shows that during the initial growth of the voltage, 

the electrical current, operating on „idle”, is increasing in a slow linear 
manner, while the voltage reaches the value of 23,U V= . When 29,U V=  the 
magnetic core comes to state of saturation. The same process can be seen 
on the other graph  ( )m mB B H= . The magnetic induction is changing linearly 
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until 1.4,B T= , and when 1.7,B T=  , the magnetic core reaches a saturation 
state. 

The maximum value of the working induction can be determined by both 
graphs by choosing an area of the characteristic with a relatively high 
linearity. It must also be noted that the extrapolation of private hysteresis 
cycles using the simulation method in conjunction with the specialized 
integral scheme Chip Corder ISD1400 is done in one of the areas of 
magnetization. This means that, it lacks the full re-magnetization of the 
ferromagnetic core. Therefore, the maximum jump of the magnetic induction 
can’t be more than half of the measured linear area and in this case 

0.6,mB TΔ ≤  is chosen. 
 
4. DEFINING THE LINEAR AREA OF MAGNETIZATION AND THE 

INDUCTION OF SCATTERING 
 
The determination of the linear area of magnetization is done by a 

measuring transformer, which works in a state of „idle”. The process of 
finding families of private hysteresis cycles, by the use the simulation 
method, requires the change of the magnetic induction to be achieved 
stepwise. This method of magnetization is affected by the induction of 
scattering, which must be as low as possible. In order to be determined, 
another experimental platform must be utilized - Figure 4. Here the 
transformer has a secondary coil, of a "short circuit". On the scheme 

1R and 2R  are shown as separate elements, which represent the dynamic 
resistance of each one of the coils, as well as 1Lsc - 2Lsc , which stand for 
their corresponding inductions of scattering. The readings that were 
measured by the devices during the experiment are as follow - 1 1.04,A A= , 

2 1.0,A A=  and 2.3,EV V= . 
 

 
Fig. 4     Experimental platform for determining  

                   the inductions of scattering 1Lsc and 2Lsc  
 

On Fig. 5.  an equivalent scheme of transformer with an equal number 
of windings in the first and in the secondary coil - 1 2w w=  is shown. In this 
case, the parameters - 2'R , 2'Lsc and 2'i  are brought to the first one, where 
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1 2'R R R= =  and 1 2'Lsc Lsc Lsc= = . The voltage 0
1 1

du w
dtΦ

Φ
=  represents the 

magnetic flow in the core. The electrical current 0i  is the current that 
magnetizes the magnetic core - 0 1 2'i i i= − . 

 
Fig. 5.  Equivalent scheme of the transformer when 1 2w w=  

 
The determination of the induction of scattering can be done 

approximately after applying a complex representation of the parameters of 
the scheme in the calculation process and also after comprising an 
equation using the second law of Kirchhoff. 

 
(4)  1 1 1 2 2 1 1 2( ) ' ( ' ' ) ( ' )( )sc sc scU I R j L I R j L I I R j Lω ω ω= + + + = + +� � � � � , if the phase 

shift between the two currents is ignored the following can be concluded 
from the equation: 

5)  2 2 2
1 2( ' ) ( )scU I I R Lω= + + .  

 
After processing the above expression, the induction of scattering can 

be evaluated: 

(6)  
2

2
2

1 2

1 3.36,
( )sc

UL R mH
I Iω

= − =
+

. 

 
The equation end value is higher than the normal one that can be 

achieved by transformers with that type of construction and size. This is a 
result of the two coils being placed on separate reels. 

 
5. CONCLUSION  
  
1. The extrapolation of private hysteresis cycles using the method of 

computer simulation in conjunction with the integral scheme Chip Corder 
ISD1400 has the special feature that the magnetization is done in one area 
of the hysteresis cycle, in which the state of saturation can be achieved 
easily. Therefore a good knowledge of the magnetic properties of the 
utilized material is necessary. Тhe catalogue data is only used for initial 
orientation. The material needs to be analyzed and the methods are not 
complicated. 
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 2. Taking into account the stepwise way of change of the magnetic 
induction, the errors that can be made during its determination can be 
caused by the magnitude of the induction of scattering. The described 
method can be used to approximately evaluate it and also to search for 
constructive solutions for its reduction. 
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Abstract: In the paper we continue the study of the properties of quasi-
essential variables and quasi-separable sets of variables. Some properties 
of strongly quasi-essential variables and quasi-separable sets of variables 
are discussed.  

Keywords:  essential variables, separable sets, strongly essential 
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1  Introduction 
Let the Boolean function ),,( 21 ixyyΦ  is a such a function that any 

arbitrary Boolean function ),...,,( 21 nxxxf  of -variables can be represented 
as ),,,( 10 ixffΦ  where 1f  and 2f  does not depend on ix . Then we say that 
we have  decomposed f  to 1f  and 2f  with respect to variable ix  using Φ . 
In [4] J.Denev called such a function Φ ,  universal. Here 1f  and 2f  are 
called Φ -subfunctions of f . If the set of obtained Φ -subfunctions with 
respect to variables 

kiii xxx ,...,
21

 does not depends on the order of 

decomposition then the function Φ  will be called  proper. 
The most popular proper universal function is known as Shannon 

Expansion.  
.=),,( 2121 fxfxxff ii +Φ  (1) 

Many properties of variables and sets of variables, such as essentiality 
and separability, are introduced using Shannon expansion [1], [5], [8], [7]. 

Here 0)=(:=1 i
sh xff  and 1)=(:=2 i

sh xff  are functions of 1−n  
variables (the functions which are obtained by substituting variable ix  in f  
with the Boolean constants 0  and 1) and are called  sh-subfunctions of 

),,( 1 nxxf … . 
Another widely used proper universal functions are  
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)(=
)(=

21

21

polaritynegativeDavionegativeffxf
polaritypositiveDaviopositivefxff

⊕
⊕

The positive and negative Davio are also known as Reed-Muller 
expansions. 

Since definition of fictive/essential and strongly essential variables 
and separable sets of variables can be extracted by properties of obtained 
sh-subfunctions it is possible to introduce similar definitions using another 
proper universal function. In [2], I. Damyanov introduced quasi-fictive and 
quasi-separable sets of variables using Positive Davio Decomposition. The 
transfer of results to Negative Davio Decomposition is straightforward. 

Essential inputs and separable sets of inputs for Tree automata was 
introduced by Sl. Shtrakov and others in [11] and further observed in [10], 
[3] and [12]. Sl. Shtrakov and K. Denecke in [9] introduced essential 
variables and separable sets of variables in Universal algebras. 

 
2  Basic Definitions and Notations 
The function ),,( 1 nxxf …  can be decomposed with respect to (w.r.t.) 

the variable ix  as follows:  
.=),,( 211 ffxxxf in ⊕…  (3) 

 
Here 1f  and 2f  are functions of 1−n  variables and we will call them  

rm-subfunctions of ),,( 1 nxxf … , or  Reed-Muller's subfunctions  and will 

denote them by 1)=( i
rm xf  and 0)=( i

rm xf  respectively. 
Let  

.
1=,
0=,

=)=(
1

2

⎩
⎨
⎧

i

i
ii

rm

ciff
ciff

cxf  (4) 

 If ),=,,=(=
1

constxconstxfg
kii

rm …  where },,{=
1 kii xxM …  then we 

will write fg M
rm≺ . 

 
Definition 1 Let f  be a Boolean function and its Shannon 

decomposition w.r.t. variable ix  is 21= fxfxf ii + . The variable ix  is called  
sh-fictive (or fictive) for ),,( 1 nxxf …  iff 21 = ff  and  sh-essential (or 
essential) iff .21 ff ≠   
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 The set of all essential variables for ),,,( 1 nxxf …  will be denoted by 
).( fshEss  The set of all functions that depend essentially exactly on n  

variables will be denoted by )(nF sh . It is clear that if we get a function and 
all its variables are sh-fictive then this function is  constant. 

 
Definition 2  Let f  be a Boolean function and its Reed-Muller 

decomposition w.r.t. variable ix  is determined by the equation 
.= 21 ffxf i ⊕  The variable ix  is called  rm-fictive (or quasi-fictive) iff 

.= 21 ff  The variable ix  is  rm-essential (or quasi-essential)  for 
),,( 1 nxxf …  iff .21 ff ≠   

 The set of all quasi-essential variables for ),,,( 1 nxxf …  will be 
denoted by ).( frmEss  The set of all functions which depend quasi-
essentially exactly on n  variables will be denoted by ).(nF rm  

 
Example 1  Let 1.= 2121 ⊕⊕⊕ xxxxf  The Reed-Muller 

decomposition of f  w.r.t. 1x  is: .)(= 221 xxxf ⊕  Hence ).(1 frmEssx ∈/  

Analogously, Reed-Muller decomposition of f  w.r.t. 2x  is ,)(= 112 xxxf ⊕  
i.e. ).(2 frmEssx ∈/  So, ,=)( ∅frmEss  but f  is not constant. 

Some of essential variables of the Boolean function alone ca 
determine the function value. For example, if ),,...,(=),...,( 211 nn xxgxxxf  
and the variables 1x  has value 0 then the function f  has value 0 no matter 
what the other variables values are. 

 
Definition 3  [13] If the Boolean function )(nFf ∈  is such that 

ixi fxf ��=  ( or )=
ixii fxxf ��� + , then the variable ix  is called  0-single-faced 

variable of f  ( or  1-single-faced variable )  and the function f  --  single-

faced function. Here by ix�  we denote either ix  or ix .  
 
In [13] Wang and others show that functions with single-faced 

variables have more compact representations with OBDD. It is easy to see 
that in our case a quasi-fictive variables actually are 0-single-faced 
variables for Reed-Muller expansion. We focus on studying the properties of 
quasi-essential variables since their behavior is more complex. 
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Definition 4 If ),(nFf rm∈  1≥n  and )( frmEssM ⊆≠∅  then the 
variable Mx ∈  is called  rm-strongly essential (quasi-strongly essential) for  
f   w.r.t.  ,M  if there exists value c , such that 

)).=((}{\ cxfrmEssxM rm⊆   
If ),(nFf rm∈  1≥n  and )( frmEssM ⊆≠∅  then the set of all 

quasi-strongly essential variables for f  w.r.t. M  will be denoted by 
).,(* MfrmEss  

 
Definition 5 If ),(nFf rm∈  1≥n  and )(1 frmEssM ⊆≠∅ , 

),(2 frmEssM ⊆  ,=21 ∅∩ MM  then we say that  the set 2M   is rm-
separable (quasi-separable) for f   w.r.t. ,1M  if for the variables from 1M  
there exist values such that when replacing them by Boolean constants, the 
new rm-subfunction g  obtained from f  satisfies ).(2 grmEssM ⊆  This will 
be denoted by ).,( 12 MfrmSepM ∈   

 
Definition 6 For the Boolean function f  we say that  the set M  

))(( frmEssM ⊆   is quasi-separable for ,f  if M  is quasi-separable for f  
w.r.t. .\)( MfrmEss   

 
3  Properties of Quasi-Essential Variables 
The basic properties of quasi-essential (quasi-fictive) variables can 

be proved easily. 
 
Lemma 1  Let ix  and jx  be two variables of Boolean function 

),,( 1 nxxf … . If )=(= ii
rm xfg α  and )=(= jj

rm xfh β  for {0,1}, ∈ji βα  

then ).=(=)=( ii
rm

jj
rm xhxg αβ              
 
Lemma 2  If ix  is quasi-fictive for the Boolean function ),,( 1 nxxf … , 

then ix  is quasi-fictive for each rm-subfunction of .f   
 
Lemma 3  If ),(nFf rm∈  fg rm≺  and )(grmSepM ∈  then 

)( frmSepM ∈ .  
In [2] the first results for quasi-strongly essential variables was 

obtained.  



Faculty of Mathematics & Natural Science – FMNS 2011 

206 
 

 
Theorem 1  If ),(nFf rm∈  2≥n  and ),,( 21 MfrmSepM ∈  
,2 ∅≠M  then there exists at least one variable from 2M  which is quasi-

strongly essential for f  with respect to .21 MM ∪   
 
Corollary 1  If ),(nFf rm∈  2≥n  and ),( frmSepM ∈  where 

)( frmEssM ⊂  )),(=( frmEssM /  then there exists at least one variable 
MfrmEssxt \)(∈  such that ).(}{ frmSepxM t ∈∪  

 
In [6] the following theorem is proven for strongly essential variables. 
 
Theorem 2  [6] If the Boolean function ),...,( 1 nxxf  depends 

essentially on at least two variables, then for every set of variables 
},...{= 1 mxxM , )( fshEssM ⊂  and for every set of values },...,{= 1 mccC  

the set )(\)( 1fshEssfshEss  contains at least one strongly essential 
variable for the function f . Here )=,...,=(= 111 mm

sh cxcxff .  
 
The following two examples shows that this statement is not always 

true if we try to state it respectively for quasi-essential variables. 
 
Example 2 Let 32321 )(= xxxxxf ⊕⊕ . Here },,{=)( 321 xxxfrmEss . 

Let the set }{= 3xM . We observe two cases: 

Case 1: Let 0=3x . Then 213 =0)=( xxxf rm  and from where we 
have  

}.{=)0)=((\)(..},,{=)0)=(( 33213 xxfrmEssfrmEsseixxxfrmEss rmrm  
 

Case 2: Let 1=3x . Then 213 =1)=( xxxf rm ⊕  and from where we 
have  

}.{=)1)=((\)(..},,{=)1)=(( 33213 xxfrmEssfrmEsseixxxfrmEss rmrm  
 
From  Case 1 and  Case 2 follows that 3x  is quasi-strongly essential 

variable for f . If we observe 1x  or 2x  we get similar results.  
 
Example 3 Let 321= xxxf ⊕ . Here },,{=)( 321 xxxfrmEss . Let the 

set }{= 1xM . We observe two cases:   
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Case 1: Let 0=1x . Then 0.1==0)=( 331 ⊕xxxf rm  and from where 
we have 

},,{=))0=((\)(..},{=)0)=(( 21131 xxxfrmEssfrmEsseixxfrmEss rmrm  
but neither 1x  or 2x  are quasi-strongly essential variables.  

Case 2: Let 1=1x . Then 0.1==1)=( 221 ⊕xxxf rm  and from where 
we have 

},,{=)1)=((\)(..},{=)1)=(( 31321 xxxfrmEssfrmEsseixxfrmEss rmrm  
and here 3x  is quasi-strongly essential variable.  

  
Next we will prove invariance of quasi-essentiality under projection 

of variables. 
 
Theorem 3 If ),(nFf rm∈  3≥n  and 1x  forms quasi-separable pairs 

with 12 ,... +rxx , then any rm-subfunction of f  with respect to variables in 
},...,,{\)( 121 +rxxxfrmEss , depends quasi-essentially on 1x .  

    Proof:  Since 1x  is quasi-essential for f  from Lemma 2 follows 
that we can choose a constants 12 ,..., +rcc  such that  

).=,...,=(=),...,,( 1122211 +++ rr
rm

nr cxcxfxxxf  
From 1x  - quasi-essential for 1f , follows that 1f  does not depends 

quasi-essentially from the variables in },...,{ 2 nr xx + . This is true, since 
otherwise if we assume that 1f  depends quasi-essentially from at least one 
variable },...,{ 2 nrj xxx +∈ , from Corollary 1 will follows that },{ 1 jxx  forms 

quasi-separable pair for f . Therefore, from Lemma 3 follows that 1x  forms 
quasi-separable pairs not only with variables in },...,{ 12 +rxx , which is a 
contradiction with the conditions of the theorem. 

Consequently, whatever values nr cc ,...,2+  we take, the rm-

subfunction )=,...,=( 221 nnrr
rm cxcxf ++  will depends quasi-essentially on 1x . 

Therefore from ,)=,...,=(= 1222
rm

nnrr
rm fcxcxff ;++  follows that 

)(}{ 21 frmEssx ∈ , from where follows the truth of the proposition.             
 
Conclusions 
Proper universal functions are widely exploited in data structures for 

representation and manipulation of the Boolean functions. Since definition 
of fictive/essential and strongly essential variables and separable sets of 
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variables can be expressed by properties of obtained subfunctions it is 
possible to introduce similar definitions using another proper universal 
functions. In addition to the results obtained in [2] we have investigated 
invariance of quasi-essentiality under projection of variables. 
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Abstract: This paper presents block design based laboratory courses 
on IIR and FIR digital signal processing. The proposed course on DSP is 
implemented with field-programmable gate arrays (FPGA) devices. By using 
FPGAs, students are given the opportunity to design and explore custom 
hardware implementations. The goal is to develop signal processing 
experiments in which students are asked to design and implement FIR and 
IIR digital filters on FPGA boards. The students in the limited amount of time 
available for labs must learn to develop digital filtering systems using 
MatLab, Simulink and Xilinx System Generator. Finally, the students should 
know how to test the programmed FPGA and to determine the 
characteristics of implemented digital filters. 

 
Keywords: Electronic engineering education, Field programmable gate 

arrays. Signal processing, FIR, IIR, DSP, Digital filters 

1. INTRODUCTION 
The digital signal processing (DSP) industry requires engineers 

capable of developing DSP solutions to applications. The FPGAs 
understanding can provide an essential tool for all electronic 
engineers. The students must have a basic knowledge and 
understanding of the latest technology available in the market. The 
combined knowledge of MatLab, Simulink and Xilinx System Generator 
on FPGAs can result in solutions in FIR and IIR applications which are 
very common. The main target is to simplify the process of the FPGA 
programming for students to acquire a solid base to evolve later on in 
the industry. Programming languages as Verilog, VHDL or even C can 

                                                 
3 This paper is sponsored by Research project No SRP-B4 at South-West 
University- Blagoevgrad, Bulgaria 
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provide capabilities for DSP but the students will have to experiment on 
basic system design before entering traditional programming [1]. 

2. METHODOLOGY 
This course is designed for students specializing in electronics and 

DSP. However, in practice, the majority of students are electronics 
students [2]. Students taking this course are expected to be familiar 
with Matlab, Simulink, and ISE Xilinx tools. Previous knowledge of 
DSP theory and FPGA implementation of digital circuits is also 
required. 

Before the enrolment at the lab the students should have a basic 
knowledge of all the themes mentioned below [3]. 

• FPGA structure 
o Configurable Logic Blocks (CLB) 

 Look-up Table (LUT), 
 D Flip-Flop, 
 Multiplexer 2:1 (MUX) 

• Differences between FPGAs and CPUs 
• Basic Work Flow  

o Specification, Verification, Implementation, System Debug 
• DSP Introduction 

o Digital Filters, FIR, IIR 

2.1 Using Simulink 
The lab professor should introduce the basic functions and tools of 

MatLab and Simulink before starting the digital filters design. The 
elementary steps to follow are illustrated below: 

 Basic use of Simulink  
 Step1: Introduction to design 
 Step2: The effect of the sample period 
 Step3: Low level filter design 
 Step4: Creating a subsystem 

2.2 Using Xilinx System Generator 
Furthermore, an Introduction of the Xilinx System Generator [4] for the 

Xilinx FPGA devices in essential. The elementary steps to follow are 
illustrated below: 

 Basic use of System Generator 
 Step1: Simulation of a prototype circuit 
 Step2: Redesign with Xilinx Blocks  
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 Step3: Implementation of the Xilinx design 
 Step4: Experimenting on different architectures 

Step1: The prototype system is designed by Simulink libraries. Based 
upon this system, a Xilinx FPGA system will be designed and then it will be 
compared to the prototype.  

The students must implement the design in Figure 1 and then start the 
simulation. The result should be like the one in Figure 2. 

 
Fig. 1: Step 1 Design 

 
Fig. 2: Step 1 and Step 2 graphs 

Step 2: Evolving the previous system, as in Figure 3, using the Xilinx 
Blockset Library 

 
Fig. 3: Step 2 Design 

The students should start the simulation and compare the results 
between the two systems output in Figure 2. The output signal of the Xilinx 
FPGA system is scaled because the System Generator forces sampling to 
the input signals and presents the real behavior of the FPGA. 
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The results of the simulations can be observed by the use of a 
Subtractor. For the students further experimentation, 3 unit of delay blocks 
can be connected to the output of the Add block. 

Step 3: The bitstream generation is an essential step to the FPGA 
programming. By double clicking the System Generator Block the output FPGA 
device can be selected from the dropdown menu. Then, by clicking the Generate 
command button, automatically all the stages of the synthesis will be executed. 

Step 4: This step is experimenting on different architectures. 
The students have to create a subsystem, using all the Xilinx blocks 

including the System Generator block, as shown in Figure 4. 
By copying the subsystem, a second subsystem is created. The 

students change the initial design as illustrated in Figure 4: 
 

 
Fig. 4: Architecture with two subsystems 

 
At this time, the design includes two subsystems, each one with its own 

System Generator Block. This design can be implemented with two FPGA 
devices or inside one FPGA device, as parts of a wider system. So, each 
System Generator block results in the creation of an entity, which 
represents the relevant subsystem. The use of subsystems is a useful 
technique, where different architectures may be used to implement a 
specific design [5]. 

In addition to the above, the students should modify the design, so that 
the same functionality is achieved by the DSP48 macro block of Xilinx. The 
set up of the parameters takes place by double clicking the DSP48 macro 
block. An equation like A*B+C can be inserted to the instructions field. Final 
steps are: the simulation, the functionality check up of the design and the 
generation of the bitstream. 
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2.3 Digital Filters IIR and FIR Theory  
Before the development of the filters, the students should be familiar 

with the basic rules and terms of digital filtering in FIR and IIR 
implementations. The calculation of the H(z) transfer function  and the 
difference equation is fundamental to develop these filters. 

2.4 Digital Filters implementation with System Generator 
An example of an IIR peak filter will illustrate the basic steps of the 

implementation. 
The students should develop the design of the Figure 5 and in the Filter 

block the Figure 6 design should also be developed. 
 

 
Fig. 5: Initial design of digital filters 

 
Fig. 6: IIR peak filter design 

This is the implementation of an IIR filter with the transfer function: 
(1)  

Finally, by simulating the system the results should appear as in Figure 7. 
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Fig. 7: Result graphs of a peak filter 

At least two more exercises should be fulfilled by the students. An IIR 
Low Pass filter and an FIR Low Pass filter are recommended. The design of 
a FIR filter should be similar to the one in Figure 8. 

 
Fig. 8: Basic design of FIR Filters 

2.5 Automated FIR filter design using FDATool & FIR Compiler 
The MatLab FDATool [6] is an easy to use signal processing tool widely 

known to the scientific community. The significance of this experiment is to 
present the ability of the Systems Generator FIR Compiler to cooperate with 
the FDATool.  

2.5.1 Using the FDATool 

 
Fig. 9: FDATool digital filters design 
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The students are required to develop the system illustrated in Figure 9 
and run the simulation after setting the parameters. 

 
Fig. 10: Result graphs using the FDATool 

 
The FDATool and the Scope should result in Figures 10 graphs. 

2.5.2 Using the FDATool and the FIR Compiler 

 
Fig. 11: Step 1 and Step 2 grafs 

The system should evolve ,as in Figure 11, accordingly and the Figures 
12 design must be implemented in the FIR Compiler . 

 
Fig. 12: Step 1 and Step 2 grafs 

The results of the two scopes should be identical.  
There are two ways to acquire the coefficients for the FIR Compiler. 
1. The coefficients from the FDATool are stored at the Num variable of 

the MatLab workspace and the Num variable must be specified at 
the Coefficient Vector in the Filter Specification Tab. 

2. By the Xilinx Blockset/Index library the Xilinx block FDATool should 
be added to the subsystem. After the setting of the parameters in the 
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FDATool properties window the xlfda_numerator(‘FDATool’) value 
should be added to the Coefficient Vector in the Filter Specs Tab. 

Finally, the bitstream can be generated. 

2.8 Testing 
After the programming of the FPGA device, a real time testing 

procedure should take place so that the students may realize the result 
of a digital filtering system. A function generator should be used as an 
input source and an oscilloscope at the output of the FPGA device to 
observe the result of the processing on the screen. Different values of 
the frequency will result in different outputs depending on the filter 
specifications. Using the obtained values [7], a figure will be designed 
to be compared to the diagram of the simulation. 

3. CONCLUSIONS 

Students realize that just by using the software tools is difficult to 
understand what has been achieved with the programming and the 
simulation until it is used in real time and the results are obvious. Even 
though the DSP FPGA course is difficult, the combined knowledge of 
MatLab, SImulink and System Generator at a preliminary level is 
enough to be a solid base for an engineer to start building more 
complex digital systems.  
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Abstract: Neurofeedback and Neurotherapy, an ultramodern 
computerized evidence-based practice worldwide, was shown here to be a 
completely unknown to Bulgarian population. The powerful combination of 
modern computerized signal processing of neurophysiological parameters 
(qEEG, amplitude, frequency bands, coherence), applied statistics 
(neurometrics and its normative databases) and principles of applied 
neurosciences opened a novel research field for Bulgarian scientists and 
practitioners. These novel methods could be used widely as supplementary 
therapy to many drug and other therapies, especially in the field of 
psychopathology and language-speech pathology. Several related methods 
such as neurotherapy, neurofeedback, neurometrics, etc. are shortly 
reviewed here and their relationship discussed. 

Key words: neurotherapy, neurofeedback, BCI (brain-computer 
interface), evidence-based practice, applied neurosciences 

 
Short overview of the methods in applied neurophysiology 
Neurotherapy includes electrophysiological based methods of 

modulating the state of the brain. The well-known methods until now are 
transcranial direct current stimulation (tDCS), AC-stimulation including deep 
brain stimulation (DBS), transcranial magnetic stimulation (TMS) and 
neurofeedback. Neurofeedback in turn can be divided into two discovered 
methods: EEG biofeedback and DC (or infra slow wave) biofeedback. EEG 
biofeedback is a method for modulating the brain activity by mean of 
neurophysiological feedback using such parameters as power of given brain 
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waves (delta, theta, alpha, beta etc.), intercortical coherence, beta theta 
ratio etc. (Buzsaki, 2006) 

Neurotherapy should be distinguished from eastern methods of self-
regulation, confined by relaxation, and placebo effect, which has distinct 
neuronal mechanism. Placebo had been shown could amount up to 30 % 
from the effects even of medical drugs.  

Any physiological parameter measured within the body could be fed 
back to the patient and modified in inherently learning process. The latter is 
the concept of biofeedback method in general. In particular, neurofeedback 
uses EEG parameters such as spectral characteristics (absolute amplitude, 
relative amplitude of a given frequency band, amplitude ratio etc.), 
coherence measures (recordings from different points of the scalp, C3 to 
F3, for example), intracranial current density processed by LORETA or s-
LORETA. 

LORETA, low resolution electromagnetic tomography, is an EEG 
imaging technology allows for a tomographic representation of EEG sources 
in 3D space.  

QEEG method as a main part of neurofeedback is computing spectral 
characteristics (amplitude, frequency bands, coherence) of recorded EEG 
signal. 

Several types of neurofeedback have been developed depending on the 
parameter fed back: 

• ERD-based neurofeedback (ERD – event related desynchronization, 
measures the percentage change of the EEG amplitude in response 
to a given event); (Pfurtscheller et al., 2006) 

• ERP-based neurofeedback (ERP – event related potential); 
• Self-regulation of HEG (hemoencephalography, measures the 

oxygenation of local blood flow by spectrophotometry); (Toomim et 
al., 1999) 

• Self-regulation of fMRI (functional magnetic resonance imaging, 
dependent on the level of blood oxygen); (Fox et al., 2007; Weiskopf 
et al., 2004) 

• Self-regulation of evoked slow cortical potentials, in response to 
warning stimuli; (Strehl et al., 2006) 

If the modulating of neuronal activity might be directed to control of 
computer, the approach has been called “brain-computer interface” (BCI). 
(Bayliss et al., 2004) For example, a patient has been learned to control a 
computer cursor by self-regulation of his EEG slow cortical potentials 
(Birbaumer, 2006). The idea of BCI is similar to the basics of 
neurofeedback. 
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Fig.1. Relationship between the methods. BCI – brain computer interface; 

HEG – hemoencephalography; fMRI – functional magnetic resonance imaging; 
qEEG – quantitative electroencephalography; LORETA - low resolution 
electromagnetic tomography; tDCS – transcranial direct current stimulation; DBS 
– deep brain stimulation; TMS – transcranial magnetic stimulation 

 
Neurometrics was born from applied statistics and has defined the 

neurophysiological basis of brain dysfunction and brain normative 
functioning. The normative databases developed in neurometrics are used 
nowadays as a basis of defining neurofeedback protocols of treatment each 
particular case as evidence-based practice. 

To ensure the evidence-based practice the top Labs developed 
normative databases and give us opportunity to compare the computed 
parameters (qEEG) of recorded individual signal to the normative values. 

There are several known databases developed – HBI, NxLink, Neurorep 
AQR, Novatech LORETA, SKIL, BRC and Neuroguide. 

The relationship between the above mentioned methods is presented in 
Fig. 1. 

The purpose of this study was to gather preliminary data in what degree 
Bulgarian population is informed to the following terms EEG, neurotherapy, 
neurofeedback and evidence-based practice. 

 
Method 
A preliminary simple on-line questionnaire was composed and 

distributed to 1000 persons randomly. The obtained data was imported 
and analyzed in MS Excel 2010 (Microsoft corp.) and put into tables 
and figures.  

Results 
From the distributed 1000 questionnaires, were obtained 295 fully 

finished (57,63% women, 42,37%). Sex and age frequencies (in %) 
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within the gro up are shown in Fig. 2. The geographic diffusion of the 
tested persons is presented in Fig.  3. 

The responses of the questions are presented in Table 1. 
Table 1. The responses to the main questions. 
 

 
Fig.2. Frequencies (in %)  of the sex 

and age of the tested persons 

 
Fig.3. Geographic spreading of the 

tested persons (in %) 

 
 Question Yes  

(in %) 
No  
(in %) 

1 Do you know what EEG is? 37* 63* 
2 Do you know what Biofeedback is? * 21* 79* 
3 Do you know what Neurofeedback is? * 19* 81* 
4 Do you know what Neurotherapy is? 54 46 
5 Is there any difference between Neurofeedback and 

Neurotherapy?* 
38* 62* 

6 Do you know what evidence-based practice is? * 23* 77* 
*The questions were followed by the open text box with the instruction 

to write down the meaning of the terms  
Only 35%, 5,01%, 15,25%, 3,34% and 3,39% of the test persons tried 

to describe the terms respectively to the questions 1, 2, 3, 5 and 6 in the 
following open text boxes. From them only 34%, 4,4%, 6,1%,  0% and 
0,34% respectively answered right. 3,73% from the answers to question 3 
were that neurofeedback is identical to neurotherapy. 1,36% from the 
respondents of question 5 said that neurotherapy is part of the 
neurofeedback method and nobody answered correctly. The most correct 
answers were obtained to the question 1 – 34%. 

Conclusions 
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Except to the abbreviation EEG (34% correct answers) to all other 
questions the correct answers were less than 5%. These results suggested 
that the terms neurotherapy, neurofeedback and evidence-based practice 
are completely or partial unknown for Bulgarian people. A tremendous 
educational work lies before the research and public health institutions in 
Bulgaria to inform the population about the methods of applied 
neurosciences including biofeedback, neurotherapy, neurofeedback and the 
relevant evidence-based practices.  
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1. INTRODUCTION 
In Democracy the citizens, acting on their own knowledges and 

opportunities and not as followers of a "gifted leader", are supposed to 
participate actively to the decisions taken. As these decisions are 
increasingly dependent upon Science and Technology developments, the 
active citizen's participation implies that he not only should be Science and 
Technology literate but also that he must have cognitive skills permitting 
decisions on incomplete knowledge, i.e. also in areas he (she) is not an 
expert. Formation of models developing such skills is (or should be) an 
integral part of Science teaching, particularly of Physics.  

2. TRADITIONAL OR ACTIVE SCHOOL? 
Traditional school is based on a very old conception, but many of its 

characteristics are still present in education in almost all countries. These 
basic characteristics are [1]: 

- a curriculum and syllabi defined in advance;  
- the aim of teaching is to acquire the curriculum; 
- the basic teaching method is the lecturing (verbal transmission), with 

or without some didactic aids; 
- the student role is to listen, to try to understand and memorize the 

compulsory academic subject matter; 
- grading (in writing or orally) consists of checking to what extent the 

compulsory academic subject matter has been acquired; 
- the motivation for learning is external (grades, praise, prizes-

punishments); 
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- the child is treated in school only as a student, i.e. the person who 
should with understanding repeat the lectured material. 

Active school is a school which is more centred and oriented toward a 
child who is treated as a person and not only as a student, i.e. different 
aspects of his/her personality are engaged in the instructional process. 

Basic characteristics of the active school are: 
- a detailed curriculum defined in advance is not obligatory - only 

guidelines are given; 
- the children's interest is taken as a starting point and the learning 

process is developed on the basis of this interest; 
- the academic subject matter is connected to the child's personal 

experience; 
- the learning motivation is personal, internal; 
- the basic teaching method is aimed to increase chances for gaining 

personal experience, i.e., active methods are dominant - practical working, 
manual activities, expressive activities (such as drawing or literary essays), 
lab experiments, social activities, field work, observation of natural 
phenomena, etc. 

The aim of the active school is to develop the individuality of each 
child, and not only to acquire a specific school curriculum. Children's 
satisfaction with the undertaken activities is assessed, as well as children's 
progress compared to their initial state, their motivation and interest in work 
and activities, and the development of their personality. 

Didactic difference between these both types of schools can be seen 
when compare the both models of pedagogical relations in them on Figures 
1 and 2. 

 
Fig. 1: Linear model scheme of pedagogic interactions in traditional school 

The model of pedagogic interactions in traditional school is 
characterized by the following: 

- the process of learning is linear, moving in the direction indicated by 
the arrows (the dotted arrow shows a minimal possibility of action going that 
way). A teacher, professionally trained in some academic discipline, 
occupies the central place in this interaction. Here there is a possibility of 
latent danger (usually turned into the reality) for the entire school to be 
organized around professional activities of the teacher (thus the theories of 
school learning are often reduced to theories of teaching). 
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- the most negative consequences of this model of pedagogic interaction 
is the possibility to jeopardize the essential aspect of school learning - the very 
interaction. In the theory and in practice, this unique process of interaction has 
been broken down (almost as a rule) into two isolated parts: that what the 
teachers are doing (that is teaching), and that what the children are doing 
(learning process), with deadly consequences for the efficiency of school 
learning. Besides, one fundamental human relationship is deformed and 
dehumanized. 

- this linear relationship stops a direct interaction between the knowledge 
and the student, an important component of the pedagogic interaction (the 
knowledge is usually mediated by the teacher, it comes through him). By doing 
that, some higher, fruitful forms of learning are eliminated from the practice. 

The more complex and nonlinear model of active learning (Fig. 2) 
introduces a lot of innovations and demonstrates one of the possibilities of 
overcoming the traditional school model. 

 
Fig. 2: Nonlinear model of pedagogical interaction of active learning 

Its basic advantages are: 
- to the educational process an intrinsic and fundamental quality has 

been preserved - it is one of the basic forms of human relationships, which 
means that it is a two-way process of interaction and communication. 
Therefore, it is truly a process of teaching/learning. 

- a feedback from teacher to knowledge has been established, and a 
teacher is not just an agent of knowledge transmission but also plays 
important partner roles in a direct pedagogic interaction with students. 
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- an indirect interaction with students is being introduced in the form of 
pedagogically shaped knowledge (where the teacher is in the role of an 
organizer and a director, and students are left with the possibility of 
cooperative learning and of direct interaction with knowledge). 

At the moment the following actions can be practically applied: 
- abandoning some characteristics of traditional school (lecturing as 

the only form of teaching, students' passivity, grading only exact 
reproduction of knowledge, etc.); 

- respecting the child in school, taking into consideration his/her age 
and individual characteristics, expanding the scope of teaching methods in 
the implementation of programs defined in advance, paying attention to 
child's motivation for learning, encouraging development as one of the 
learning goals, and not only acquiring the academic subject matter. 

These innovations in the model of pedagogic interaction represent a 
basis for all those models of learning present in the modern educational 
theory and practice such as: independent assessment (in the lab, field work, 
independent observation and analysis of the observed, individual problem 
solving, learning by discovery, cooperative learning, individual construction 
of knowledge, social construction of knowledge - co-construction, children to 
children learning, reciprocal learning (including the reciprocal learning 
where teachers partly learn from students). 

The model of active learning gives a possibility of departure from the 
classical mission of school - a transmission of ready-made knowledge. This 
mission still remain one of the school missions, but new functions are 
introduced such as: intellectual autonomy (training for independent work, 
independent assessment, individual problem solving, learning to learn, LLL), 
encouraging development of thinking (by studying some domains of human 
knowledge, the modes of thinking characteristic of those fields are 
acquired), initiative (which can be developed only through the mentioned 
models of independent and direct interaction between the one who learns 
and knowledge/object of knowledge, the ability to evaluate knowledge, the 
ability for social interaction, exchange and cooperation can be developed 
only through a lasting process of participation in social interactions. 

It is important to emphasize that within the classical linear model, 
basically, the models of learning which go beyond the transmission of 
ready-made knowledge can't be developed, but are extremely needed in 
modern society. 

3. INTERACTIVE METHODS OF EDUCATION IN NATURAL SCIENCES  
The basic idea for introducing of interactive methods of education in 

teaching of natural subjects is to engage students in meaningful activities 
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adequate for the nature of the material they need to learn. Some initial ideas in 
this area are [1]. 

a) Independent use of mathematical formulas.  
b) Semantic comparison of two concepts.  
c) Logic of Natural Laws.  
d) Pro and Con.  
e) Laboratory experiment.  

Many other interactive and innovative methods of active learning like 
brainstorming, data base search, guest in class, natural science centre 
creation, environmental educational workshop, etc. is possible to apply in 
education in natural subjects. 

Very important is teacher training how to use different interactive and 
innovative methods of active learning in their practice. Towards this end, 
valuable resources are polymorphic practice, new and flexible methods of 
training and project based teaching [2].  

Lately a trend to unification in international networks of different scientists 
and groups working on development and introduction of innovative and 
interactive methods of education in natural sciences can be seen. This activity 
is financed by won international projects. Good examples in this area are the 
Network of Youth Excellences (NYEX) in Hungary with members from 13 
countries, "Hands-on Science" in Portugal with its 28 educational institutions 
and transnational consortium of 10 European countries and others. Especially 
physicists from Roumania are very active in these organisations. Unfortunately 
bulgarian attendance in such international networks is completely absent and 
the first precedent was participation of Prof. Dr. Plamen Gramatikov [3] in the 
conference of NYEX in Balatonfured, Hungary in 2007. 

4. ROLE OF PHYSICS KNOWLEDGE IN LEARNING INFORMATION 
TECHNOLOGIES (IT) 

The origin and increasingly growing progress of information technology 
as a science with many applications was the product of multiple forces 
operating during decades prior to 1980s, when a wide use of PCs indicated the 
beginning of the IT era. Physics creates a strong foundation for IT literacy. The 
portion of the physical knowledge involved in teaching IT can only increase in 
the near term, which raises a question concerning how teachers can provide 
efficient access to the relevant information within IT courses.  

Knowledge of relevant physics information is important to students for a 
variety of reasons: 

- it makes the link between the theory and the practice meaningful for 
students; 

- it reinforces comprehension of how IT hardware work; 
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- it enables students to understand current trends in IT and see the 
principal limits of those trends; 

- it provides support for decision making regarding the proper selection 
and use of IT hardware; 

- it allows seeing new ways in future IT. 
Traditional physics courses provide a good primary basis, but a stronger 

accent on the potential of many physical phenomena, effects and concepts in 
IT would be useful. Few efforts can be made to refresh the physical knowledge 
in students' memory. When faced with forgotten facts, students will often 
bypass their old textbooks and seek rapid access to easier understandable 
information. Web-based instruction model with its deep linking strategy that 
links students directly to the structured components of online courseware 
provides a potential roadmap to a solution. This can be illustrated by the next 
example [4]. 

Entropy is a cornerstone concept in information theory in the context of a 
probabilistic model for a data source. However students are likely having heard 
this word and have learned the entropy concept while were studying physics 
and thermodynamics in particular. Indeed, both concepts of entropy, 
information and thermodynamics, have deep links with each other. Then the 
sensible approach is to provide a link from IT courseware to a relevant physics 
resource, for example "Introduction to thermodynamics" developed at the 
Physics Department, Murcia University [5], and benefit from its opportunities 
including simulation. This facilitates achieving more pragmatic teaching goals, 
e.g. explaining what the amount of information is, why one binary element 
contains a unit of information named a bit, when loss-less data compression is 
possible etc. 

5. CONCLUSIONS 
Current teaching models especially for science subjects have reached a 

high state of collaboration. In this regard, establishing the content of and 
providing the access to cross-subject courseware components should be a 
profession-wide undertaking. However, such an undertaking would necessarily 
require profession-wide discussion on the scale of current practices in science 
teaching.  

In such variable environment as the science and the Internet, 
successful support for teaching requires flexibility and creativity that may be 
an iterative process. New technologies may enhance courseware but also 
introduce problems because much in education remains more of an art than 
a science. Better technologies will certainly help us, but very often we will 
continue to rely on the expert opinion of our professional colleagues who 
know the science and, most important of all, know the needs of students we 
teach. 
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HTML, digitalised experiments in the process of chemistry curriculum 
acquisition in education programs, e-platforms, distance education, and 
self-instruction methods are presented. The research of efficiency of applied 
instruments using various feedback resources is discussed. 

 
Key words 
Education objectives, computer programs, digitalisation of chemical 

experiments, e-platform, verification of program efficiency, regulation of 
created educational aids 

 
 
1. Introduction 
 

The applications of computers in the process of chemistry curriculum 
acquisition included four steps: (i) simple use of computers [1], (ii) creation 
of various interactive computer programs [2-4], (iii) writing and applying in 
education process of advanced hypermedia computer programs [5] and (iv) 
using e-platforms [6]. Commencement of the Internet and computer 
networks later enabled dissemination of created programs and other 
multimedia instruments, incl. learning process regulation, even to distance 
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education and self-instruction methods, training of talented chemistry 
students, etc. In the course of time, computers and programming languages 
used have been changing. The digitalised experiment was introduced as 
inseparably part of advanced digital lecture cources at Dept. of Chemstry, 
Faculty of Mathematics and Natural Sciences, South-West University “N. 
Rilski” using Internet and a file exchange e-platform [7].  

The decision to use computer programs in the curriculum acquisition 
process was based on side studies demonstrating unambiguously that this 
instrument enables to create such curriculum structure that can be 
maximally interactive, flexible and responding to changes in the curriculum 
acquisition process. Such instrument also enables to individualise the 
learning process, to respect different abilities and knowledge structure of 
individual students for self-study and different learning styles. Modification 
of computer programs e.g. modified setting of learning tasks, integration of 
other information into programs, is possible thanks to the fact that these 
programs are carriers of the source code. This code can be modified not 
only in HTML editors, but also for example in Notepad, which is part of the 
operating system Windows. FrontPage offers easier program modification, 
since we do not have work with the source code in this case. 

Among others, modifications enable to prepare various content of 
the curriculum for different groups of students that differ by initial knowledge 
and activity structure, aspiration level to the chemistry, etc. Chemical 
structure of programs is derived from generalized results of chemistry 
curriculum structure on the primary and secondary school level, which also 
serves as a base for setting learning tasks. The main lectures for bachelor 
degree level in Inorganic Chemistry are using Power Point software and are 
uploaded on www.dox.bg fail exchange platform. The digitalised experiment 
is uploaded on e-platform as a short and representative films connected to 
the main lecture. This kind of organization of the lecture course is attractive 
for the students and they can actively support the new flexible digitalised 
lectures by theirs digitalised students’ projects. In this way students are 
active part of the creation and refreshment of advanced lecture courses in 
chemistry.  

We first applied an initial test of students’ abilities to create various 
modified programs in practice. The students’ ability to modify the flexible 
program is 42 % unable to modify the program, 45% capable of modifying 
using editors and 13% capable of modifying directly in the source code. It 
was thus apparent from test results that it is advisable to prepare students 
for such activities. Therefore also lectures and seminars oriented in the use 
and modification of flexible programs have been integrated within various 
events [8]. 
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After completion of individual courses, results showed that the ability 
of students to modify flexible programs in applied editors or source code 
increased approximately by 45%, or 15% respectively.  

Handling learning tasks assigned and subsequent regulation of their 
results is the base for acquisition of the chemistry curriculum. To reduce 
complicacy of problem solving, digitalised chemical experiments, hypertext 
dictionary, series of empirical data (substance structures, diagrams, etc.), 
auxiliary information, feedback, practical use of chemical processes, 
electronic browsers, flexible text utilisation and e-platforms are used. 
 

2. Preparing a computer program 
For any material didactic instrument, incl. computer programs, 

objectives of its application in specific training are crucial. Creating didactic 
objectives is not a single event but includes a few steps. In these steps, e.g. 
when we deal with relations between educational objectives and 
pedagogical (didactic) categories, these objectives or their variants are 
gradually specified. After correct definition of the didactic objective, the 
curriculum should for example be determined not only by its content but also 
by its level and method of acquisition, since we cannot define more 
precisely how the curriculum would contribute to the development of general 
students’ abilities, such as digitalised experiment application, logical 
reasoning ability, further education ability, etc. until deciding on the level 
and method of curriculum acquisition. Our research in this area showed that 
it is advisable to distinguish following three components of educational 
objectives: informative, methodological, and formative. Objective 
components stated not only determine what curriculum are students to 
acquire (informative component of the objective) and by what activities they 
would acquire the planned curriculum (methodological component of the 
objective), but also how their personalities would form through the acquired 
curriculum and methods of its acquisition (formative component). 

The results from scheme presented on Fig. 1 are: 
 

• activities, individual curriculum components are transformed 
into know-how, knowledge, skills, and habits; 
 

• acquired curriculum and activities, students’ abilities are 
developed, forming their personalities; 

 
 

• teaching methods applied, i.e. curriculum acquisition methods, 
students’ abilities and characteristics are developed, etc. 
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Fig. 1 The scheme of educational objectives 

 
 

At the same time, there is a hierarchy of objectives when the lowest 
objectives relate to acquisition of individual knowledge and activities. To 
create the hierarchy of educational objectives, a broader predicate logic 
method is used. The literature describes also simpler and not so objective 
methods of curriculum structure, e.g. matrix method [9]. Relations between 
individual partial objectives, i.e. between knowledge and activities, can be 
quite objectively determined using simpler mathematical methods - methods 
of simple propositional and predicate logic. In doing so, we always first 
record the piece of knowledge using mathematical logic means. 

It is apparent from the demonstration that students may derive 
independently this finding based on acquisition of the following curriculum 
components: total atom charge, definition of atomic nucleus and shell, size 
and polarity of electron, proton, and neutron charge, and determination of 
the total nucleus charge and electron shell. In addition, schematic notation 
of these findings given by mathematical logic instrument defines also their 
content and scope. Students may also acquire the finding through other 
material instruments provided, e.g. from the table of elementary charge 
polarities, on the Internet, or directly from the teacher, etc. 

Oriented diagram is the final result of determined relations between 
individual chemical findings in the thematic complex. “Logically related” 
findings in the oriented diagram are linked by the so-called oriented diagram 
edge. The logic relation of findings is understood that the information, which 
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the oriented diagram edge is based on, is necessary for derivation of the 
finding, which the oriented diagram edge points to. 

The oriented diagram consists of definitions, sentences, 
propositions, and facts arranged in logical sequences. Definitions are 
indicated with Arabic or Roman numerals. Definitions and sentences 
indicated with Arabic numerals specify the content and scope of acquired 
information from the previous curriculum, and definitions and sentences 
indicated with Roman numerals specify the content and scope of new 
information acquired. Information from other subjects of study, e.g. physics, 
mathematics, etc., are indicated as propositions. Empiric information from 
chemistry and other scientific disciplines are indicated as non-derivable 
facts adopted in the teaching process. 

 
 
3. Digitalisation of chemical experiments 
 

The chemistry is a science of chemical experiments that verify 
theoretical findings, or that bring empiric findings with the possibility of their 
theoretical assessment. Although the real experiment execution is optimal, it 
is however impossible in many cases to apply this method of knowledge 
acquisition, since it is “prevented” by their time-consuming execution, 
availability of chemical substances, safety aspects, etc., regardless of 
impossibility to use them directly in distance education and self-study. 
Therefore we have made a research of how to substitute simulated 
chemical experiments for their digitalisation. Digitalisation was made using a 
video camera (Sony-Handycam), edited in Premiere Pro 1.5 or Pinnacle 
programs, and compression of the material recorded in VirtualDub program. 
The above recording can be replayed, stopped, resumed, or zoomed at any 
time, which is impossible in case of the real experiment. We use digital 
chemical experiment with its empiric version at lectures in Chemistry. Since 
the practical research showed that most students are unable to evaluate 
theoretically empiric data derived from chemical experiments, we have 
supplemented recorded experiments with partial control tasks. 

Partial tasks stated enable to create different variants of theoretical 
solution of the learning task according to students’ capabilities. The student 
selects such variant of the control task that would help him/her solve the 
problem, e.g. to record the chemical process as a chemical equation. 
Students may eventually ask for other control task or tasks, and finally they 
can verify the notation with the equation mentioned [10]. 
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Fig. 2 Digital process recording – comparing reduction characteristics of atomic and 
molecular hydrogen, and one of the control task variants. 

 
 Efficiency of digitalised experiments used was examined by analysis of 

results of tested learning tasks, results of discussions and talks with 
students. In doing so, results were always compared with students who did 
not use digitalised learning instruments. In all cases, these are results 
achieved with participation of more than 200 students. Results of empiric 
efficiency investigation of such processed program experiments can be 
summarized into following points: 

• Time demand for acquisition of anticipated 
knowledge and skills was reduced by 65%, 

• Students’ability to interpret the essential of 
monitored chemical processes and their 
regularities increased approximately by 50%, 

• Efficiency of acquired knowledge and activity 
permanence measured for the period of 6 months 
after using study aids increased by 80%, 

• It emerged from the discussion among others 
that students’ interest in the chemistry and its 
investigation subject matter also increased. 

 
 

4. Distance education 
In distance education courses [11], we have used the system LMS 

MOODLE – DVPP, and also LearningSpace. The advantage of this 
approach is that students may acquire the curriculum at any time and in any 
place, if they have ideally access to the Internet. Learning tasks presented 
included also a digitalised chemical experiment, which could be “recalled” 
by students at any time to help them resolve the assigned task. Students 
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then sent their answers to the tutor who either approved the correct solution 
or indicated what tasks were resolved incorrectly, and what was the 
essential of their incorrect results. In these cases, the tutor sent them 
auxiliary information to remove the defects found. In case of further incorrect 
solution of assigned learning tasks, students are provided with a flexible 
program with the topic in question. Practical results showed that virtually all 
defects were removed after providing students with the flexible program and 
e-platform in Internet. 

 

 
Fig.3. Problem solving related to clarification of processes running in the system of 
concentrated sulphuric acid – ethanol – potassium permanganate. 

 

Conclusion 

Examples stated herein document the fact that the use of computer 
programs contributes greatly to higher efficiency of the curriculum 
acquisition process. In addition, this approach also increases interest of 
students in the chemistry curriculum and in problems of processes the 
chemistry deals with. So far the greatest disadvantage of this approach is 
that preparation of basic program and modification of flexible program is 
very time-consuming. Therefore we search for the way how to reduce 
complicated creation, modification and use of such programs by their 
development in HTML editors (FrontPage) instead of source code, by 
improving teachers’ preparation within various lectures and seminars. The 
goal is to acquire skills necessary for application and modification of flexible 
programs, and for creating various school educational programs with 
respect to actual conditions of the pedagogical practice. It is common 
knowledge that any instrument for curriculum acquisition cannot be quite 
optimal, but includes always some deficiencies. Fundamental deficiency of 
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this approach is that students using digitalised experiment do not develop 
their motor skills. 
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Abstract:The offered paper is based on a study of the cultural 

interferences of a pragmatic nature in the perception of the text as a 
complex cultural sign where conventional language signs translate into 
picture-sound icons serving as indexes of the mental state of the user and 
go further into an active dialogue aiming at achieving an integrity of the 
individual mental display.  
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1. INTRODUCTION 
Lost in the Infosphere 
 

The computerized description and control of the physical 
environment, together with the digital construction of a synthetic 
world, are, finally, intertwined with a fourth area of application, 
represented by the transformation of the encyclopaedic macrocosm 
of data, information, ideas, knowledge, beliefs, codified experiences, 
memories, images, artistic interpretations and other mental creations 
into a global infosphere.  
The infosphere is the whole system of services and documents, 
encoded in any semiotic and physical media whose contents include 
any sort of data, information and knowledge, with no limitations either 
in size, typology or logical structure. 
The symbolic-computational power of ICT tools is employed for ends 
that go beyond the solution of complex numerical problems, the 
control of a mechanical world or the creation of virtual models.  

              Luciano Floridi, Philosophy and Computing 
 
 Since 2008 I have been using the tool of course product as a clearer 

source for cultural study than direct web-derived feedback to verify the 
application of certain methodology for intercultural studies of the internet. It 
is a task set to all the real individuals on a course. I have been teaching 
Persuasive discourse and related courses to various groups of 
undergraduate students of English studies (philology and applied 
linguistics), Bulgarian Studies, and Economics, and to graduate groups of 
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English Philology. The students are often asked to trace certain item of 
information in the Internet. The results form a curious host of data and 
inferences: 

1. Out of 1000 randomly picked lines from Bulgarian chat groups and 
forums, where the undergraduates participate, there are extracted 
only 68 different words and phrases in Bulgarian and English, while 
emoticons, keyboard signs, and links reach up to half of the 
exchange. The dialogue of non-academic web-communities is 
based on a complex unit which I have called e-pictogram [1] where 
communication runs at the level of context.  

2. English-speaking users of the Internet are more apt to enter 
Bulgarian communities the globe over than users of Bulgarian only. 

3. The web-based research results in mere recognition of surface facts 
(most visited sites)  and general failure in tracing a host of key-
words on topics beyond the area of synchronized youth-culture 
interest. It is not merely the binary assessment tools for likes and 
dislikes that produce insufficiency of key words for approaching 
certain topic, neither is insufficiency of web ontology-design. The 
fact that elder trainees (aged 40-50) look up information, following 
their own line of picking up key-words, based on associations 
running deeper in an educational and cultural background of 
broader nature than the young undergraduates (aged 20 - 40) 
whose search is contextually dependent on their web-communities, 
has come to suggest a reconsideration of the stereotype-based 
approach to the problems of e-illiteracy. 

4. The use of web-translators is still limited by the lack of sufficient 
database of Bulgarian text-corpora on the one hand, and on the lack 
of clear classification of text-types and situational analyses, on the 
other.  

5. We have a very limited number of web-linguists trained in both 
applied linguistics and COS – most of them living in non-Bulgarian 
environment.  

6. There is a vast space still for filling in Bulgarian cultural contribution 
to both – educational and business purposes. 

2. STORY-TELLING AS THE ROMANTIC ASPECT OF CASE-STUDY 

If there is a continuum of hypertext from my note pad, 
through the diaries and letters and notes of my family and 
my groups, into the world of selected edited and published 
material, then we have a world in which the regular person 
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has been re-enabled as a writer, a thinker and a linker, 
rather than just a clicker. 

Tim Berners-Lee 

The storyteller, the individual, the artisan, many tools in 
one box to be applied to widely different tasks and the 
power of personal use to reveal the beauty of these kinds of 
communication - these are the core images that can help in 
understanding the enchanting utility of the Web. 

                           J. Madox 
 

Cultural and respectively intercultural studies are based on case-study 
producing correspondent texts. Internet text is a complex sign-structure 
where story-telling is hyper-textual while mind work in the process of 
communication goes far beyond the traditional limitations in text-weaving.  

In previous papers I have extrapolated on the nature of the e-pictogram, 
which can be used as the toolbox for the study of the individual paths 
through the Internet. [2] 

The subject of this paper is focused on the design of a complex product 
of art where text, picture and sound are interwoven in the message reality 
where the encoder and the decoder are interchangeable depending on their 
interaction with the sensitive message.  

A bigger objective is the design of e-art products based on Bulgarian 
realia, synchronized culturally on the levels of global web-metaphor and on 
Bulgarian Y-generation cultural e-exchange. 

2.1.  Contexts v/s Statistics in designing an e-art product 
     Statistics are based on cultural stereotyping whether there be binary 

or multi-agent functioning. However, the Internet is where cultural context is 
used to simultaneous application with situational context of synchronic 
exchange by the individual members of a community. While a community 
can be taken as a statistical unit, it takes care that its members are about 
the statistically average or reasonable functioning.  

The regulation of communicative contexts is carried out through the use 
of the complex communicative sign or the e-pictogram where the agents, 
the situational elements and the messages form an entity of uniquely 
interwoven contexts relying on a series of clicks where a set of signals S is 
sent to a set of recipients S1, whose individual perception forms a set of 
perceived signals S2. In this procedure the contents of the signals depend 
on the mental state of the users, as well as their individual reading of the 
links, which can be single, or multiple – individual or related.  
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Each community has its own way of connection based on its own story-
telling, where the values of that community are supported by a number of 
stored contents reached through links of audio and video messages.  

Even if we do not take into consideration the contents of those 
messages, it is clear that the user is passively exposed to their effect since 
they have been chosen and sent by the initiator of that situational exchange. 

Our purpose here is to find a way of restructuring the complex sign of 
the message so that it becomes active in searching its users.  

To start with, we do not need all but the optimal situation markers in 
designing an active e-art product through writing, linking and editing of color 
and sound through clicking. To this purpose undergraduates of Applied 
linguistics contribute with their final course products for the spring semester 
of 2011. 

The next step is to make it web-interactive. To that purpose we shall 
need web-designers. 

The third step is to design single e-art product that recognizes its user 
and is activated by the individual body-signaling to call him or her on their 
approach. It shall rely on forming a team of professional people from a 
broader scope of areas. The work in progress of the FMNS at the SWU has 
provided sufficient background for further cooperation. [3]  

A parallel running verification process is being in procedure, involving 
social web-communities and communities of younger web-users where the 
projects in virtual rhetoric of the Sofia University Department of Rhetoric [4] 
and the integrated education in web-studies project at the High Language 
School in Blagoevgrad [5] provide control groups of users. 

3.  APPLICATIONS OF THE ACTIVE E-ART PRODUCT 
 Besides its market value, the successful e-art product has educational 

attractiveness for the involvement of our undergraduate and graduate 
students in active training for professional career upon leaving the 
University. The nearest estimated applications in the training of linguists 
are: 

- Reassessment of Bulgarian cultural heritage in weaving picture, 
sound and word in e-realia.  

- Improvement of web-translation mechanisms for intercultural 
exchange through employing graphs for the text-type and situation-
type recognition. 

- Keeping the e-learner’s mental balance through reconstruction of the 
integrity of ethos, pathos and logos  

- Bridging methodologies and translating tool-applications in further 
web-product design. 
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4. CONCLUSION  
Integrity of e-art requires integrity of effort running vertically across 

generations, and extensionally – across areas of training. An active e-art 
product can serve to this purpose as both means and an end. 

5. PERSPECTIVE   
Texts as cultural codes contain the parameters of environment that in its 

extensions forms Worlds. An active e-art complex product can turn into the 
next generation of Virtual Worlds carrier, closely concerned with the 
emotional recharging of the user, or achieving integrity of the independent 
human individual functioning multi dimensionally in the virtual reality. 
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Abstract: Health Education is integrated in the subject “Biology and 
health education”  in Bulgarian schools. The challenge now is to develop 
theoretical framework for conceptualization of this education in concordance 
with contemporary trends. In this relation we analyze concept and practise 
of Social and Emotional Learning in USA and some countries in EU. Here 
we propose a brief concept of Education for health and personal 
development which integrates health issues with creation of social and 
emotional competence. Development of specific educational programs as 
well as creation of supportive school climate and activities, involving 
parents, is a part of this idea.    

 
INTRODUCTION 
A key challenge for 21st-century schools is to maintain a creative 

climate wherein all students can develop intellectually, emotionally 
and socially to their fullest potential. As a result, students will 
experience the joy of learning, academic and personal growth and 
acquire the skills that exemplify successful professional realisation, 
responsible citizenship, meaningful family life and responsible 
parenthood.   

Effective schools, those that prepare students not only to pass 
tests at school but also to pass the tests of life, are finding  that 
social–emotional competence and academic achievement are 
interwoven and that integrated, coordinated programs in both areas 
maximize students’ potential to succeed in school and throughout their 
lives.  

Also schools are now seen as ‘‘an important if not central arena for 
health promotion and primary prevention . . . in addition to the 
education of students’’ (Roeser, Eccles, & Samoroff, 2000, p. 467). 
These findings are not surprising, as shown in the work of Wang, 
Haertel, and Walberg (1997). They examined 28 categories of 
influences  on learning, which they based on reviews of 179 handbook 
chapters, 91 research syntheses, and surveys of 61 national experts. 
Wang et al. found that 8 of the 11 most influential categories involved 
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social and emotional factors (e.g., student–teacher social interactions, 
classroom climate, and peer group). 

Among the major reasons for dropping out of schools, according 
to the National Center for Education Statistics in USA (2002), several 
involve social and emotional factors: not getting along with teachers or 
peers (35.0% and 20.1%, respectively), feeling left out (23.2%), and 
not feeling safe (12.1%). Thus, it is understandable that Wang et al. 
concluded that ‘‘direct intervention in the psychological determinants of 
learning promises the most effective avenues of reform’’ (p. 210), 
which supports providing social and emotional learning in schools 
(Zins et al , 2006).  

Because many students lack social-emotional competencies and 
become less connected to school as they progress from elementary to 
middle to high school, this negatively affects their academic 
performance, behavior, and health (Blum & Libbey, 2004). There are 
no sufficient researche on this topic in Bulgaria, but results from 
studies in USA are clear. From a national sample of 148,189 sixth to 
twelfth graders, only 29%–45% of surveyed students reported that they 
had social competencies such as empathy, decision making, and 
conflict resolution skills, and only 29% indicated that their school 
provided a caring, encouraging environment (Benson, 2006). By high 
school as many as 40%–60% of students become chronically 
disengaged from school (Klem & Connell, 2004). Furthermore, 
approximately 30% of high school students engage in multiple high-
risk behaviours (e.g., substance use, sex, violence, depression, 
attempted suicide) that interfere with school performance and 
jeopardize their potential for life success (Dryfoos, 1997; Eaton et al., 
2008). 

In conclusion - there is a broad agreement in USA among 
educators, policy makers, and the public that teaching and learning in 
contemporary schools have strong social, emotional, and academic 
components (Zins, Weissberg, Wang, & Walberg, 2004). Students 
typically do not learn alone but rather in collaboration with their 
teachers, in the company of their peers, and with the encouragement 
of their families. Emotions can facilitate or impede children’s academic 
engagement, work ethic, commitment, and ultimate school success. 
Because relationships and emotional processes affect how and what 
we learn, schools and families must effectively address these aspects 
of the educational process for the benefit of all students (Elias et al., 
1997).  
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SOCIAL AND EMOTIONAL COMPETENCE AND EDUCATION IN 
EUROPE 

Unfortunately the idea of social and emotional learning as basis of 
Health Education and Health Promotion is not so popular in Europe. 
Regardless of some pioneering efforts in Spain, The United Kingdom, 
Germany, Netherlands and Sweden (see 
http://educacion.fundacionmbotin.org/index.php?a=educacion_respons
able_emocional_social ) this concept is not yet accepted as leading 
framework in educational and youth politics on administrative level in 
the European Union.  Activists in this field become more and more. 
They are organized in European Network for Social and Emotional 
Competence in Children (ENSEC). This year the third biennial 
conference of ENSEC will be held in Manchester (UK).The theme of 
the 2011 conference is “Social and emotional education across the 
world: celebrating diversity in theory, research and practice”. 

 
HEALTH EDUCATION AND SOCIAL AND EMOTIONAL LEARNING 

IN BULGARIA 
The terms Social and Emotional Learning (SEL), as well as socio-

emotional competence and education are relatively new in Bulgaria. 
Main political documents, concerning young people in Bulgaria – 
“National strategy for youth 2010 – 2011 and “Programme for 
development of education, sciences and politics for youth in Republic 
of Bulgaria 2009 – 2013  (see 
http://www.minedu.government.bg/left_menu/documents/strategies/) 
declare that care for youth is a priority task for our government. 
Realization of this responsibility is linked with whole spectrum of 
administrative and economical measures, oriented mainly toward 
professional development of children. Personal development and 
health prevention presents in those documents but without clear 
design who, how and after what kind of professional education will 
offer systemic programs, services and other educational activities to 
pupils in this connection.   

In real practise Health Education is integrated in subject “Biology 
and Health Education”, but this covers only small amount of topics, 
regarding mainly health knowledge. Since last three decades a lot of 
different health and preventive programs are running in Bulgarian 
school system. Usually they are implementing by nongovernmental 
organizations which works directly with pupils or make seminars and 
trainings for involved teachers. Most of this initiatives are for short 
term, not mutually coordinated, without scientific approval of their 
effectiveness and with no sustainability. Traditionally health is 
accepted in Bulgaria mainly as “absence of illness”. That’s why 
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traditional “Health education or health instruction” is associated 
primary with information about different illnesses and their prevention. 
Concepts of Health Promotion and Wellness are not very clear among 
teachers and usually they are not ready to link them with social and 
emotional literacy, intelligence and competence. Educational efforts 
are focused mainly on negative results of “risk behaviours”. Usually   
they are defined as “fight against”  HIV/AIDS, venereal infections, 
school violence and bulling,  drug, tobacco and alcohol  addiction, 
unwanted pregnancies, traffic of girls, injuries. As reasons for all this 
troubles public opinion is inclined to blame mainly outside conditions -  
poverty, unemployment, crisis, lack of social perspective, pure political 
management. It’s not difficult to find traces of post communist learned 
helplessness behind this common mentality.  

 
WHAT CHANGE WE NEED? 
At firs we need consensual understanding of the term “Health 

Education” which will give as fruitful ground for joined plans and actions in 
this field.  

The World Health Organization defined health as “state of 
complete physical, mental and social well-being and not merely the 
absence of disease or infirmity.”( WHO, 1948). This definition clearly 
focuses on personal and social aspects of health. From contemporary 
point of view it means that if we want to be healthy, we ought to be in 
harmony with ourselves, with other people and with Nature.  

Concepts of Emotional literacy, intelligence, competence and 
education as well as concept of Social intelligence, competence and 
education gives as perfect tool for understanding health behaviour, 
health promotion and health education.  There are a lot of empirical 
researches last two decades that prove positive effects of Social and 
Emotional learning (SEL) not only on health parameters, but also on 
improving school success, school discipline and prevention of risk 
behaviours (Durlak et al., 2011). This shoes that  Health Education 
must include Social and Emotional Learning as integrative elements. 
We could name this holistic education – EDUCATION FOR HEALTH 
AND PERSONAL DEVELOPMENT (EHPD).  Its goal could be – 
development of Health, Personal and Social competence. These three 
key competences are interwoven and they are interdependent with so 
called “academic competence”, measured by school marks and test in 
different subjects. Implementation of EHPD will improve effectiveness 
of our educational system and will put appropriate accent on personal 
grout and social competence of our children. 
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WHAT COLD INVOLVE EDUCATION FOR HEALTH AND PERSONAL 
DEVELOPMENT? 

When we create our new school programs and initiatives for 
improvement of health and prosperity of our children, we can use huge 
experience accumulated in USA and other countries developing SEL in 
last twenty years. The most powerful and influential organisation of 
educators, researchers, developers of educational programs and 
politicians in USA is Collaborative for Academic, Social and Emotional 
Learning (CASEL). Their mission and vision is ” to promote children’s 
success in school and life”. They work for a “world where families, 
schools, and communities work together to promote children’s success 
in school and life and to support the healthy development of all 
children. In this vision, children and adults are engaged life-long 
learners who are self-aware, caring and connected to others, and 
responsible in their decision-making. Children and adults achieve to 
their fullest potential, and participate constructively in a democratic 
society.”( http://casel.org/about-us/mission-vision/).  In their site 
http://casel.org  we can find a brief explanation of Social and 
Emotional Learning (SEL):  “SEL is a process for helping children and 
even adults develop the fundamental skills for life effectiveness. SEL 
teaches the skills we all need to handle ourselves, our relationships, 
and our work, effectively and ethically. These skills include recognizing 
and managing our emotions, developing caring and concern for others, 
establishing positive relationships, making responsible decisions, and 
handling challenging situations constructively and ethically. They are 
the skills that allow children to calm themselves when angry, make 
friends, resolve conflicts respectfully, and make ethical and safe 
choices. Many of the programs that teach SEL skills have now been 
rigorously evaluated and found to have positive impacts. According to 
reliable research, schools are a highly effective setting for teaching 
SEL skills. SEL is also a framework for school improvement. Teaching 
SEL skills helps create and maintain safe, caring learning 
environments. The most beneficial SEL programs provide sequential 
and developmentally appropriate instruction in SEL skills. They are 
implemented in a coordinated manner, schoolwide, from preschool 
through high school. Lessons are reinforced in the classroom, during 
out-of-school activities, and at home. Educators receive ongoing 
professional development in SEL. And families and schools work 
together to promote children’s social, emotional, and academic 
success.”( http://casel.org/why-it-matters/what-is-sel/).  
CASEL identified five core groups of social and emotional 
competencies: “ 
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‐ Self-awareness—accurately assessing one’s feelings, interests, 
values, and strengths; maintaining a well-grounded sense of self-
confidence 

‐ Self-management—regulating one’s emotions to handle stress, control 
impulses, and persevere in overcoming obstacles; setting and 
monitoring progress toward personal and academic goals; expressing 
emotions appropriately 

‐ Social awareness—being able to take the perspective of and 
empathize with others; recognizing and appreciating individual and 
group similarities and differences; recognizing and using family, 
school, and community resources 

‐ Relationship skills—establishing and maintaining healthy and 
rewarding relationships based on cooperation; resisting inappropriate 
social pressure; preventing, managing, and resolving interpersonal 
conflict; seeking help when needed 

‐ Responsible decision-making—making decisions based on 
consideration of ethical standards, safety concerns, appropriate social 
norms, respect for others, and likely consequences of various actions; 
applying decision-making skills to academic and social situations; 
contributing to the well-being of one’s school and community 
“(http://casel.org/why-it-matters/what-is-sel/skills-competencies/)  

To these five competences, in our EHPD we cold add also 
Competence for family life and parenthood. For us tis is a key 
competence not only for individual success and health, but for 
prosperity and wellbeing of future generations. 

  
RELATION BETWEEN EHPD SCHOOL CLIMATE AND 

PROFFESIONAL QALIFICATION OF TEACHERS 
Application of EHPD could have two interdependent trends in 

school education. The first one is development  of original or 
adaptation of existing foreign specific educational programs for 
children from kindergarten to grade 12, concerning different elements 
of Social and Emotional competence. These programs could deliver 
additional knowledge, work with attitudes and create specific skills in 
each separate area of competence.  Engagement in implementation of 
these specialized programs could have only teachers with appropriate 
training and qualification.  The setting could be facultative, inset in free 
from obligatorysubjects time. 

The second trend concerns whole interaction between students, 
teachers and parents in school system. The role in this process could 
have each teacher who is a leader of a class. It means that he will 
need some more fundamental qualification, skills and personal support   
(at university or post graduated level). The core of this new 
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competence for teachers could involve knowledge of group process, 
group dynamic and group roles, as well as skills in group leadership.  

More effective participation of parents in process of education for 
health and personal development of their children will need additional  
activities from our educational system. For health education and 
personal development this is critical because most of healthy life styles 
and conditions for personal grout are family dependent. That means 
that whole EHPD must involve specific programs, supporting and 
educating parents. 

Special attention in EHPD ought to be given to children in risk 
situation and children with specific educational needs. 

The task to improve health and personal growth of our children is 
complex and needs our comol efforts. I am deeply convinced that 
together we will succeed.                                          
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Abstract. In this paper a brief overview of the science key competences 
along with the traditions in Bulgarian education referring to these 
competences is made. The need of application of some key competences is 
shown off by several examples of tasks from Bulgarian ancient and modern 
textbooks. It is outlined the importance for young people to develop key 
competences in school. The necessary methodological ground for 
mastering of such competences is considered.  Some problems and 
possible ways to resolve them are highlighted.  
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1. INTRODUCTION 
The rapid pace of changes in the 21st century  way of life  and in the 

organisation of work require certain new abilities and skills of young people. 
The goal of secondary school education is not merely to achieve subject-
specific knowledge skills but to develop the needed key competences which 
help people to cope with the new demands.  “Young people must not only 
keep their specific 
job-related skills up-to-date, but also possess the generic competences that 
will enable them to adapt to change. People’s competences also contribute 
to their motivation and job satisfaction in the workplace, thereby affecting 
the quality of their work.” [1]. 

The need to equip students with necessary key competences call for 
education system to be adapted in response to new competence 
requirements through better identification of key competences. 
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2. WHAT ARE KEY COMPETENCES 
The concept of competences could be defined as a combination of 

knowledge, skills and attitudes that are particularly necessary for personal 
fulfillment and development, and social inclusion.  

Key competences are those competences which are essential in a 
knowledge society and guarantee more flexibility in the labour force, 
allowing it to adapt more quickly to constant changes in an increasingly 
interconnected world. They are also a major factor in innovation, productivity 
and competitiveness, and they contribute to the development of active 
citizenship, social integration and job satisfaction in the workplace, thereby 
affecting the quality of work. 

A recommendation on key competencies for lifelong learning has been 
developed and was adopted by the Council and the European Parliament in 
December 2006 (Education 

Council, 2006). The Recommendation is known as European Reference 
Framework [1,2] and sets out eight key competencies: 

1) Communication in the mother tongue; 
2) Communication in foreign languages; 
3) Mathematical competence and basic competences in science and 

technology; 
4) Digital competence; 
5) Learning to learn; 
6) Social and civic competences; 
7) Sense of initiative and entrepreneurship; 
8) Cultural awareness and expression. 
These key competences are all considered equally important. Most of 

them overlap and interlock: aspects essential to one domain will support 
competence in another. Nearly all of these eight key competences involve 
critical thinking, creativity, initiative, problem-solving, decision-taking etc. 

According to the recommendation of the EU Reference Framework the 
key competences are to comprise components as sociability, interactivity 
and individual activity which make them effective and useful for the 
development of individuals (Fig. 1).    

Bulgaria as an EU member has to focus its education on the identifying 
and development of key competences and therefore to ensure that young 
people have developed the competences to a level that equips them for 
adult life. It should be of special concern that the acquired knowledge, skills 
and competences form a basis for further learning and working life and that 
people would be able to develop and update their key competences 
throughout their lives. 
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Fig. 1. Basic components of the key competences 
 
According to the  European Reference Framework competences in 

science refers to the ability and willingness to use the body of knowledge 
and methodology employed to explain the natural world, in order to identify 
questions and to draw evidence-based conclusions.  

 Key competences in science comprise the following essential 
knowledge, skills and attitudes:  

 
Knowledge 

 knowledge of the basic principles of the natural world  
 knowledge of the fundamental scientific concepts, principles and methods  
 understanding of the impact of science knowledge on the natural world  

 

Skills  
 ability to use scientific data to:  
 achieve a certain goal  
 reach an evidence-based decision  
 communicate conclusions based on evidences  
 ability to recognise the essential features of scientific inquiry and to 

communicate the reasoning and conclusions that led to them  
 

Attitudes 
 critical appreciation and curiosity to the scientific progress  
 understanding of the progress along with the scientific limitations and risks  
 interest in ethical issues интерес към етични въпроси 
 respect for both safety and sustainability of the scientific progress  
 understanding the scientific progress in relation to the individual citizen, and 

communities  

individual  
activity 

sociability interactivity 
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The system of school education can play a big role in developing the 

key competences.  As a general, they are included in the National 
Educational Content Standards and decomposed in the Programmes of 
Study.    

Each school subject in conformity with its content, teaching methods, 
approaches and applied techniques could contribute to the development of 
some of the components of key competences. The total mastering of all key 
competences could be reached in all school years and all subjects in their 
integrity.     

3. ARE KEY COMPETENCES A NOVELTY IN BULGARIAN 
SCHOOL?  
A textbook “Bulgarian Arithmetic” is published in Istanbul in 1856 (36 

years later than Dr. Petar Beron’s “Fish Primer”1)). The problems included in 
this textbook require not only mathematical operations but stimulate the 
development of key competences [3,4]. A few examples are given below.       

 
Task 12). 
 
 
 
 
 
 
 
 
One of the first tasks in this textbook concerns the subtraction of 

numbers. Beside arithmetical operations this task pays attention to some 
historical facts: whom and when America has been discovered. Students 
learn as well to find a time interval. 

 
Task 2. 
 
 
 
 
 
 
 
In this case a practical skill – to determine the height of an object 

(without measuring it), is aimed to be developed. Based on the similar 
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triangles the theory is more or less complicated. Not to go deep into this 
theory, students learn a comparatively important skill.    

Modern textbooks, including those published after 2006, also include 
elements of key competences. Fig. 2 illustrates a model of the research 
approach presented and explained in a chemistry textbook  [5].  

 
 

Fig. 2. A model presentation of the research approach 
 
Another task in the same textbook [5] is based on an everyday life case:  
 

A student decides to check the potentialities of the research 
method. Below you can follow the procedure of his/her inquiry:   

Observation: A new bakery is open. On Monday at 3 p.m. the 
student buys there bread which is hot and delicious.   

Hypothesis: In this bakery one can buy hot and delicious bread 
every day at 3 p.m. 

Experiment: The student buys bread in that bakery for three 
days running.  

Finding: All of these three days bread is cold and burnt.  
Conclusion: The initial hypothesis is not true.  
New 
hypothesis: 

Only on Monday at 3 p.m one can buy hot and 
delicious bread in this bakery.  

Experiment: The experimenter buys bread at 3 p.m. for three 
Mondays running.  

Finding: Once bread is hot and twice is cold.   

Conclusion: 
Therefore the second hypothesis is not true as well. 
It is better to ask the baker when one can buy hot 
bread.   

Observation: The baker’s answer is that hot bread is available at 
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4 p.m. and on rare occasions at 3 p.m.   

New 
hypothesis: 

The baker’s answer is correct: hot bread is 
available at 4 p.m. and very rarely earlier than 3 
p.m. 

Experiment: The student buys bread for three days running at 4 
p.m.  

Conclusion: Bread is hot and delicious all of these three days.   

Theory: First you have to gather information and then to 
start an experiment.  

Verification of 
the theory: 

The verification of the theory shows that the theory 
is true.  

 
At first sight this task appears to be a little bit airy but in fact it relates the 

research methods to the solutions of everyday life problems which everyone 
encounters in his/her life, or in other words the task aims at the 
development of core competence.     

Textbooks in Biology and Health Education school subject also 
comprise topics related to the development of key competences. Some 
examples of such topics are: “Psychosexual Development” and “Sexual and 
Reproductive Health” [6]. There are permanent columns as well, such as 
“How to be Healthy”. Different aspects of health competences are described 
in these columns, for example: “Do not allow having sexual intercourse 
without your agreement, under influence of other people, of alcohol, 
psychoactive drugs, or having sex just to satisfy your curiosity or because 
you think all your friends are doing it. What is important is that you must use 
or require from your partner to use condoms to prevent unwanted 
pregnancy and sexually transmitted diseases (STDs), including HIV [6]. 

Appropriate ways to develop key competences of young people are 
such forms of informal education as learning and practice out of class and 
out of school environments. Examples of good practice for developing key 
competences are the National Competition on Key Competences [7,8] and 
European Union Science Olympiad [9,10].  

4. PEDAGOGICAL REQUIREMENTS FOR DEVELOPMENT OF KEY 
COMPETENCES IN TEACHING-LEARNING PROCESS 
Nowadays it is obvious that traditional pedagogical approaches, 

methods and educational means cannot provide key competences and 
therefore do not reach educational results necessary for the development of 
a socially mature person who is capable of full self-realization in the modern 
society. This is obviously true taking into account the essential features of 
these specific combinations of knowledge, skills and attitudes. A variety of 
studies prove that [7,8,  10-13 ].  
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On the basis of the theoretical analysis of the key competences and 
proceeding from our experience with National Competition on Key 
Competences we believe that the most important pedagogical requirements 
can be stated as follows: 

 the activity-based approach has to be applied in teaching and learning  
 interactive methods and techniques have to be widely implemented in 

the learning process  
 cross-curricular relationships have to be used 
 wide implementation of problem solving involving key competences  
 implementation of student-centered education; the teacher has to act 

as coach and facilitator rather than instructor.  

5. PROBLEMS RELATED TO THE DEVELOPMENT OF KEY 
COMPETENCES  
As stated up to here, in the secondary school there are favourable 

factors for developing of key competences. Such helpful factors are the 
legislative norms, educational documentation, traditions. Nevertheless, the 
competence-based approach is not among the priorities of the school 
education.  Which are the major problems facing the developing of key 
competences?  

Problem 1. Developing of key competences as a necessary educational 
priority is not recognized by all education policy-makers and educators. This 
fact was confirmed at a series of meetings of regional education experts 
and science teachers. These meetings were carried out in 2010/2011 
school year. The essential features, necessity and ways of implementation 
of key competences throughout the educational system were identified and 
discussed during these meetings.  

Problem 2. National Educational Content Standards, educational 
curriculum, particularly Programmes of Study and textbooks do not embed a 
full range of needed key competences. Their representation in these 
documents should be increased.   

Problem 3. A great deal of teachers does not master the necessary 
pedagogical abilities to develop key competences of their students. The 
point is that the activity, interactivity and cross-curricular-based as well as 
problem-solving and student-centered approaches must be applied in 
teaching and learning. However, teachers still act as instructors, as a 
source of information, which in many cases could be found in textbooks. 

Problem 4. National external assessment does not target at key 
competences. On one hand that is fair because students are not taught 
purposefully how to apply key competences. On the other hand the external 
assessment could contribute to bring the key competences to the fore and 
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therefore to solve Problem 1. The move to testing competence rather than 
testing knowledge is important in the fast-changing world.  

The successful solving of problems related to mastering of key 
competences by the secondary school students can be achieved only with 
the participation of all actors in the field of secondary and higher education. 
It is possible in collaboration with all institutions concerned including NGO, 
public organizations, parents, as well as educators and policy makers from 
other European countries.    

6. CONCLUSIONS 
In this paper reasons for the importance of developing key competences 

are given. It is made a brief overview of the science key competences along 
with the traditions in Bulgarian education referring to these competences. 
Authors present their perceptions about the needed methodological ground 
for efficient development of such competences.  Some problems and 
possible ways to resolve them are highlighted.  

To date, little attention has been given to the circumstances in which the 
process of developing key competencies may take place both in formal and 
informal education. We are convinced that a spotlight has to be put on the 
mastering of key competences. Citizens must be able to cope with the 
increasingly rapid changes in the work market, and to adapt to the changing 
societal needs in the context of globalization. The world is changing so fast 
that it is no longer possible to know what knowledge is relevant in the future 
and therefore what people need is a learning environment able to provide 
them with “life skills”. Such an environment will contribute to the 
improvement of the Bulgarian school education and its synchronization with 
European education.  

7. NOTES 
1) Dr. Petar Beron (1799 – 1871) is an eminent Bulgarian educator, 

physician and natural scientist who created the first modern Bulgarian 
primer, erroneously called the Fish Primer (Riben bukvar) because of a 
dolphin drawn in the end of the book. 

2) The original appearance of Tasks 1 and 2 is intact.   
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Lewis Acid Catalyzed Rearrangement of  
1,1'-Diphenyl-2,2'-spirobiindane-1,1'-diol 

 
Jane Bogdanov 

Sts. Cyril and Methodius University, Republic of Macedonia 
 

 Abstract: It is well established that 2,2’-spirobiindane ketones are 
susceptible to nucleophile-induced retro-Claisen condensations that lead to 
molecular rearrangements destroying the spiro connectivity.  In the course 
of functionalization of the 2,2’-spirobiindane skeleton, 1,1'-diphenyl-2,2'-
spirobiindane-1,1'-diol was prepared as a versatile synthetic intermediate.  
However, most of the conventional reactions failed because this spirodiol 
undergoes a facile Lewis-acid catalyzed dehydration.  The structure of the 
rearrangement product was determined and a mechanism for this 
transformation is proposed. 

 Keywords: Lewis acid, rearrangement, 1,1'-diphenyl-2,2'-
spirobiindane-1,1'-diol 

 
 
1. INTRODUCTION 

 As a part of our systematic study of spirobiindane derivatives as 
potential precursors for reactive intermediates [1] (such as diradicals), we 
have focused our attention on introduction of groups that would increase the 
persistency of the diradicals [2]. We have chosen to build the spirocenter 
early in our synthetic sequence and then to functionalize the 2,2-
spirobiindan framework.  Work done by Maslak and co-workers [3] clearly 
indicated the sensitivity of 2,2’-spirobiindan1,1’-dione (1) and similar 
systems to nucleophiles (Figure 1).  It is important to keep this in mind in 
terms of synthetic planning, because once at least two ketones are  present 
,one should avoid strong nucleophiles.  Preliminary attempts of bis-
alkylation of 2,2’-spirobiindan-1,1’-dione, 1, with phenylmagnesium bromide 
and phenyllithium resulted in the destruction of the spirosystem. Herein, we 
would like to report an interesting rearrangement we have encountered of 
one of the synthetic intermediates (1,1'-diphenyl-2,2'-spirobiindane-1,1'-diol, 
2) 
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Fig. 1: Nucleophile-induced retro-Claisen condensations of 2,2’-spirobiindan-

1,1’-dione that leads to molecular rearrangements destroying the spiro connectivity 
 
2. MATERIALS AND METHODS 
 The title compounds were purified and characterized using standard 

procedures. NMR spectra were recorded on Bruker DRX-400 spectrometer 
(400 MHz for proton) in deuterated chloroform (CDCl3) and were reported in 
ppm with respect to tetramethylsilane (2 drops per 100 g CDCl3). Infrared 
spectra were recorded on Perkin Elmer Model 1600.  as thin films between 
sodium chloride plates (reported as film). Gas chromatography was 
performed on a Varian 3700 with packed columns 1/8” diameter packed with 
5% OV-101 on Supelcoport with helium as the carrier gas with a flow rate of 
30 mL/min. High resolution mass spectrum was obtained on Waters GC-
TOF with Agilent 6890 GC. 1,1’-Dihydroxy-1,1’-diphenyl-2,2’-spirobiindanes 
were prepared by literature procedure [10].   

 
Acid induced rearrangement of 2a.  A 100 mg sample of 2a was 

dissolved in 0.7 mL of deuterated chloroform, transferred into an NMR tube 
and allowed to stand for a week on a bench top.  The traces of acid in the 
deuterated chloroform induced a rearrangement (that could be conveniently 
monitored via 1H NMR) to phenyl-[2-(3-phenyl-1-H-indene-2-ylmethyl)-
phenyl]-methanone, 3: (400 MHz, CDCl3): 7.77 (d, J = 8.0 Hz, 2 H), 7.56 (t, 
J = 7.4 Hz, 1 H), 7.42 (t, J = 7.9 Hz, 4 H), 7.38 (m, 11 H), 7.38 (s, 2 H), 3.33 
(s, 2 H).  The sample was evaporated to dryness, dried in vacuo to give 
analytically pure 3 as yellow oil; GC Rt = 14.12 min  (Varian temp. program: 
160 °C, 3 min, 8 °C/min 280 °C); HRMS (C29H22O): Calc. 386.1671, found 
386.1672 1H NMR (400 MHz, C6D6): 7.79 (m, 2 H), 7.36 – 6.96 (m, 15 H), 
6.88 (dt, J = 7.3 Hz, J = 1.5 Hz, 1 H), 3.98 (s, 2 H), 3.20 (s, 2 H); IR (liquid 
film): 1665 cm-1 (C=O).  
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3. RESULTS AND DISCUSSION 

 After careful inspection of the reaction conditions, we found that in all 
cases the Grignard or phenyllithium was added to 2 (i.e normal addition).  
We speculated that once the phenyl adds to the ketone, the resulting 
tetrahedral intermediate collapses in analogous manner to that illustrated in 
Figure 1, resulting in ring opening.  To remedy this problem, we decided to 
do a “reverse addition” i.e. slowly add a solution of the dione to a slight 
excess (2.1-2.3 equivalents) of a pre-cooled phenyllithium solution.  If the 
ring opening is slower than the second addition of phenyllithium, then we 
have a chance to obtain the elusive diphenylspirodiol.  We assumed that the 
dilithium dialkoxide should be stable under the reaction conditions and 
protonation should yield the desired product. 

 Indeed, the reverse addition gave the desired product, 2 in 69% yield 
(mixture of two diastereomers, 2a : 2b = 2.5 : 1.0). Several attempts of 
obtaining X-ray quality crystals of 2a have failed.  The stereochemistry of 2a 
and 2b was established based on 1H NMR data and via structural 
correlation with the 1,1'-dimethoxy-1,1’-diphenyl-2,2'-spirobiindane, for 
which we have obtained single crystal X-ray crystallographic data.  
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Fig. 2: Synthesis of 1,1'-diphenyl-2,2'-spirobiindane-1,1'-diols (2a and 2b). 
 

We have come to a conclusion, based on the spectral data, that the 
spirodiol, 2, is sensitive to the acidic impurities in the deuterated chloroform.  
The 1H NMR spectroscopy indicated quantitative conversion of 2a (or 2b) to 
3.  The proposed rearrangement mechanism of this acid-catalyzed 
dehydration of 1,3-spirodiols is depicted in Figure 3. 
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Fig. 3: Lewis-acid catalyzed rearrangement of 1,1'-diphenyl-2,2'-spirobiindane-1,1'-
diol to give  
 
We decided to proceed to find alternative protective groups for the tertiary 
alcohols, possibly such that could serve as radical precursor (Barton-type 
deoxygenation chemistry[4]).   If we use acetyl chloride directly on the 
dialcohol, 2, the liberated hydrogen chloride would promote rearrangement 
to 3.  An example from the literature supported this claim:  Schonberg and 
co-workers refluxed a mixture of the spirodiol and excess of acetyl chloride 
[5] and after work-up they obtained 5,11-diphenylbenzo[b]fluorene, 4. They 
rationalized its formation by the mechanism described in Figure 4 where the 
protonated 3 (3H+) was involved as an intermediate.  Our approach to 
diacetylation of the diol was rather simple.  After the addition of spirodione 
to phenyllithium, we attempted to trap the dialkoxide with acetyl chloride.  
Unfortunately, even after several attempts we were not able to isolate the 
diacetate. This result implied that transformation would be very difficult if not 
impossible.  This outcome revealed to us that the preparation of Barton-type 
esters would be very difficult or perhaps maybe not be feasible. 
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Fig. 4: Schonberg’s proposed mechanisam for rearrangement of 2 to 5,11-
diphenylbenzo[b]fluorene, 4.  
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We have attempted preparation of the cyclopropane derivative using 
the methodology developed by Walborsky [6]  involving reductive coupling 
of 1,3-diols using low valent titanium (McMurry reagent,[7,8] TiCl3/LiAlH4) to 
afford the cyclopropane.  Subjecting 2a to these conditions resulted in 
rearrangement product 3.  The presence of traces of Lewis acid, (we 
suspect unreacted TiCl3) was sufficient to trigger the rearrangement. 
Additionally, we have attempted to deoxygenate 2a using the procedure by 
Lau and co-workers [9], utilizing NaCNBH3 in presence of ZnI2, and instead 
the desired product we obtained the rearrangement product 3.  In this case 
the Lewis acid, ZnI2, was responsible for the rearrangement.  The dialcohols 
(2a and 2b) were found to be too sensitive for the desired synthetic 
manipulations. 

 
4. CONCLUSION 
 Functionalization of 1,1’-diphenyl-2,2'-spirobiindane-1,1'-diols are 

severely limited using standard reactions because this spirodiol undergoes 
a facile Lewis-acid catalyzed dehydration.  Based on the identity of the 
rearrangement product, phenyl-[2-(3-phenyl-1-H-indene-2-ylmethyl)-phenyl]-
methanone, a mechanism for this transformation was proposed. The 
dialcohols (2a and 2b) were found to be too sensitive for the desired 
synthetic manipulations, which severely limits their usefulness as synthetic 
precursors. 

 
ACKNOWLEDGEMENT 
The author expresses deep gratitude to Dr. Pshemak Maslak 

(Pennsylvania State University) for his help and valuable advices and to Dr. 
Alan Benesi and Dr. Robert Minard from Pennsylvania State University for 
their help with the acquisition of  NMR and mass specta. 

 
5. REFERENCES 
[1] Moss, R.A., Platz, M.S., Jones, M., Jr., and Editors. (2004). Reactive 

Intermediate Chemistry.  
[2] Platz, M.S. (1982) Diradicals. In Diradicals. W.T. Borden, editor. New 

York: Wiley 195. 
[3] Maslak, P., Varadarajan, S., and Burkey, J.D. (1999) Synthesis, 

Structure, and Nucleophile-Induced Rearrangements of Spiroketones. J. 
Org. Chem. 64:8201-8209. 

[4] Barton, D.H.R., and McCombie, S.W. (1975) New method for the 
deoxygenation of secondary alcohols. J. Chem. Soc., Perkin Trans. 1:1574-
1585. 

[5] Schoenberg, A., and Sidky, M.M. (1974) Formation of 11H-
benzo[b]fluorene from (±)-2,2'-spirobiindan-1,1'-dione. Dehydration of 1,3-
diols. Chem. Ber. 107:2341-2344. 



Faculty of Mathematics & Natural Science – FMNS 2011 

264 
 

[6] Walborsky, H.M., and Murari, M.P. (1980) Coupling of nonvicinal 
glycols by low-valent titanium. J. Am. Chem. Soc. 102:426-428. 

[7] McMurry, J.E., Fleming, M.P., Kees, K.L., and Krepski, L.R. (1978) 
Titanium-induced reductive coupling of carbonyls to olefins. J. Org. Chem. 
43:3255-3266. 

[8] McMurry, J.E., Silvestri, M.G., Fleming, M.P., Hoz, T., and Grayston, 
M.W. (1978) Some deoxygenation reactions with low-valent titanium 
(titanium trichloride/lithium tetrahydroaluminate). J. Org. Chem. 43:3249-
3255. 

[9] Lau, C.K., Dufresne, C., Belanger, P.C., Pietre, S., and Scheigetz, J. 
(1986) Reductive deoxygenation of aryl aldehydes and ketones and 
benzylic, allylic, and tertiary alcohols by zinc iodide-sodium 
cyanoborohydride. J. Org. Chem. 51:3038-3043. 

[10] Bogdanov, J.B. (2005) Electron Delocalization in Spiroconjugated 
Systems.  Ph. D. Thesis, The Pennsylvania State University. 

 
 



Section: “Chemistry” 

265 
 

Synthesis and Structural Characterization of  
3,3’-Dihalo-2,2’-spirobiindan-1,1’-diones 
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 Abstract: Starting from 2,2’-spirobindan-1,1’-dione, 3,3’-dibromo-2,2’-
spirobiindan-1,1’-dione, 3,3’-dichloro-2,2’-spirobiindan-1,1’-dione and 3,3’-
difluoro-2,2’-spirobiindan-1,1’-dione were prepared using standard chemical 
transformations.  For each of these derivatives six stereoisomers are 
possible (three pairs of enantiomers).  In some cases one or more of the 
diastereomers were separated and purified and using 1H NMR and single 
crystal X-ray crystallography their relative configuration was determined.  

Keywords: 3,3’-Dihalo-2,2’-spirobiindan-1,1’-diones, relative 
configuration, synthesis 

 
 

1. INTRODUCTION 
As a part of our systematic study of 2,2’-spirobiindane-1,1’-dione 

derivatives as potential diradical precursors [1,2], we have focused our 
attention on introduction of photolabile substituents such as halides. A 
convenient starting material was the “parent” compound, 2,2’-spirobiindan-
1,1’-dione.  Its synthesis is well documented in the literature [3] and we had 
experience with its preparation in our laboratory [4]. 

Our primary goal was to focus on the preparation of the 3,3’-Dihalo-2,2’-
spirobiindan-1,1’-diones (X(HH) systems, where X=F, Cl, Br), in order to 
gain understanding of the stereochemical and reactivity issues and apply it 
to the more challenging precursors (spirocyclopropane derivatives).  The 
choice of photoremovable X substituents was chlorine or bromine, because 
these are known in the literature to give diradicals either by direct photolysis 
[5,6] or by photolysis in the presence of amines [7,8], and there are many 
reliable benzylic halogenation procedures. Once the 1,3-dihalides are 
prepared they can serve as convenient diradical precursors and synthetic 
precursors for the spirocyclopropanes. 

 
2. MATERIALS AND METHODS 
 The title compounds were purified and characterized using standard 

procedures. All NMR spectra were recorded on Bruker DRX-400 
spectrometer (400 MHz for proton) in deuterated chloroform (CDCl3) using 
TMS as internal standard.  The reported X-ray structures were obtained 
using X-ray intensity data measured at 98 K (cooled by Rigaku MSC X-
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Stream 2000) on a Bruker SMART APEX CCD area detector system 
equipped with a graphite monochromator and a MoKα fine–focus sealed 
tube (λ = 0.71073 Å) operated at 1600 W (50 kV, 32 mA). 

 
3. RESULTS AND DISCUSSION  
 3.1 Practical assignment of relative stereochemistry 
 In the course of this study no optically active spiro compounds or 

reagents were used, so both enantiomers are always present in equal 
amounts (all materials are racemates).  Since the tetrahedral stereogenic 
centers on the carbons 3 and 3’ are equivalent in terms of their substituents, 
only six stereoisomers (three pairs of enantiomers) are, in fact, expected for 
the idealized geometry of these spiro compounds.  When one deals with 
racemic mixtures with several chiral centers, the naming scheme becomes 
quite cumbersome.  However, for racemic compounds only the relative 
configurations are important.  Such relative configurations should be quickly 
recognizable and be rich in stereochemical content pertinent to the system 
under study. The crucial stereochemical concern is the relative orientation 
of the X and H substituents.  To completely state the relations between 
these substituents, it is sufficient to relate just two (one on carbon 3, and 
one on carbon 3’).  Since one pair (the hydrogens) of the substituents will 
be the permanent fixture of the spirosystem, while the other will be removed 
to generate the radical center, it would be desirable to indicate the relative 
stereochemistry of the “permanent” pair (i.e. in this specific case the 
hydrogens). The three diastereomeric racemates of the synthetic precursors 
should in principle have different enough physico-chemical properties, both 
chromatographically and spectroscopically, to be separable and identifiable.  
From the point of view of the NMR techniques, inspection of models 
indicates that there are two symmetrical and one non-symmetrical 
diastereomers (symmetrical in terms of chemical shift equivalency of the 
“halves”).  The non-symmetrical isomers would yield two sets of signals (the 
two spiro sub-systems will be non-equivalent). The non-symmetrical isomer 
(C1 space group), will always correspond to mixed label, X(mHH).  On the 
other hand, the two symmetrical isomers will have only one set of signals 
(for both subunits).  These isomers are C2 symmetric, and will always have 
the designation anti, X(aHH) or syn X(sHH).  The only method to distinguish 
between the anti and syn stereoisomers is the one that is unrivaled in 
structural chemistry-single crystal X-ray crystallography.   

 



Section: “Chemistry” 

267 
 

O
O

X

H

X H

H

X
X(aHH)

O
O

H

H

X X

O

O

H X

H

X

O

O

X H

X(mHH)

O
O

H

X

H X

X

H

O

O

X H

X(sHH)

.

.

.

RRR

RRR

RRR

RRS

RRS

RRS

SRS

SRS

SRS

X = Br

X = F

X = Cl

B(aHH)

F(aHH)

C(aHH)

X = Br

X = F

X = Cl

B(mHH)

F(mHH)

C(mHH)

X = Br

X = F

X = Cl

B(sHH)

F(sHH)

C(sHH)

anti

mixed

syn

 
Fig. 1: Three possible diastereomers of 3,3’-(dihalo)-2,2’-spirobiindan-1,1’-

dione, X(HH) system.  Only one enantiomer of each pair is shown. 
 
 Additional potential complications arise from the fact that in the non-

idealized structures five-membered rings are not flat but adopt a so-called 
“envelope” conformation   This deviation from planarity becomes evident 
from structural calculations and literature X-ray structure of 2,2’-
spirobiindan-1,1’-dione [9] as well as those obtained in our laboratory [4].  In 
solution, however, there is conformational flexibility.  The energy differences 
between extreme conformers are low [10,11], so the interconversion in 
solution at 25 ºC is rapid [12,13]. As indeed was observed, the rings rapidly 
(faster than the NMR time-scale) swing between the extremes, giving “time 
averaged” signals simplifying the analysis based on the idealized “flat” 
structures (Fig. 5). 

 
 3.2. Synthesis of the 3,3’-Dihalo-2,2’-spirobiindandione Systems 
 The synthesis of the simplest precursors, B(HH), started with N-

bromosuccinimide bromination of 2,2’-spirobiindan-1,1’-dione, 2.  Based on 
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the 1H NMR spectrum of the crude reaction mixture, only two isomers of the 
3,3’-dibromo-2,2’-spirobiindan-1,1’-dione were obtained (B(aHH) and 
B(mHH)).  This is a peculiar finding, because in free-radical reactions the 
intermediate benzylic radicals are expected to be planar, there should not 
be any differentiation between the faces, and one would expect all three 
diastereomers (Figure 2).  The reason for this behavior has not been 
investigated. The isomers were separated by chromatographic means and 
were further purified via recrystallization.  The B(aHH) and B(mHH) isomers 
gave  crystals suitable for X-ray crystallography (Figure 6) .  

O
O

Br

H

Br H

B(aHH)
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H Br

B(sHH)
not observed24% 7%  

 
Fig. 2:  Synthesis of 3,3’-dibromo-2,2’-spirobiindan-1,1’-diones (B(aHH) and 

B(mHH) ) via NBS bromination of 2,2’-spirobiindan-1,1’-dione. 
 
 The B(aHH) isomer served as a valuable intermediate (most 

abundant and easily separable).  Silver tosylate assisted hydrolysis in 
dioxane/water resulted in a mixture of three dialcohol isomers, whose 
stereochemistry was not determined.  Treatment of the dialcohols with 
thionyl chloride gave a mixture of three dichlorides, of which two were 
successfully separated and purified (C(aHH), C(mHH)) and their relative 
stereochemistry established by X-ray crystallography (Fig. 3). 

O
O

Br

H

Br H

B(aHH)

O
O

OHHO

3 isomers

dioxane/H2O

AgOTs
100 oC

SOCl2

O
O

Cl

H

Cl H

C(aHH)

O
O

H

H

Cl Cl

C(mHH)

O
O

H

Cl

H Cl

C(sHH)

++

present, not isolated
13% 48%  

Fig 3.: Synthesis of 3,3’-dichloro-2,2’-spirobiindan-1,1’-diones. 
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We intetended to prepare the 3,3’-difluoro-2,2-spirobiindan-1,1’-dione, 

F(HH), and subject it to benzylic bromination in order to obtain system 
should provide increased stability of the diradical.  The synthetic approach 
was rather simple.  We subjected crude 3,3’-dibromo-2,2-spirobiindan-1,1’-
dione (~ 84% pure) B(aHH) to fluoride-bromide exchange using silver 
fluoride [14-16]. This kind of exchange is believed to proceed via 
carbocation mechanism.  Since the carbocations are planar and there is no 
preferential face of attack by the fluoride, one would expect three difluoro 
isomers.  Indeed, the crude reaction mixture contained three difluoro 
isomers, of which two (F(sHH) and F(mHH)) were isolated by 
chromatographic means (Figure 4).  Further purification via recrystallization 
resulted in X-ray quality crystals, and the relative stereochemistry was firmly 
established. 
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Fig. 4: Synthesis of 3,3’-difluoro-2,2’-spirobiindan-1,1’-diones. 
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Fig. 5: 1H NMR spectra of two diastereomers of 3,3’-dibromo-2,2’-spirobiindane-
1,1’-dione, B(aHH) (left) and  B(mHH) (right ) in CDCl3 (400 MHz).   
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Fig. 6: ORTEP drawings of B(aHH) (left) and  B(mHH) (right). Displacement 
ellipsoids are drawn at 50% probability level. 
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Abstract: Sulfur being the third most abundant element next to carbon 

and hydrogen poses a serious threat in view of both economy and 
environment. Acute toxicity is one of a batch of tests used in environmental 
risk assessment to determine the safe use and disposal of organic 
chemicals. Estimation methods based on readily available chemical 
properties that can be correlated with acute toxicity are useful for identifying 
compounds likely to present the greatest environmental risk and for gaining 
an understanding of the mechanism of toxicity. It is necessary to distinguish 
between general toxicity (or narcosis) and specific (or reactive) toxicity. 
General toxicity occurs by non-specific disruption of the functioning of the 
cell membrane. Specific toxicity refers to chemicals that interact with or 
disrupt the function of a defined receptor site. The aim of this work is to 
define the acute toxic action of sulfur containing compounds which can be 
found in the petroleum. 

Keywords: acute toxicity, sulfur compounds, petroleum 

1. INTRODUCTION 
Petroleum is one of the most complex mixtures known with respect to 

the number of individual species. The composition of crude oil can vary 
greatly from source to source. However, all crude oils are mainly composed 
of carbon and hydrogen in the form of alkanes, naphthenes and aromatics, 
i.e. hydrocarbons. In addition, minor amount of sulfur-, oxygen- and 
nitrogen-containing heterocycles, and trace amount of metals like vanadium 
and nickel are also found. The abundance of heteroatoms rises with 
increase in average molecular weight of the sample, which in turn is related 
to boiling point of distillation. Although heterocycles containing S, O and N 
represent a minor portion in most crude oils, they are of crucial importance 
for exploration, production and refining of petroleum. Generally, sulfur 
content in crude oils varies from 0.05 to 13.95 wt %. Oils containing, 
however, more than 1 wt % are considered as sulfur rich oils [8]. 
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The trend for limits on sulfur content in transportation fuels, due to 
environmental pollution, is gradually declining. SOx, a major air pollutant 
causing acid rain, from petroleum-derived fuels also poses a serious threat 
to the environment. Sulfur compounds also affect the emission of NOx and 
hydrocarbons from automobile engines by reducing the activity of catalytic 
converters. Moreover, sulfur oxides have detrimental effects on human 
health, wildlife and agricultural productivity. Therefore, most countries have 
defined the limits on sulfur in transportation fuels, being the major source of 
SOx, in order to protect the environment [8]. 

The price of crude oil, the major backbone of a developed economy, is 
largely decided by the amount of sulfur in it. Moreover, sulfur being the most 
abundant hetero element in crude oil is of more concern than other 
heteroatoms. However, the source of such high amount of sulfur in fossil 
fuels still remains a mystery. Sulfur exists both in aliphatic and aromatic 
form in crude oil. All are collectively termed organic sulfur compounds 
(OSC) [8]. 

Sulfur is in the same column of the periodic table as oxygen, but being 
the third-period element means that sulfur is less electronegative and more 
polarizable than oxygen. Thus, thiols and sulfides bear an obvious 
resemblance to alcohols and ethers, respectively. Sulfides are easily 
oxidized; initially to produce sulfoxides, whereas further oxidation leads to 
the formation of sulfones. Sulfoxides and sulfones are typically represented 
as having sulfur–oxygen double bonds and thus an expanded octet around 
the sulfur. However, the sulfur-oxygen double bond is not a double bond in 
the same sense as a carbon–carbon or carbon-oxygen double bond. In the 
latter two cases, the “second bond” arises from -overlap of p-orbitals. 
Because sulfur has lower energy d-orbitals, it is thought that the sulfur–
oxygen double bond is a result of an overlap of an oxygen p-orbital with a 
sulfur d-orbital. It was hypothesized that this atypical double bond may 
affect the toxicity of sulfur-containing compounds [10]. The aim of this work 
is to define the acute toxic action of sulfur containing compounds which can 
be found in the petroleum. 

2. MATERIAL AND MEYHODS 
Compounds. The organic sulfur compounds for acute toxicity (aquatic 

and terrestrial species) were collected. The name of compounds are 
presented (Table 1). 

Acute Aquatic Toxicity Data. Toxicity values of sulfur compounds to 
Tetrahymena pyriformis were obtained from the literature [10] and reported 
in Table 1. Population growth impairment was assessed after 40h with the 
common ciliate T. pyriformis.  
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Acute Terrestrial Toxicity Data. The experimental data for rat (oral LD50 
values) were collected from the literature [3]. 

EcoSAR software. EcoSAR is a user-friendly computer programme 
developed and routinely applied by the US EPA for predicting aquatic 
toxicity to fish, daphnids and algae [4]. This software was used for grouping 
of the chemicals. 

Log P. Data for the logarithm of the 1-octanol-water partition coefficient 
(log P) were obtained from the KOWWIN software [5]. Where possible 
measured log P values were verified and used in preference to calculated 
values. 

Baseline models. In this study several models were used for non-polar 
compounds to aquatic and terrestrial species to determine the acute toxicity 
of organic sulfur compounds (Tables 1). 

Baseline model (saturated alcohols and ketones) of Tetrahymena 
pyriformis [2]: 
(1) log(1/IGC50)=0.78*logP–2.01                                                                

 n = 87     R2 = 0.96     s = 0.20      F = 2131 
Baseline model (saturated alcohols and ketones) of Rat (oral LD50) [6]:  

(2) log(1/LD50) = 0.805*logP – 0.971*log(0.0807*10log P+1) + 0,984           
 n = 54     R2 = 0.824     s = 0.208       F = 35.3 
Excess toxicity. The property - excess toxicity - was used to define the 

toxicity of chemicals (reactive or nonrective) [6]. The extent of excess 
toxicity was determined as the toxic ratio (TR), which was calculated by the 
following equations 3-4 [6, 7]:  
(3) TR = log(1/C)exp – log (1/C)calc                  
(4) TR=(predicted baseline toxicity)/(observed toxicity)                   

Mode of action. For environmental toxicants four broad classes of mode 
of action have been identified – from class I to class IV [9, 11]. 

3. RESULTS AND DISCUSSION 
There are several modes of action for acute toxicity. The sulfur 

compounds were classified as neutral organics, thiols (mercaptans), 
thiophenes, vinyl/allyl sulfones from the EcoSAR software. For the organic 
sulfur compounds mode(s) of toxic action, where toxicity is observed to be 
(or not to be) in excess of narcosis, the possible mechanism is (ir)reversible, 
i.e. the toxicity is (not) observed to be related to hydrophobicity and is (not) 
in excess of baseline toxicity for the compounds (Fig. 1). 
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Fig. 1: Plot of toxicity to Tetrahymena pyriformis vs log P for sulfur compounds 

showing baseline toxicity. 
 
Therefore, among sulfur compounds are recognized narcotics and 

reactive chemicals. 
 

Tab. 1: Experimental and predicted values of organic sulfur compounds 
Name of 

compound 
logP Exp. 

T. 
pyrifor

mis 
log(1/ 

IGC50), 
Mmol/l 

Pred. 
T. 

pyriformis 
log(1/IGC50), 

Mmol/l 
/TR 

Exp. 
oral 
Rat 
LD50 

Mmol/ 
Kg 

Pred. 
oral Rat 

LD50 
Mmol/Kg 

/ TR 

Cycloheanethiol 3.05b -0.004 0.369/-0.37  
1-Heptanethiol 3.72b 1.02 0.892/0.13  
Hexane-1,6-dithiol 3.18b 0.63 0.470/0.16  
Octane-1,8-dithiol 4.16b 1.19 1.235/-0.04  
1,4-Dithiane 0.77a -0.11 -1.409/1.30 23.02 27.54/1.20 
2,2'-Bithiophene 3.75a 1.04 0.915/0.13  
Propyl sulfide 2.88b -0.003 0.236/-0.24  
n-Butyl sulfide 3.87b 1.04 1.009/0.03 15.18 25.25/1.66 
Sulfurous acid, 
diethyl ester 

0.99b -0.99 -1.238/0.25  

Di-n-propyl 
sulphite 

1.97b 0.09 -0.473/0.56  

Diethylsulfate 1.14a -0.70 -1.121/0.42 5.71 38.55/6.75 
Sulfuric acid, 
dibutyl ester 

3.11b 0.62 0.416/0.20  

Dimethyl sulfoxide -1.35a -2.44 -3.063/0.62 185.59 0.79/0.004 
Dipropyl sulfoxide 0.74b -1.22 -1.423/0.21 3.72 26.60/7.14 
1,1'-
sulfinylbisbutane 

1.72b -0.26 -0.668/0.41  

Dimethyl sulfone -1.41a -2.20 -3.110/0.91 53.12 0.70/0.013 
Diethyl sulphone -0.59a -1.84 -2.470/0.63  
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1,1'-sulfonylbis 
butane 

1.84b -0.26 -0.575/0.31  

Vinyl sulfone -0.40b 1.41 -2.32/3.73 0.27 4.45/16.44 
Methyl vinyl 
sulfone 

-0.75b 0.99 -2.59/3.59 5.37 2.37/0.44 

Ethyl vinyl sulfone -0.26b 0.11 -2.213/2.32  

Thiophenol 2.52a 1.66 -0.044/1.70 0.42 40.89/97.51 

Thianaphthene 3.12a 0.26 0.424/-0.16  

Phenoxathiin 4.54a 2.04 1.531/0.51  

(Ethythio)benzene 3.20a 0.30 0.486/-0.19  

Benzene, 
(propylthio)- (9CI) 

3.58b 0.86 0.782/0.08  

(Allylthio)benzene 3.51a 0.69 0.728/-0.04  

Phenyl vinyl 
sulphide 

2.95b 0.42 0.291/0.129  

Phenyl vinyl 
sulphoxide 

0.78b 0.16 -1.402/1.56  

(Ethylsulphonyl)be
nzene 

1.05b -0.79 -1.191/0.40  

Allyl phenyl 
sulfone 

1.41b 0.31 -0.910/1.22  

Phenyl vinyl 
sulphone 

0.92b 1.28 -1.292/2.57  

 aExperimental value of logP;  bCalculated value of logP. 
 
A number of reliable baseline equations are available for different 

organisms (aquatic (Tetrahymena pyriformis) and terrestrial (Rat)) and 
endpoints (IGC50, LD50). Baseline models (eqs 1-2) for different species 
(aquatic and terrestrial) were applied to organic sulfur compounds (Table 1). 
On the basis of calculated and experimental values for acute toxicity, the 
toxicity ratio (TR) as the ratio of the calculated baseline toxicity over the 
experimentally determined value was calculated. A TR-value less than one 
could indicate rapid hydrolysis and/or biotransformation of the parent 
compound by the organism to non-toxic metabolites [1]. 

4. CONCLUSION 
A series of aliphatic and aromatic sulfur-containing compounds were 

evaluated in the T. pyriformis population growth impairment assay (IGC50) 
and oral Rat (LD50) for acute toxicity. The endpoints are a result of different 
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routes of exposure in various species. The effect of a chemical is dependent 
on the species, route of exposure, and dose. The structure of sulfur 
compounds is varied, suggesting a different reactivity (non-covalent and 
covalent interactions). 

5. REFERENCES 
[1] Aptula, A.O. and Roberts D.W. (2006) Mechanistic applicability 

domains for non animal-based prediction of toxicological end points: 
General principles and application to reactive toxicity, Chem. Res. 
Tox. 19, 1097-1105. 

[2] Ellison, C.M., Cronin, M.T.D., Madden, J.C., Schultz, T.W. (2008) 
Definition of the structural domain of the baseline non-polar narcosis 
model for Tetrahymena pyriformis, SAR and QSAR in Environmental 
Research 19, 751-783. 

[3] http://chem.sis.nlm.nih.gov/chemidplus/ 
[4] http://www.epa.gov/oppt/newchems/tools/21ecosar.htm 
[5] http://www.epa.gov/oppt/exposure/pubs/episuite.htm 
[6] Lipnick, R.L. (1991) Outliers-Their origin and use in the classification 

of molecular mechanisms of toxicity, Science of the Total 
Environment 109, 131–153. 

[7] Nendza, M. and Müller, M. (2007) Discriminating toxicant classes by 
mode of action: 3. Substructure indicators, SAR and QSAR in 
Environmental Research 18, 155–168. 

[8] Panda, S.K. (2006) Liquid Chromatography and High Resolution 
Mass Spectrometry for the Speciation of High Molecular Weight 
Sulfur Aromatics in Fossil Fuels, NRW Graduate School of 
Chemistry University of Münster Germany. 

[9] Russom, C.L., Bradbury, S.P., Broderius, S.J., Hammermeister, D.E. 
and Drummond R.A. (1997) Predicting modes of toxic action from 
chemical structure: Acute toxicity in fathead minnow (Pimephales 
promelas), Environ. Toxicol. Chem. 16, 948–967. 

[10] Schultz, T.W., Sinks, G.D., Miller, L.A. (2001) Population Growth 
Impairment of Sulfur-Containing Compounds to Tetrahymena 
pyriformis, Environmental Toxicology 16, 543-549. 

[11] Verhaar, H.J.M., van Leeuwen C.J., Hermens J.L.M. (1992) 
Classifying environmental pollutants. 1. Structure activity 
relationships for prediction of aquatic toxicity, Chemosphere 25, 471-
91.  



Faculty of Mathematics & Natural Science – FMNS 2011 

278 
 

Predicting the Acute Toxic Potential of Michael 
Acceptors for Mammalian 

 
Yana Koleva 

Department of Organic Chemistry, University "Prof. Assen Zlatarov", 1 
Prof. Yakimov str., 8010 Bourgas, Bulgaria  

 
Abstract: QSAR models based upon a narcosis mechanism represent 

baseline (minimum) toxicity which can be applied for defining excess toxicity 
of reactive chemicals and their interpreted in terms of Michael addition 
mechanistic domain. The aim of the researching was made an attempt to 
form mechanistic category for mammalian acute toxicity with regard to their 
excess toxicity based on baseline acute toxicity models for rat with routes of 
administration oral and an attempt to be applied quantitative and 
mechanistic read-across using an electrophilicity index (ω) for Michael 
acceptors. This study also demonstrates the utility of ω to make predictions 
of Michael acceptors of unsaturated aldehydes and ketones using a 
mechanism-based read-across model. The mechanism-based read-across 
is a powerful, transparent, mechanistically interpretable methodology 
suitable for risk assessors and regulators to make computational predictions 
as part of an intelligent testing strategy. 

Keywords: Michael acceptor, acute toxicity, mammalian 

1. INTRODUCTION 
The use of QSAR in ecotoxicology is well established, and predictions 

can be made with sufficient accuracy for a number of endpoints and wide 
variety of chemicals. The situation in mammalian toxicology is rather 
different. There are a number of reasons for this, namely the wide variations 
in the quality and source of experimental data, in the organisms used, 
combined with a limited understanding of the biological mechanisms 
involved. Thus, although a considerable amount of data is available, the 
modelling can be problematic [3]. Often the problem is related to the 
different laboratories and different protocols used. Despite this, there have 
been numerous efforts for developing QSAR models for acute mammalian 
toxicity [2, 13]. 

Non-testing data can be provided by the following approaches: a) 
structure-activity relationships (SARs) and quantitative structure-activity 
relationships (QSARs), collectively called “(Q)SARs”; b) expert systems 
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incorporating (Q)SARs and/or expert rules; and c) grouping methods 
(categories and read-across). These approaches can be used to assess 
acute toxicity if they provide relevant and adequate data for the chemical of 
interest [14]. At the moment there is little information about the formal use of 
(Q)SARs in support of regulatory decisions related to acute toxicity. Read-
across has been used to a limited extent, and on a case by case basis [10]. 
Nevertheless, the spirit of REACH for increased safety of chemicals by 
more comprehensive use of existing information and utilization of non-
testing methods where possible is driving the development of reliable 
(Q)SAR models and grouping approaches. 

The observation that in the field of mammalian toxicity the QSAR 
models are strictly limited to a well-defined class of chemicals is outlined in 
a number of studies [2, 7]. It is reasonable taking into account that a QSAR 
generally presumes identical modes of action of the compounds under the 
study. In contrast to the aquatic toxicity where often there is a predominance 
of non-specific effects and log P (octanol-water partition coefficient) is a 
sufficient predictor of the toxicity, the situation in mammalian toxicity is 
rather different and even small changes in chemical structure can result in 
different modes of toxic action [7]. 

Reactive electrophilic chemicals fall naturally into several mechanistic 
domains based on classic organic reaction chemistry. The major domains 
are Michael type acceptor, SNAr, SN1, SN2, Schiff base formation, and acyl 
transfer [1]. Of these, Michael type addition is proving to be important in 
toxicity and is well-studied. The basic criteria for a compound to be a 
Michael type acceptor are summarized in Scheme 1.  

 

Mechanistic domain     Protein binding reaction           Modified protein 

X CH2 Nu - Protein X
Nu

Protein
              

Michael acceptors           
Scheme 1: Michael type addition reaction and applicability domain 

 
With regard to the activating group X on the double or triple bond in 

Scheme 1, the effectiveness (or strength of reaction) is related to the ability 
of the functional group to stabilize a positive charge on the carbon atom to 
which it is bound. Substituents on the α- and β-carbon atoms of the 
unsaturated chemicals can have a strong influence on Michael reactivity [1]. 

The aims of this study were to be defined possible mechanistic domain 
of chemicals to mammalian, to evidence excess toxicity of the possible 
reactive chemicals (Michael acceptors) through a baseline toxicity narcosis 
QSAR models for rat with routes of administration oral LD50 and to apply a 
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method for computational mechanistic read-across utilizing the ω 
parameters, having assessed its domain of applicability. 

2. MATERIAL AND METHODS 
Experimental details. For oral rat LD50 toxicity data were collected 9 

unsaturated reactive chemicals (toxicity data are listed in Table 1) [6, 9]. 
The data were obtained from different labs, and with different strains of 
animals, hence, some uncertainty exists in the robustness of these values. 
The same factors will also contribute to the uncertainty in the read-across 
derived predictions of toxicity. All LD50 [Mg/Kg] values were converted into 
log (1/LD50) [Mmol/kg] values. 

Mechanistic domain of acute toxicity for mammalian. Nine chemicals for 
oral rat containing a polarized alkene and alkyne moiety were identified as 
potentially belonging to the Michael addition domain using the structural 
rules defined recently [1,8,12]. The chemicals studied are listed in Table 1. 

Calculation of (baseline) minimum toxicity effect and excess toxicity. 
Compounds acting by a more specific mechanism than narcosis can be 
identified by comparing their toxicity with that predicted by a baseline 
narcosis equation, according to equation (1). Chemicals with TR values that 
are less than 2 may be considered as acting by a narcosis mechanism. By 
contrast, chemicals for which TR is greater than 2 are assumed to be acting 
by a more specific mechanism (Table 1) [8].  
(1)                          TR=LD50pred/LD50exp                                                                        

Baseline model (saturated alcohols and ketones) of Rat (oral) [8]:  
(2)   log(1/LD50) = 0.805*log P – 0.971*log(0.0807*10log P+1) + 0,984                            
n = 54     R2 = 0.824     s = 0.208       F = 35.3 

Computational chemical calculations. All calculations on chemical 
structure were performed using the Gaussian03 package of programs 
utilizing the B3LYP/6-31G(d) level of theory [5]. The global electrophilicity 
parameter (ω) was then calculated for each optimized chemical as shown 
by eqs 3-5 [11]. 
(3)                            electrophilicity index (ω) = μ2 / 2η                                                     
                    in which 
(4)                             μ = (EHOMO + ELUMO)/2                                                                        
(5)                             η = ELUMO - EHOMO                                                                                                                      

where EHOMO and ELUMO are the one-electron energies of the highest 
occupied and lowest unoccupied molecular orbitals respectively. 

Read-across predictions. Read-across predictions for the chemicals  
 in Table 1 were made using the following methodology [4].  



Section: “Chemistry” 

281 
 

3. RESULTS AND DISCUSSION 
The chemicals as unsaturated aldehydes and ketones, which containing 

a polarized alkene or alkyne moiety (or their combination) were identified as 
potentially belonging to the Michael addition domain using the structural 
rules defined recently [1, 12]. Michael acceptors acting by more specific 
mechanisms and exhibit excess toxicity. Perhaps the largest class of 
chemicals showing excess toxicity are those that act by undergoing covalent 
binding to nucleophilic sites on one or more biological macromolecules and 
act as electrophile toxicants. Michael acceptors are covalent binding 
chemicals and are reactive for rat oral LD50 in Table 1.  

The equation 2 for saturated monohydric alcohols and monoketones for 
oral rat LD50 was applied into Michael acceptors of Tables 1, which are 
reactive than narcosis mechanism. Their TR values can be seen in Table 1. 
The chemicals were defined in a mechanistic category according to TR – 
Michael addition. In general in this reactive category are chemicals with 
excess toxicity greater than 2 (TR > 2). 

In this study, the electrophilic index (ω) was used to rank ‘excess’ 
chemicals in Michael mechanistic domain for rat oral LD50 based on their 
electrophilicity, with the rationale being that chemicals that have similar ω 
values should have approximately similar acute toxicity potential (Table 1).  

Examination of the Michael acceptor chemicals in Table 1 for rat oral 
LD50 reveal that a relationship suitable for traditional QSAR development 
does not exist between log (1/LD50) and ω (Fig. 1). 
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Fig. 1: Plot of log (1/LD50) vs ω for rat. 
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Tab. 1. Structures of the chemicals for rat oral LD50 used in this study 
ranked by electrophilicity index (ω) and their prediction by read-across 

CAS 
number 

NAME Structure Exp 
Rat 
Oral 
LD50 

[Mg/Kg] 

TR ω Pred 
LD50 by 

ω 

106-51-4 1,4-
Benzoquinone 

OO

 
130 10.33 3.893

7 
NP 

130-15-4 1,4-
Naphthoquinon

e 

O

O  

190 38.96 2.976
7 

186.23 

13061-80-
8 

4-Hexen-1-yn-3-
one 

O 71 27.36 1.974
7 

60.46 

107-02-8 2-Propenal 
O 

26 18.95 1.843
3 

29.91 

78-85-3 2-Methyl-2-
propenal O

140 13.32 1.706
1 

141.18 

78-94-4 3-Buten-2-one O 23.1 52.07 1.660
5 

39.88 

123-73-9 2-Butenal, (E)- 
O  80 19.52 1.657

8 
87.73 

814-78-8 3-Methyl-3-
butene-2-one O

 
180 15.63 1.557

6 
88.46 

64011-46-
7 

4,5-Epoxy-2-
pentenal 

OO  
62 7.70 1.522

7 
NP 

4. CONCLUSIONS 
The read-cross method is a powerful, transparent, mechanistically 

interpretable methodology suitable for risk assessors and regulators to 
make computational predictions as part of an intelligent testing strategy. 
Importantly, the study has also demonstrated the ability of ω to be used, 
within carefully considered mechanistic applicability domains, to perform 
mechanism-based read-across to predict acute toxic LD50 values for 
mammalian. 

5. REFERENCES 
[1] Aptula, O.A. and Roberts, D.W. (2006) Mechanistic applicability 

domains for nonanimal-based prediction of toxicological endpoints: General 
principles and application to reactive toxicity, Chem. Res. Toxicol. 19, 1097-
1105. 



Section: “Chemistry” 

283 
 

[2] Cronin, M.T., Dearden, J.C. (1995) QSAR in toxicology. 2. Prediction 
of acute mammalian toxicity and interspecies correlations, Quant. Struct.-
Act. Relat. 14, 117-120. 

[3] Cronin, M.T., Dearden, J.C., Walker, J.D., Worth, A.P. (2003) 
Quantitative Structure-Activity Relationships for human health effects: 
Commonalities with other endpoints, Environ. Toxicol. Chem. 22, 1829-
1843. 

[4] Enoch, S.J., Cronin, M.T.D., Schultz, T. W., Madden, J.C. (2008) 
Quantitative and mechanistic read across for predicting the skin 
sensitization potential of alkenes acting via Michael addition, Chem. Res. 
Toxicol. 21, 513–520. 

[5] Frisch, M.J., Trucks, G.W., Schlegel, H.B., Scuseria, G.E., et al. 
(2003) Gaussian03, Revision B.04, Gaussian, Inc., Wallingford, CT. 

[6] Guilian, W., Naibin, B. (1998) Structure-activity relationships for rat 
and mouse LD50 of miscellaneous alcohols, Chemosphere 35, 1475-1483. 

[7] Jäckel, H., Klein W., (1991) Prediction of mammalian toxicity by 
Quantitative structure-activity relationships: Aliphatic amines and anilines, 
Quant. Struct. Act. Relat. 10, 198-204.  

[8] Lipnick, R.L. (1991) Outliers-Their origin and use in the classification 
of molecular mechanisms of toxicity, Science of the Total Environment 
109, 131–153. 

[9] NIOSH/RTECS; website: http://chem.sis.nlm.nih.gov/chemidplus/ 
[10] OECD (2006). Report on the Regulatory Uses and Applications in 

OECD Member Countries of (Q)SAR Models in the Assessment of New and 
Existing Chemicals. 

[11] Parr, R.G., Szentpaly, L.V., and Liu, S. (1999) Electrophilicity index, 
J. Am. Chem. Soc. 121, 1922-1924. 

[12] Schultz, T.W., Yarbrough, J.W., Hunter, R.S., and Aptula, A. O. 
(2007) Verification of the structural alerts for Michael acceptors, Chem.Res. 
Toxicol. 20, 1359–1363. 

[13] Tsakovska, I., Netzeva, T., Worth, A. (2006) Review of (Q)SARs for 
Mammalian Toxicity, JRC report EUR 22486 EN, Ispra, Italy, European 
Commission, Joint Research Centre. 

[14] Worth, A.P., Bassan, A., Gallegos, A., Netzeva, T. I., Patlewicz, G., 
Pavan, M., Tsakovska, I., Vracko M. (2005) The Characterisation of 
(Quantitative) Structure-Activity Relationships: Preliminary Guidance, JRC 
report EUR 21866 EN, European Chemicals Bureau, Joint Research 
Centre, European Commission, Ispra, Italy. 

 



Faculty of Mathematics & Natural Science – FMNS 2011 

284 
 

Sn(II)-ion-selective electrode based on 
chalcogenide glasses  

 
Lilia Aljihmani, Venceslav Vassilev 

Department of Non-Ferrous Metals and Semiconductors Technology, 
University of Chemical Technology and Metallurgy, 8 Kliment Ohridski blvd., 

1756 Sofia, Bulgaria e-mail: venciv@uctm.edu 

Abstract: Sn(II)-ion-selective-electrodes (Sn(II)-ISE) were created on 
the base of new chalcogenide glasses  from the As2Se3-Ag4Sse-SnTe 
system. (Sn(II)-ISE) include composite membranes and a construction from 
the coated wire-type. The basic analytical characteristics of ISE: linear 
range, slope of the electrode function, working pH-range, limits of detection, 
results reproduction and response time were studied. The influence of some 
mono-charged and double-charged interfering ions on the response of 
Sn(II)-ISE is investigated. A mechanism, which explains the studied 
dependencies, is proposed.  

Keywords: ion-selective-electrode, chalcogenide glasses, glassy 
electrode. 

1. INTRODUCTION 
Trachtenberg and co-workers [1,2] applied chalcogenide glasses (ChG) 

as ion-selective electrochemical sensors. Recently, many glassy sensors for 
detection of Ag+ [3], Cu2+ [4], Pb2+ [5], Cd2+ [6], Fe3+ [7], Zn2+ [8] and other 
ions have been developed. ChG are widely spread in application as 
membrane material of ISE [9]. 

The aims of this paper are creation of solid-state Sn(II)-ions on the base 
of ChG of As2Se3-Ag4SSe-SnTe system [10] and investigation of their 
analytical characteristics. 

2. EXPERIMENTAL 
Two types of ion-selective electrodes (ISEs) were constructed: a coated 

wire-type (type A) and a liquid membrane-based type (type B). For this 
purpose the active component (ChG) was introduced to an inert polymeric 
matrix (epoxy resin) at a concentration of 1 mass%. The compositions of the 
used ChG were indicated with numbers in the glass-forming region of the 
system As2Se3-Ag4SSe-SnTe (Fig. 1). The inner com-parative electrode 
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was made the following way: a Ag-wire (∅=1 mm) was cleaned with a 10 % 
HNO3 solution, then it was immersed in a 0,5 М FeCl3 solution for 24 hours 
(the surface got covered with a thick AgCl layer). 
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Fig. 1. Glass-forming region in the As2Se3-Ag4SSe-SnTe system [12]. 

 
1. Coated wire-type ISEs - the composyte (ChG+epoxy resin) is laid as 

a thick layer on the Ag/AgCl-electrode surface.  
2. Liqiud membrane-type ISEs – the composite was moulded in 

cylindrical form (∅=6 mm, h=3-4 mm). By means of grinding and polishing h 
is reduced to ≈2 mm. The ISEs body was made of a small quartz pipe. 

 Potentiometrical measurements are carried out with cells with inner 
solution or with direct contact. The standard calibration solutions were 
obtained from an initial solution (1M SnCl2). The electrode potential was 
measured during a constant dilution of the solutions with velocity 200 rev 
min-1. The ISEs conditioning was made in a 10–3 M solution of the potential-
determi-ning (pd) ion. The pH effect on the electrode function was studied in 
solutions with constant concentration of Sn(II)-ion (10-1, 10-2 and 10-3 mol l-1) 
as concentrated HCl was added thereto or a 25 % NН3 solution. The 
response time and the limits of detection were determined in solutions with 
concentration of Zn(ІІ)-ions from 10–4 to 10 –1 M. 

3. RESULTS AND DISCUSSION 

3.1. Stability, Linearity and Slope of the Electrode Function. Limits 
of detection 

As an evaluation criterion for the ISEs function, the following analytical 
characteristics were used: slope (S) and length (L) of the linear range of the 
calibration function, limits of detection (LD), response time (τ) and working 
рН-range. 
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From the initial measurements made it was established that ISE-A.3 
(A.4, B.3 and B.4) do not respond. No equilibrium potential was established 
with these ISEs both prior to and after their conditioning and that is why 
further work with them was stopped. 

In the case of ISEs – p. 2 (fig. 1) we received a stable response only 
with the A-type. The ISE-A.2 potential prior to conditioning is negative and 
30 min after conditioning is positive as the slope of the linear range is close 
to the theoretical one of Sn(II)-ions.  

ISEs with ChG-based membranes corresponding to p. 1 gave a 
promising response. 

The time necessary for establishing the equilibrium electrode potential 
is approximately 2 min. The conditioning for 15 min stabilized and improved 
the parameters of the electrode function of ISE-A.1 (A.2 and B.1).  

6 5 4 3 2 1
0
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40
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E,
 m

V

pSn  
Fig. 2. Calibration functions of ISE-A.1;1 – 15-min conditioned; 2 – non-conditioned. 

The results of measuring S, L and LD after the initial measu-rements of 
the conditioned electrodes were summarized in Table 1. 

 

Tab. 1. Analytical characteristics of the studied Sn(II)-ISE. 

Type of ISE Composition of ChG in the 
membrane, mol % S, mV dec-1 L, mol l-1 LD, mol l-1 

ISE-А.1. (As2Se3)52(Ag4SSe)28(SnTe)20 28,4 10-4÷ 10-1 7,1.10-5 

ISE-В.1. (As2Se3)52(Ag4SSe)28(SnTe)20 38,8 10-4 ÷ 10-1 7,9.10-5 

ISE-А.2. (As2Se3)59,5(Ag4SSe)10.5(SnT
e)30 

30,2 10-4÷ 10-1 6,5.10-5 

The slope of the electrode function S of ISE-A.1 (B.1 and A.2) is 29,58 
mV dec-1. S changes within the range from 28,4 to 38,8 mV dec-1. Tests 
were carried out on the same ISE after 60 days since their production 
(Table 2). 
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Tab. 2. Test results of ISE after 60 days since their production. 
 

 
ISE-А.1 ISE-В.1 ISE-А.2 

1st day 60th day 1st day 60th day 1st day 60th day 
L,mol l-1 10-4 ÷  

10-1 
10-4 ÷ 
10-1 

10-4 ÷ 
10-1 

10-4 ÷ 
10-1 

10-4 ÷ 
10-1 

10-4 ÷ 
10-1 

S, 
mV dec-1 28,4 28,3 38,8 36,7 30,2 33,8 

LD, mol l-1 7,6.10-5 7,3.10-5 7,8.10-5 7,5.10-5 6,3.10-5 6,8.10-5 
 
These data (tab. 2) show that ChG of the system As2Se3-Ag4SSe-SnTe, 

on the basis of which Sn(ІІ)-ISEs were developed, are an appropriate 
membrane material. 

3.2. pH effect on the Electrode Function 
The exact pH value of the solutions was determined through 

measurement in an electrochemical cell. A glass electrode was used as an 
indicating electrode. It was discovered that the working pH-range for the 
studied Sn(II)-ISEs is at pH<2. At pH=2 a sediment of Sn(OH)2 is formed. 

3.3. Response Time (τ95) 
We measured ISEs at pH=1 in solutions within the concentration range 

from 10-1 to 10-6 mol l-1 SnCl2. The ChG composition did not have a 
significant effect on τ95, i.e. with ISE-A.1 (A.2 and B.1) the exchange 
reaction of Sn(II)-ions between the membrane and the analyzed solution 
runs with the same velocity. Sn(II)-ISEs showed relatively quick response 
(τ95≤150 s). 

3.4. Selectivity Coefficients ( pot
jiK , ) 

It was studied  the  impeding  effect  of  monocharged  (Cl-,  −
3NO   and  

 

   Tab. 3. Values of selectivity coefficients (* Concentration of the impeding ion). 

ISE-А.2 
Pot

K,SnK
 

Pot
Zn,SnK  

Pot
Cd,SnK

 

Pot
Pb,SnK  

Pot

3NO,Sn
K

 

Pot
Cl,SnK  

Pot
COO3CH,SnK

 

10-3 mol l-1* 6,7.10-2 4,9.10-2 1.10-3 6,3.10-2 4,9.10-11 1,0.10-12 6,3.10-11 

CH3COO-), and bicharged (Zn2+, Cd2+ and Pb2+) ions on the response of 
ISE-A.2 in the presence of Sn(ІІ)-ions (Table 3). 
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4. CONCLUSIONS 
(i) Coated wire-type Sn(II)-ISE with membranes (a plate type with liquid 

relation) were developed on the base of a chalcogenide glass from the 
As2Se3-Ag4SSe-SnTe system. The suggested construction and technology 
of Sn(II)-ISE guarantee a high reproducibility of the analytical characteristics 
as well as a very good selectivity about the ions: Cl-, −

3NO , CH3COO-, Zn2+, 
Cd2+ and Pb2+. 

(ii) The Sn(II)-ion-selective membrane does not exhibit indication of 
aging due to negative processes, such as crystallization, oxidation or 
reduction of the chalcogenide glass, polymer destruction and others. 
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Abstract: The crystallization temperatures of chalcogenide glasses 
from the GeSe2-Sb2Se3-PbTe system at heating rates of 10, 15, 25 and 35 
K/min were determined using differential thermal analysis. Al2O3 and Se 
were used as reference substances. The activation energy of crystallization 
was calculated by the Kissinger and the Augis & Bennett models. The 
values, obtained by the two independent models, coincide. A correlation 
between them and the glasses’ composition is established.   

Keywords: chalcogenide glasses, crystallization, activation energy. 

1. INTRODUCTION 
The chalcogenide glasses are useful medium for information storage, as 

material for optical windows in the IR part of the spectrum, for functional 
elements in the integrated micro-, nano- and optoelectronics, etc. From the 
point of view on the practical application of the chalcogenide glasses, it is 
important to know both their physicochemical characteristics and their 
steadiness, crystallization ability, in particular the kind and the number of 
the crystallized phases, as well as their crystallization energy. 

As a rule, two methods are used for studying of the crystallization 
kinetics: isothermal and non-isothermal [1]. In the first case the sample is 
subjected to thermal treatment at T≈Tcr for a short time and the 
physicochemical properties are revealed as a function of time. In the second 
method the sample is heated with constant rate up to the crystallization 
temperature and the investigated properties are measured as a function of 
the temperature. 

The crystallization kinetics is subject of many investigations [2-9]. 
Different methods are used for its study (DSC or DTA), which are based on 
investigation of the exothermal peaks obtained during heating. 

The glassforming region in the GeSe2-Sb2Se3-PbTe system was 
investigated in our previous work [10]. It lies partially on the GeSe2-Sb2Se3 
(0-70 mol % Sb2Se3) and GeSe2-PbTe (15.0-57.5 mol % PbTe) sides of the 
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Gibbs' concentration triangle – Fig. 1. No glasses were obtained in the 
Sb2Se3-PbTe system. 

        
Fig. 1. Region of glassformation in the GeSe2-Sb2Se3-PbTe system. 

 
The aim of the present work is to determine the crystallization 

temperatures of chalcogenide glasses from the GeSe2-Sb2Se3- PbTe 
system at different heating rates and their activation energy of 
crystallization, as a main parameter characterizing this process. 

2. EXPERIMENTAL 
The initial compounds (GeSe2, Sb2Se3 and PbTe), as well as the glassy 

phases from the GeSe2-Sb2Se3-PbTe system, are obtained by direct 
monotemperature synthesis in evacuated (up to residual pressure of 1.10-3 
Pa) and sealed quartz tubes. For this purpose are used: Ge and Se with 
purity of 5N, as well as Sb and Pb with purity of 4N. The materials are 
sintered in crucible furnace with vibration device for homogenization of the 
melt. 

The samples from the GeSe2-Sb2Se3-PbTe system are obtained using the 
following time-temperature line: increase of the temperature up to 500, 800 
and 950 °С and isothermal steps at these temperatures of 0.5, 0.5 and 2.0 
h, respectively. During the final step a vibration stirring of the melt is 
performed. Then the melt is tempered at 800 °C (0.5 h) and quenched in a 
water + ice mixture. The obtained glassy samples are with black color and 
shiny surface with well expresses shell-like crack. 

DTA apparatus from the F. Paulik - J. Paulik - L. Erdey, which guarantees 
measurement accuracy of ± 5 °C, was used for determination of the thermal 
characteristics. As reference substances Al2О3 (preliminary tempered at 
1000 °С) and Se (with known thermodynamic crystallization parameters) 
were used. The investigated compositions, powdered to grain size of 63-
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125 μm, and the reference materials were put in quartz Stepanov's vessels, 
which were vacuumed and sealed under residual pressure of 1.33x10-2 Ра. 

Two independent models, based on DTA data, were used for 
determination of the activation energy of crystallization (Ea): 

1. The Kissinger (K) model [11]: 

(1)                    const
RT
E

T
bln

cr

a

cr

+−=2 ,  

where b - heating rate, Tcr - crystallization temperature. 
2. The Augis and Bennett (A&B) model [12]: 

(2)           const
RT
E

TT
bln

cr

a

ocr
+−=

−
,  

where To is the initial temperature in the DTA furnace (To = 298 K). 

3. RESULTS AND DISCUSSION 
For determination of the crystallization activation energy, data about the 

characteristic temperatures at different heating rates is required. At this 
investigation the crystallization temperatures are measured at heating rates 
of 10, 15, 25 and 35 K/min. The results are presented in Table 1. 

The values of the activation energy Ea of the crystallization process of 
glasses from the GeSe2-Sb2Se3-PbTe system, determined by the Kissinger 
and the Augis & Bennett models, are very close - Table 1. 

For convenience during the analysis of the composition-property 
dependencies the z and m coefficients are included. z is the molar content 
of the third component in the glasses (in this case this is PbTe) and m = 
y/(x+y) renders an account on the ratio between the other two components 
(in this case m = Sb2Se3/(GeSe2+Sb2Se3)). 

The activation energies, calculated by the Kissinger and the Augis & 
Bennett, coincide in the accuracy limits (Table 1). Strong impression makes 
the fact, that the activation energy of the crystallization process depends 
weakly on the glasses’ composition and the deviation does not exceed ± 15 
% (Fig. 2). The dependence Еа(m) has linear path and is described by the 
equation y=-27.9x+453.5 (at 0.1≤ m ≤ 0.65). This trend of the Ea(m) 
dependence shows that one and the same phase crystallizes, which most 
probably corresponds to Sb2Se3. 

From the application point of view this dependence widens the 
possibilities for usage of the glasses from this system without taking into 
account their composition. Furthermore, the fact that only one phase 
crystallizes determines one of the real applications of these materials as 
information storage media, based on the phase transition glass-crystal-
glass. 
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Tab. 1. Composition, crystallization temperatures and activation energy of glasses 
from the GeSe2-Sb2Se3-PbTe system. 

№ Composition T, K m Ea (K) 
kJ/mol 

Ea (A&B) 
kJ/mol 

1 (GeSe2)81(Sb2Se3)9(PbTe)10 

660 

0.1 661 507 664 
667 
670 

2 (GeSe2)72(Sb2Se3)18(PbTe)10 

655 

0.2 416 416 659 
662 
666 

3 (GeSe2)54(Sb2Se3)36(PbTe)10 

645 

0.4 395 396 649 
653 
656 

4 (GeSe2)36(Sb2Se3)54(PbTe)10 

617 

0.6 466 466 620 
624 
625 

5 (GeSe2)31.5(Sb2Se3)58.5(PbTe)1

0 

615 

0.65 400 400 618 
621 
625 

6 (GeSe2)63(Sb2Se3)7(PbTe)30 

619 

0.1 361 412 620 
624 
628 

7 (GeSe2)56(Sb2Se3)14(PbTe)30 

612 

0.2 447 447 616 
618 
621 

8 (GeSe2)42(Sb2Se3)28(PbTe)30 

590 

0.4 509 509 592 
593 
597 

9 (GeSe2)48(Sb2Se3)12(PbTe)40 

589 

0.2 406 406 592 
595 
598 

10 (GeSe2)45(Sb2Se3)5(PbTe)50 

603 

0.1 472 472 606 
609 
611 
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Fig. 2. Compositional dependence of the activation energy of crystallization. 

4. CONCLUSIONS 
The crystallization temperatures of chalcogenide glasses from the 

GeSe2-Sb2Se3-PbTe system are determined at heating rates of 10, 15, 25 
and 35 K/min. They vary between 589 and 670 K. The activation energies of 
this process, determined by two independent models, coincide. The Ea 
values change between 361 and 661 kJ/mol. A correlation between the 
investigated properties and the glasses' composition is established. 
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Abstract: In this study, we compared the results, obtained with several 
Co-based nanocomposites (CoMnB, CoNiMnB and CoNiMoW) produced by 
electrodeposition on Ni-foam, as catalysts for the sodium borohydride 
hydrolysis reaction. Based on the comparative analyses, we propose 
CoNiMnB electrodeposits as most proper catalysts for development of 
Hydrogen-on-Demand (HOD) system, while CoNiMoW ones as potential 
anodes for Direct Borohydride Fuel Cells (DBFCs).   

Keywords: Hydrogen-on-Demand (HOD), Nanocomposites, Hydrolysis, 
Catalyst, Kinetic. 

1. INTRODUCTION 
The prospect of peaking world-wide oil production has motivated the 

development of alternative energy sources and energy carriers. Hydrogen 
has been claimed as a likely replacement energy carrier and renewable 
energy source [1]. A hydrogen energy economy would be less dependent 
on limited fossil fuel supplies. Nevertheless, many critical technical 
challenges remain to be addressed before hydrogen-based energy can 
become widely available and economical [2]. The main problems of using 
hydrogen as a fuel are connected with its storage and transportation [3]. 
Two promising hydrogen storage material categories are metal hydrides and 
chemical hydrides, both of which rely on catalysis to improve kinetics. 
Chemical hydride systems always involve reactions between the storage 
medium and a solvent, in most cases water. The reaction can be catalyzed 
by solid catalysts. At room temperature, the reaction between sodium 
borohydride and water is very slow [1]. For sodium borohydride systems, 
the chemical hydride is dissolved in alkaline solution. A pH level of 14 is the 
most likely for practical applications involving stabilized solutions [4].  

Ruthenium and rhodium salts showed the best catalytic activity. 
Chloride salts of manganese, iron, cobalt, nickel and copper were also 
exhibited good catalytic properties for hydrolysis of sodium borohydride to 
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produce hydrogen gas at room temperature [5,6]. Although these 
homogeneous catalysts are active, the metal ions dissolved in aqueous 
solution cause serious contamination concerns for discharged fuel recycling 
or disposal. In this regard, heterogeneous catalysts offer distinct 
advantages of ease separation of catalyst from discharge fuel and for 
controllable generation and delivery of hydrogen on demand [4]. Cobalt and 
nickel metals, and also metal oxide supported Pt, Pd, Rh, Ru, Ir, Os, Au, Ag 
catalysts were reported to be active for catalytic hydrolysis of sodium 
borohydride in an aqueous alkaline solution at near room temperature 
conditions [7].  

In the present study, three different types of newly synthesized Co-
based nanocomposites: CoMnB, CoNiMnB and CoNiMoW, produced by 
electrodeposition on nickel foam, were investigated as potential catalysts for 
borohydride hydrolysis reaction. The hydrogen generation rates and 
activation energy values, obtained with the examined nanocomposite 
materials, were compared and discussed. 

2. EXPERIMENTAL 
 Composite CoMnB coatings were obtained by potentiostatic 

electrodeposition from electrolyte, containing 5 g/l Co2+, 5 g/l Mn2+, 5 g/l Ni2+ 
and 35 g/l boric acid. The CoNiMnB nanocomposites were obtained from 
similar electrolyte, but with different amounts of Co2+ and Ni2+. The 
electrolysis continued 30 min at 40 оС. Co-electrode was used as an anode 
and Ni-foam (RECEMAT, RCM-Ni-4753.016 pore diameter d=0.4 mm, 
SSA=5800m2/m3 and RCM-Ni-2733.03, pore diameter d=0.6 mm, 
SSA=2500m2/m3) as a cathode.  

Composite CoNiMoW coatings were obtained by galvanostatic 
electrodeposition from alkaline electrolyte, containing 72g/l sodium citrate, 
24g/l Na2WO4.2H2O, 6g/l Na2MoO4, 16g/l Ni(SO3NH2)2, 16g/l Co(SO3NH2)2. 
pH 10 was fixed by addition of NH4OH. The composites were 
electrodeposited on nickel foam under different galvanostatic regimes (1А, 
2А, 3А, 4.8А) for 30 min and electrolyte stirring at 250 min-1.  

Varying the electrolysis conditions nanocomposites with different 
content, structure and morphology have been produced. Scanning electron 
microscopy (SEM) using Leo 1455VP and Leo Supra 55VP microscopes 
with Energy dispersion X-ray (EDX, Oxford Inca 200 instrument, Software 
INCA-Vers.4) was applied for examination of the surface morphology and 
elemental analysis of the electrodeposited coatings. XRD spectra for 
structure identification of layers was recorded in the angle interval 10–100° 
(2θ) by using Philips PW 1050 diffractometer, equipped with Cu Kα tube and 
scintillation detector. 
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The catalytic properties of the investigated nanocomposites towards the 
borohydride hydrolysis were also studied. The examined sample was placed 
into a reaction vessel, which was then hermetically closed. 10 ml of 
5% (w/v) NaBH4/6M KOH solution was injected in the vessel and the volume 
of the generated hydrogen was measured with time by means of water-
displacement method [8]. The reaction temperature was kept constant by 
thermostat in the range from 15 oC to 45 oC. The rate constants at different 
temperatures were estimated from the slopes of the obtained kinetic curves 
and the activation energy was calculated from constructed Arrhenius plots. 

3. RESULTS AND DISSCUSION 

3.1. SEM investigation of the Co-based electrodeposits 
SEM images of the investigated nanocomposites are shown on Fig. 1. 

All of the three types of the Co-based electrodeposits have a dendrite 
structure. The bright spots on the SEM image were mainly Co. 

 
 

     
CoMnB      CoNiMnB       CoNiMoW 

 
Fig. 1: SEM images of the CoMnB, CoNiMnB, CoNiMoW nanocomposites. 
 
Detailed SEM investigations proved that there was different elemental 

distribution on the Ni-foam surface. For example, significant amount of Co 
(70%) was found in the center than on the edge of the electrode (50%). Also 
the amount of Co enriched, but that of Ni decreased with increasing the 
current applied under galvanostatic deposition regimes.  

3.2. Catalytic hydrolysis of sodium borohydride  
A gaseous bubbling started immediately after immersion of investigated 

sample (CoMnB, CoNiMnB or CoNiMoW) into sodium borohydride solution, 
which proved that the examined materials catalyzes the sodium borohydride 
hydrolysis process [9]:  
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(1) 2224 42 HNaBOOHNaBH +→+  

 
The hydrolysis followed an apparent zero order kinetics with all studied 

materials. The estimated from kinetic curves rate constants and activation 
energy values, obtained with the examined nanocomposite materials, are 
presented in Table 1.  

Two types of Ni-foam with different pore diameter were used as a pad 
for the CoMnB deposits. The hydrogen generation rate was about 4 times 
higher on the nanocomposites, electrodeposited on Ni-foam with bigger 
pore diameter. That can be explained with better mass transfer through the 
catalysts pores and easy diffusion of the reagents and the obtained 
products. That is why all of the other nanocomposites were electrodeposited 
on the Ni-foam pad with bigger pores.  

Two types CoNiMnB electrodeposits were prepared under potentiostatic 
conditions (-1.5V and -1.8V) and the samples were also investigated as 
catalysts for the sodium borohydride hydrolysis. For the both types of 
CoNiMnB electrodeposits, the examined hydrogen generation rates and the 
calculated activation energy were the same in practice, which indicated that 
the potential regime did not exert any influence on the catalytic properties of 
these nanocomposites.  

 Four types CoNiMoW electrodeposits were prepared under 
galvanostatic conditions (1.0A, 2.0A, 3.0A and 4.8A). The bigger current in 
the galvanostatic regime applied, the less catalytic activity showed the 
examined CoNiMoW nanocomposite. The best catalyst for the sodium 
borohydride reaction was the CoNiMoW electrodeposit, produced under 
1.0A galvanostatic regime. 

 All of the examined nanocomposites exhibited lower activation energy 
than Ru (56,0 kJ/mol), which is known as one of the best catalysts for 
sodium borohydride hydrolysis process [9]. Including Ni in the 
nanocomposite increased sufficiently the activity of the catalyst. Comparing 
the results from the Ni-foam as a catalyst with those obtained with CoMnB 
and CoNiMnB, we can purposed that the size of the composite is in a 
correlation with the activity – the smaller composite, the higher activity.  

 
 
 
 
 

Table 1: The hydrogen generation rate using different Co-based catalysts, ml/s. 
Temperature, оС

Sample 15 25 30 40 Ea, kJ/mol 

CoMnB small pores 0,06 0,16 0,21 0,28 54,5 
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CoMnB big pores 0,37 0,68 0,80 1,34 54,9 
CoNiMnB -1,5V 0,86 1,24 1,50 2,20 35,7 
CoNiMnB -1,8V 0,90 1,30 1,47 2,12 36,9 
CoNiMoW 1,0A 0,06 0,08 0,12 0,25 37,8 
CoNiMoW 2,0A 0,04 0,05 0,07 0,12 33,8 
CoNiMoW 3,0A 0,02 0,03 0,05 0,09 38,9 
CoNiMoW 4,8A 0,02 0,02 0,04 0,07 35,6 
 

 Although the calculated activation energy for the sodium borohydride 
reaction catalyzed by CoNiMoW had the lowest value, the hydrogen was 
generated with the slowest rate, which indicated that there were other 
factors that limited the reaction, for example, diffusion. Additional 
experiments are needed to prove such hypotheses. 

4. CONCLUSIONS 
The catalytic properties of three different types newly synthesized Co-

based nanocomposites towards sodium borohydride hydrolysis reaction 
were studied. The obtained order of descending catalytic activity is 
CoNiMnB>CoMnB>CoNiMoW. The best catalyst among the examined 
nanocomposites is CoNiMnB (1.8 V) with 1.3 ml/s generated hydrogen (at 
25 oC). Besides the elemental composition, the catalytic activity of the 
investigated nanocomposites also depends on the applied deposition 
regime as well as pore size of Ni-foam used as a support. The galvanostatic 
regime used influences more significantly the catalytic properties of the 
examined materials, while those obtained under potentiostatic regime 
exhibit almost the same activity. The bigger pore sized Ni-foam improves 
the catalytic activity of investigated electrodeposits, probably due to 
facilitated mass transport of reagents and products through the catalysts. 
Based on the comparison of results, we consider that CoNiMnB 
nanocomposites can be used in newly designed Hydrogen-on-Demand 
generators, while CoNiMoW electrodeposits, exhibited the lowest catalytic 
activity towards sodium borohydride hydrolysis, can be potentially applied 
as anodes in Direct Borohydride Fuel Cells. 
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Abstract: An optimised procedure for electrochemical deposition of iron 
III hexacyano-ferrate (Prussian blue) and its stabilisation on the surface was 
elaborated. Catalytic activity towards the electroreduction of hydrogen 
peroxide at pH 5,5 and working potentials around zero mV was examined 
both under static conditions and in flow-injection mode. Further stabilisation 
of the electrodeposits was achieved through coverage of the electrocatalyst 
with a thin polymeric film cast from 1% solution of the fluorine-sulphate 
ionomer Nafion™. The results suggest that the electrocatalyst retains high 
catalytic activity for more than a month and therefore has a prospective 
application as peroxide sensor in acidic and neutral media. 

Introduction 
Prussian blue, Fe4[Fe(CN)6]3 .nH2O is a classical mixed valence 

compound [1]. There are two proposed formulae of Prussian Blue (PB) 
that have been called “insoluble PB” FeIII

4[FeII(CN)6]3 and “soluble PB” 
KFeIIIFeII(CN)6  [2,3].  It is believed that the degree of hydration affects 
the conducting properties of these compounds. If deposited onto the 
electrode surface the insoluble form of PB can be oxidized to Prussian 
Green as well as reduced to Prussian White at approximately  +0.7 V 
and -0.1 V vs. SCE, respectively. The reduced form of PB (Prussian 
White) has a catalytic activity for the reduction of molecular oxygen 
and of hydrogen peroxide in aqueous acidic electrolytes and can act 
as an electrocatalyst for hydrogen peroxide electroreduction present in 
solution or formed in the course of an enzymatic reaction [4,5]. Since 
this electrocatalytic process proceeds at a low electrode potential  (ca. 
-0.1 V vs. SCE), it is possible to eliminate the effect of interfering 
species and hence to develop a selective and sensitive  hydrogen 
peroxide sensor working at a low operational potential [5,6].  In this 
connection, the electrochemical deposition of PB film has been studied 
over diverse electrode materials such as carbon paste [4], Pt [5] and 
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glassy carbon [6]. Under sertain deposition conditions the PB film can 
selectively catalyse the electrochemical reduction of hydrogen 
peroxide in the presence of molecular oxygen [6]. 

Hydrogen peroxide is present in countless biological reactions as 
the main by-product from the enzyme-catalysed oxidation of organic 
substances [7, 8] and is an important indicator for the monitoring of 
these bio-processes [7-10]. Variety of analytical techniques to assay 
H2O2 are currently in use including fluorometry [11], 
chemiluminescence  [12], photometry [13] and voltammetry [14]. The 
monitoring  of hydrogen peroxide has been realized in different 
complex matrices such as food samples [15], pharmaceuticals [16] or 
environment [17]. In recent years, one of the most promising 
electroanalytical techniques employed in H2O2 assay is biosensing with 
peroxidase-based enzyme electrodes [8, 10, 18]. A number of  
Prussian Blue modified electrodes  and also electrodes modified with 
similar transition– metal cyanide complexes have been reported and 
recommended for  highly selective monitoring of hydrogen peroxide. 
However, these electrodes still face different drawbacks mostly 
associated with their long-term stability and sensitivity to pH changes.  

Therefore, the present work deals with the optimisation of the 
procedure for Prussian Blue electrodeposition on spectroscopic 
graphite and stabilisation of the film by means of the formation of a 
protective thin polymeric layer over the electrode surface. The catalytic 
activity of produced electrode with respect to hydrogen peroxide 
electrochemical reduction was examined under static and 
hydrodynamic (in a flow-injection system) conditions.  

Experimental 
Chemicals used for electrode modification and solutions 

preparation: FeCl3, K4[Fe(CN)6], potassium phosphate monobasic and 
dibasic, HCl, KCl, and H2O2,  were of analytical grade. The polymeric 
solutions of the ionomer Nafion™ (Fluka, commercially available as 
5% solution in mixture of low-weight aliphatic alcohols) were obtained 
through dilution of the solution with bi-distilled water to the desired 
concentration. Rods of spectroscopic graphite, pressed into Teflon 
cylinder and with copper current leads were used as working 
electrodes. Before modification, the graphite surface was polished with 
fine emery paper with gradually decreasing grit size (P800, P1200, and 
P2000) and sonicated in bi-distilled water for at least 3 min after each 
polishing step. Then the electrode surface was washed thoroughly with 
bi-distilled water and allowed to air-dry. The electrode was modified 
trough potentiodynamic cycling at 20 mV/s between 0,4 and  0,75 V vs. 
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Ag/AgCl, 3M KCl in the electrochemical bath, containing the following 
electrolyte: 2 mM K3[Fe(CN)6] + 2 mM FeCl3 in 0.1 M KCl and 0.1 M 
HCl [19]. Further the electrode was activated by performing 20 
voltammetric cycles between +0.35 and –0.05 V at 0.04 V s-1 in a 
solution of 0.1 M KCl and 0.1 M HCl [20]. The activation step was 
followed by a brief air-drying of the surface and spreading over the PB 
film of a 10 µL drop of the Nafion™ solution.  A similar electrode, but 
without polymeric coverage was used for comparative studies. 

All electrochemical studies were performed in a three-electrode 
electrochemical setup with graphite as working electrode, saturated 
calomel electrode as reference and platinum wire as counter electrode. 
Only for PB deposition and activation steps a Ag/AgCl, 3M KCl was 
used as reference electrode.  For the fabrication of the PB-modified 
electrode and the examination of its electrocatalytic activity under 
static conditions a computer controlled electrochemical workstation 
PalmSens (Palm Instruments BV, The Netherland) and software PS 
Trace 2.13 was used. The flow-injection measurements were 
performed with an analogue potentiostat Tacussel (Tacussel 
Electronique, France), equipped with a peristaltic pump and lab-made 
three-electrode flow cell, connected with silicon tubing with 1 mm inner 
diameter. All measurements related to the catalytic activity of PB-
modified electrode with respect of H2O2 electroreduction were 
performed in a 0,1 M phosphate buffer solution (pH = 5,5) at. The 
current variation was monitored at a constant potential of -100 mV vs. 
SCE by adding aliquots of 0,01 M H2O2 stock solution. The pH of buffer 
solutions was adjusted by means of a Hanna Instruments  211 pH-
meter. The solutions were prepared with bi-distilled water. 

Results and Discussion 
Although the procedure for Prussian Blue onto the electrode 

surface is generally well documented in the literature, the change of 
the electrode material requires some further optimisation as related to 
the homogeneity of the formed film, its mechanical stability as well as 
the reproducibility of the catalytic activity observed. Our experiments 
showed that the temperature of the electrodeposition bath 
considerably affects both the mechanical stability of the PB-film and 
the resulting electrocatalytic activity towards hydrogen peroxide 
electroreduction. On Fig. 1 are depicted the cyclic voltammograms  
(CVs) of the bare graphite in the electrodeposition bath at room 
temperature (21˚C, Fig.1 a) and thermostated at 45 deg (Fig.1 b).  The 
shape of the voltammograms recorded in the thermostated bath is 
indicative for the formation of a homogeneous and with high catalytic 
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activity film that was further confirmed by the studies of their catalytic 
activity. It has to be mentioned that differences were noted also in the 
cyclic voltammetric curves recorded during the activation stage of the 
PB-film formation (Fig. 2). While the film deposited at the warmed bath 
possessed all the characteristics of a fully reversible redox 
transformation of the film (Fig. 2b), the deposition at room temperature 
requires much longer activation process until a quasi-reversible 
voltammogram is obtained – the activation of the film was carried out 
several times by repeating cycles of 20 CVs between -0,05 and 0,4 V 
until a reversible CV is recorded (Fig.2a) 
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Fig. 1. Cyclic voltammograms of clean spectroscopic graphite in 

the PB-electrodeposition bath: a) left at 21 deg; b) right, at 45 deg. 
Despite the repetitive cycling at the activation step yielded a nearly 

reversible CV, the observed catalytic activity of thus obtained PB-film 
was much lower than the desired one and the electrodes were not 
usable for electroanalytical purposes. Therefore as optimal deposition 
conditions were selected the potentiodynamic electrodeposition of the 
film in a warmed up to 45 deg. electrodeposition bath followed by an 
activation step consisting of 20 cycles between -50 and +400 mV in an 
electrolyte consisting of 0,1 M HCl and 0,1 M KCl, showing reversible 
electrochemistry of the deposited film. 
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Fig. 2.  The first (blue) and the last (red) CVs of the PB-modified 

graphite upon continuous cycling in 0,1 M HCl and 0,1 M KCl at room 
temperature: a) left, PB-electrodeposition at 21 deg; b) right, at 45 
deg. 

The test of the electrocatalytic activity in neutral medium (pH = 7) 
of so produced electrodes showed rapid deactivation of the 
electrocatalyst. As the most probable reason for that observation was 
hypothesised the dissolution of the iron electrocatalyst in presence of 
hydroxylic groups that are more abundant in neutral medium as 
compared to acidic one. This motivated our next step – to form a 
protective layer over the electrocatalyst that will be capable of 
electrostatically repulsing the negatively charged OH- ions and this 
way to prevent the damages of the PB-film. For that purpose the 
ionomer Nafion™ – a  fluorine-sulfonated polymer was chosen. When 
the polymeric film formed on the electrode surface is immersed in 
aqueous solution its surface charges negatively thus repulsing the 
hydroxyl ions away from the PB film. On the next Figure (Fig. 3) is 
presented the authentic chronoamperometric curve representing the 
current change of a PB-modified graphite electrode upon addition of 10 
mM portions of hydrogen peroxide. The vertical lines on the graph are 
a result of stirring of the solution after each addition. It is obvious that 
the electrode response goes more negative (reduction process) upon 
addition of each portion H2O2. The resulting calibration curve is 
presented on Fig. 4.  
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Fig. 3. Authentic record of the 

electrode response with time upon 
addition of H2O2 portions; E = - 0,1 V. 

Fig. 4. Calibration graph for the PB-
modified graphite covered with a thin 
Nafion film in presence of H2O2; E = - 0,1 
V; r2 = 0,983. 

The calibration graph is not linear but has a linear dynamic range 
of up to about 500 mM H2O2 . Its shape reminds an adsorption 
isotherm – most probably the penetration of peroxide is impeded after 
reaching certain concentration and this causes the deviations of the 
graphs from linearity. At least four independent measurement yielding 
similar results (± 8%) were recorded, proving that the electrode 
fabrication is fully reproducible and leads to the formation of a highly 
active electrocatalytic layer on the electrode surface. Under static 
conditions there was no possibility to determine precisely the detection 
limits that is why we examined the operational characteristics of the 
electrocatalytic PB-film electrode under enhanced hydrodynamic 
conditions - in a flow-injection system. All the working conditions were 
equivalent, and in order to reach the best sensitivity the flow rate was 
varied from 1,0 to 5,5 ml/min. The best experimental results were 
obtained with 5,25 ml/min flow rate, which was chosen as the optimal 
for further experiments. On Fig. 5 is presented an authentic record of 
the current variation with several equal additions of hydrogen peroxide 
stock solution. It could be seen that the current peaks reach almost 
identical values for each particular concentration. All the records are 
characterised with a very low noise level and sharp peaks.  
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Fig.5. Authentic record of the response of PB-film modified 

electrode upon additions of several equal portions of peroxide in flow-
injection system; working potential -100 mV vs. SCE. 

As an approximate limit of detection in flow-mode 20 µM 
concentration of peroxide could be stated. In addition to the good 
sensitivity and reproducibility, the PB-polymeric film modified graphite 
shows enhanced stability as compared to the non-covered with a 
polymer electrode. After a period of 30-days exploitation (ca. 10-12 
calibration measurements) the retained catalytic activity of the 
discussed electrode exceeded 50%, while the non-covered electrode 
was capable of performing only two consecutive measurements before 
the activity drops to 30% of the initially registered.   
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    In 1872 Adolph von Baeyer heated aqueous formaldehyde with 
phenol and observed a reaction that yielded a hard, resinous, 
noncrystalline product.However, the chemistry of the day was not 
sufficiently advanced to allow characterization of such materials, and 
the structure remained unprobed. The nature of the materials was 
studied by Alois Zinke's group at the University of Graz. In 1944 Zinke1 
obtained high melting solids from the reaction of para-substituted 
phenols and formaldehyde, and they assigned a cyclic tetrameric 
structure to these compounds. This assignment has gained 
acceptance as the result of X-ray crystallographic data by Cornforth et 
al. and the stepwise synthesis of Hayes and Hunter, repeated and 
extended by Kammerer.1  

   Until extensive works of David Gutsche (in the 7th and 8th 
decade of the 20th cent.) have led to simple and reproducible 
syntheses giving calixarenes in good yields, and have start a wide 
chemistry of the compounds.2 

     Calix[4]arenes are a class of macrocyclic compounds which has 
attracted a lot of attention because of their possible utilization in many 
areas of research and industry. Because of their potential, the 
chemistry of calixarenes has in the last few years developed into a 
wide and well-explored area.2 These macrocycles have been used 
principally as spacers bearing functional groups in a well-defined 
arrangement, allowing their desired cooperation. 

 The utilization of calix[4]arenes as molecular platforms possesses 
a few advantages. First, the synthesis of these macrocycles can be 
easily accomplished by a well-known procedure in good yields. The 
size of the macrocycle can be successfully controlled by the reaction 
conditions.2 The starting materials are inexpensive and common. 
Calix[4]arenes can be easily modified both on their upper and lower 
rim, the chemical and physical properties of these molecules can be 
therefore changed as required. Finally, the four possible conformations 
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of the calix[4]arene macrocycle, easily immobilized by lower rim 
substitution, are the main reason for the advantage of using 
calix[4]arenes as molecular platforms. 

The four possible conformations for calix[4]arenes are depicted in Fig. 1.  

In order to design functional molecules based on calix[4]arenes, 
effects causing deformation of the calix[4]arene scaffold and 
rigidity/flexibility of the calix[4]arene molecule should be evaluated. It 
is therefore necessary to find simple parameters to describe the 
geometry of the calix[4]arene scaffold.  

OH OHHO HO
HO

HO
OH

HO

OH

OH HO

HO

HO
OH

OHHO

cone partial cone

1,2-alternate

1,3-alternate

upper rim

lower rim

 
 

Fig.1: Conformations of calix[4]arenes 
    

The conformation of the calix[4]arene base frame (i.e. hydrocarbon 
skeleton without upper rim and lower rim substituents) is fully 
described by the values of torsion angles at the Carom-Cbridge bonds. For 
calix[4]arenes, the relevant torsion angles visible in Fig. 2 are the 
angles C28-C1-C2-C3, C24-C1-C2-C3, C1-C2-C3-C4 and C1-C2-C3-
C25. There are obviously two torsion angles at each bond Carom-Cbridge, 
so there are altogether 16 relevant torsion angles to describe the 
conformation of the calix[4]arene backbone. It is necessary to reduce 
the number of relevant parameters.   
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Fig. 2: Torsion angles at the calix[4]arene scaffold 

 

   The Arnaud-Neu's approach3  has been utilized by the definition 
of a reference plane to which the angles ω1, ω2, ω3, ω4 of the four 
calix[4]arene phenyl rings are related. This reference plane is the 
plane of the four bridge carbon atoms ( the deviations of the bridge 
atoms from this plane are below 0.1 Å). The angles of the phenyl rings 
(ωi, i = 1-4) are calculated in the scale 0-360°, see Fig. 3 

 
 

Fig. 3: The definition of the phenyl ring angles ωI 

 

   The previous sixteen torsion angle parameters have been 
successfully reduced by this approach to four parameters ω1, ω2, ω3 
and ω4. However, the assignment of these four parameters is not 
unambiguous and depends on the numbering of the calix[4]arene base 
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frame, e.g. there is a question which calix[4]arene phenyl ring should 
be assigned as ω1. Moreover, four parameters form a four-dimensional 
space that is very difficult to imagine and work with. It would be 
therefore more convenient to reduce the number of the parameters 
from four to three, since 3D space is much easier to describe. To 
achieve these two objectives, new parameters α, β, δ (in °) have been 
introduced:4 

            α = 0.25*(ω1 + ω2 + ω3 + ω4)      (average value of the phenyl ring 

angles ω1 - ω4) 

β = | (ω1 + ω3) – (ω2 + ω4) |  (distortion of the calix[4]arene towards C2v 

symmetry) 

δ = | ω1 – ω3 | + | ω2 – ω4 |     (distortion of the calix[4]arene towards Cs 

symmetry) 

    The 2D β-δ plot showing the deformation of the calix[4]arene 
scaffold is the most informative one; this plot is depicted in Fig. 4. 
Average values of the parameters (with s. d.) in the groups of cone, 
partial cone, 1,2-alternate and 1,3-alternate conformers in Table (AV = 
average value, SD = standard deviation) also give us useful 
information. The AVs reflect the distribution of parameters α, β, δ 
whereas the values of the SD represent the rigidity or flexibility of the 
calix[4]arene scaffold, not a only experimental and calculation errors. 

     Since there are fewer structures in CSD5 for calix[4]arenes in 
other conformations than cone, the partial cone, 1,2-alternate and 1,3-
alternate calix[4]arenes are not presented in this work. In the following 
parts, the influence of substitution and inter- and/or intramolecular 
interactions on the stereochemistry of the cone calix[4]arene moiety 
(described by parameters α, β, δ) is discussed. 
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Fig. 4: Distribution of α β, δ 

values for calix[4]arenes 
 

conformation par. AV SD SD/AV 

cone α 59.19 6.46 0.11 

 β 55.61 43.03 0.77 

 δ 9.29 9.59 1.03 

partial cone α 119.37 7.36 0.06 

 β 172.99 69.2 0.40 

 δ 248.26 21 0.08 

1,2-alternate α 182.73 4.34 0.02 

 β 13.14 21.24 1.62 

 δ 503.36 36.25 0.07 

1,3-alternate α 182.71 6.11 0.03 
 β 408.02 44.79 0.11 
 δ 9.1 9.28 1.02 

 

 
SUMMARY 
The final geometry of the calix[4]arene scaffold in symmetrically 

tetrasubstituted free cone calix[4]arenes results from combination of the 
following three effects. 

 
1. Effects of lower rim substituents 

The effect of lower rim OH groups is predominant over other effects, 
especially over the effect of a filled/empty cavity. 

Lower rim OH-substituted calix[4]arenes are significantly more rigid 
than calix[4]arenes alkylated or acylated at the lower rim due to narrow 
ranges of parameters α, β. In order to prepare more flexible calix[4]arenes, 
alkylation or acylation of the calix[4]arene lower rim phenolic oxygen atoms 
should be performed. 

More rigid cavity in lower rim OH-substituted calix[4]arenes also 
enables formation of filled-cavity compounds. In lower rim alkylated/acylated 
calix[4]arenes, intramolecular π-π and hydrophobic interactions between 
one pair of calix[4]arene phenyl rings predominate and formation of filled-
cavity compounds is therefore not favored.Calix[4]arenes with four hydroxyl 
groups at the lower rim possess larger cavities with α < 60; calix[4]arenes 
with alkylated/acylated lower rim phenolic oxygen atoms have more narrow 
cavities with α > 60. The value of parameter α tends to increase with 
increasing size of the lower rim substituents. 

Deprotonating in lower rim hydroxyl-containing calix[4]arenes 
disrupts the cyclic array of hydrogen bonds present at the lower rim; 
therefore, the values of parameters β, δ tend to be slightly increased in such 
calix[4]arenes. 
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2. Effect of upper rim substituents 
 The values of parameter β in calix[4]arenes with unsubstituted upper 

rim and calix[4]arenes substituted by polar groups at the upper rim tend to 
be higher than the values of parameter β in calix[4]arenes with bulky 
nonpolar upper rim substituents. 

 
3. Effect of a filled/empty cavity 

In lower rim OH-substituted calix[4]arenes, this effect is insignificant 
because the effect of lower rim substitution predominates. 

 In lower rim alkylated/acylated calix[4]arenes, the values of parameter 
β in filled-cavity calix[4]arenes tend to be lower than the values of parameter 
β in empty-cavity calix[4]arenes. 

The type, size and flexibility of the molecule inside the cavity affect 
the final geometry of the calix[4]arene scaffold. 

 
 

     Calixarene frame able to bear various substituents – e.g. redox 
centers. Tetra-nitro derivatives of calix[4]arenas are an example of 
molecules with more redox centers. The presence four nitro groups (on 
upper rim) in one molecule provokes many principal questions: What is 
the intramolecular electronic interaction between them? Are they 
reduced simultaneously or stepwisely? What is the influence of the 
lower rim substitution on the reduction of the nitro groups? What is the 
influence of the reduction on the molecular geometry? Can we able to 
see in solution any effects observed in solid state?  

   Electrochemical reduction of the tetranitrocalix-[4]-arenes starts 
with two 2-electron reversible waves corresponding to the presence of 
two different couples of equivalent nitro groups. This result reflects 
well the finding of the x-ray structural analysis, that the "calix" is in fact 
not circular, but pinched with a strong "π-stacking" of the opposite 
benzene rings. It correspons with relatively high value of the parmeter 
β. The electrochemical properties of the systems was discussed and 
interpreted in terms of molecular geometry and intramolecular 
electronic communication between the redox centers through the 
space; in the terms of the „stereoelectrochemistry”.    

   The first two waves are followed by a single 12-electron wave, 
indicating that the generated tetrakis-radical anion intermediate 
involves four equivalent non-communicating nitroradical anions. This 
result provokes questions about an electron-transfer induced change 
in geometry of the calix arene due to the change in the reduction state. 
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to a circular one. The experimental results are correlated with quantum 
chemical calculations. 
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Abstract: The development of simple and efficient method for synthesis 
of N-Acetyl derivatives of α-amino acids (L-glycine, L-valine, L-proline and 
L-cysteine) and IR-spectral analysis for characterization was the purpose of 
the present work. The simple method for the preparation of these 
compounds was developed. Two step procedure was applied – acetylation 
in basic condition at room temperature and mixed anhydride amidation. The 
conventional and IR-LD spectral analysis of oriented solid sample as a 
nematic liquid crystal suspension of amino acid L-Valine (L-Val) and  L-cys 
as zwiterionic structure and intermediates compounds was carried out. On 
the base of the obtained spectroscopic data the IR-characteristic bands of 
the investigated compounds accompanied with structural prediction were 
assigned. 

 
Key words: ά-amino acids, N-acetyl-methyl amides, IR - spectral 

analysis 

1. INTRODUCTION 
Nature has continuously provided mankind with a broad and 

structurally diverse arsenal of bioactive compounds that have been 
utilized as new drugs or as lead structures for the development of 
novel synthetically derived analogues. The ordinarily free amino 
groups of N-terminal residues in polypeptide chains are blocked in 
some instances by acetyl groups, e.g., in melanocyte-stimulating 
hormone (α-MSH), and in the following proteins: horse heart 
cytochrome c, hemoglobin F1, egg albumin, histones, turnip yellow 
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mosaic virus (TYMV), and tobacco mosaic virus (TMV) proteins. N-
acetyl cysteine is derived from cysteine found in food and synthesized 
in the body. It helps the body to synthesize glutathione. It is used as a 
mucolytic agent to reduce the viscosity of mucous secretions. It has 
also been shown to have antiviral effects in patients with HIV due to 
inhibition of viral stimulation by reactive oxygen intermediates. There 
are many examples for N-acetylated amino acids in living organisms. 
N-Acetyl aspartic acid is a derivative of aspartic acid. It is the second 
most concentrated molecule in the brain after the amino acid 
glutamate. It is synthesized in neurons from the amino acid aspartate 
and acetyl coenzyme A. The various functions served by N-
acetylaspartic acid are still under investigation, but the primary 
proposed functions include: 1) A neuronal osmolyte that is involved in 
fluid balance in the brain 2) A source of acetate for lipid and myelin 
synthesis in oligodendrocytes, the glial cells that myelinate neuronal 
axons 3) A precursor for the synthesis of the important neuronal 
dipeptide N-acetylaspartylglutamate 4) N-Acetyl aspartic acid may also 
be involved in energy production from the amino acid glutamate in 
neuronal mitochondria [1]. The synthesis of different N-acetyl amino 
acid derivatives were synthesis, evaluated and reported earlier [2-7] as 
well as and the corresponding spectral study [8,9].   

2. EXPERIMENTAL PART 

2.1. Synthesis 
Amino acids and solvents were obtained from Fluka and were used 

without further purification. Melting points were measured on Büchi 
(Switzerland) model 535. Optical rotation was determined on 
Polarimeter 141, Perkin Elmer (USA). For TLC silicagel plates (Merck, 
60F254) were used and following systems: A) 
CHCl3:MeOH:H2O(80:30:5); B) CH3CN:H2O (4:1).  

N-Acetyl amino acids. Amino acid (0.1 g) was dissolved in 5N 
NaOH (3 ml) and acetic anhydride (2 x 0.2 ml) was added over 15 
minute periods. Reaction mixture was stirred at room temperature for 1 
hour. Water was evaporated under reduced pressure. Residue 
obtained was dried and was used without further purification on the 
next step. 

N-Acetyl amino acid methyl amides. To the solution of N-Acetyl 
amino acid (3 mM) in DMF (2 ml) and THF (2 ml) NMM (0.33 ml, 3 mM) 
was added, and the reaction mixture was cold to -10oC. Piv-Cl (0.37 
ml, 3 mM) was added dropwise and after 10 minutes solution of methyl 
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amine hydrochloride (1 g, 15 mM) and Et3N (0.415 ml, 15 mM) in water 
(2 ml). Process completed after 1.5 at -10oC and solvent was 
evaporated under reduced pressure. The residue was dissolved in 
CHCl3 (10 ml) and was washed with water (2 x 10 ml). Organic layer 
was dried over Na2SO4, and CHCl3 was evaporated. Pure product was 
obtained after column purification (silicagel) and eluent: CH3CN : H2O 
(4 : 1, v/v).  

2.2 Methods  
The IR-spectra were measured using a Bomem-Michelson 100 FT-

IR-spectrometer (4000 – 400 cm-1, 2 cm-1resolution, 150 scans) 
equipped with a Perkin Elmer wire-grid polarizer. Non-polarized solid-
state IR spectra were recorded, using the KBr disk technique. The 
oriented samples were obtained as a colloidal suspension in a nematic 
4’-cyano-4’-alkylbicyclohexyl mixture (ZLI-1695, Merck), whose poor 
IR-spectrum allows the recording of the guest-compound bands in the 
whole 4000 - 400 cm-1 range. The presence of the isolated nitrile 
stretching IR-band at about 2230 cm-1 additionally serves as an 
orientation indicator. The effective orientation of the solid samples was 
achieved by the next procedure: the investigated compound (5 mg) 
was mixed with the liquid crystal substance until obtaining of a slightly 
viscous suspension. The phase prepared thereby was pressed 
between two KBr-plates, which in advance were rubbed out in one 
direction by fine sand-paper. The grinding of the prepared mull in the 
rubbed direction promotes in addition the sample orientation [10, 11]. 
For polarized IR-spectra interpretation, the IR-LD spectroscopy used 
stepwise reduction procedure [12-15]. The IR-LD data interpretation 
was consisted in subtraction of the perpendicular spectrum (IRs - a 
result of the 90° angle between the polarized light beam electric vector 
and the orientation of the sample) from the parallel spectrum (IRp) 
obtained with a co-linear mutual orientation. The recorded difference 
(IRp-IRs) spectrum divided the integrated absorbance into positive and 
negative bands. Positive bands originate from transition moments 
which formed average angles with the orientation direction (n) between 
0° and 54.7° (magic angle) and negative bands corresponding to 
transition moments, which were directed between 54.7° and 90°. In the 
reducing-deference procedure, the perpendicular spectrum, multiplied 
by the variable parameter c, was subtracted from the parallel spectrum 
and parameter c was varied until at least one band or set of bands is 
eliminated in the obtained (IRp - cIRs) reduced IR-LD spectrum. The 
simultaneous disappearance of these bands in the reduced spectrum 
provided information about the mutual disposition of the molecular 
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fragments. This elimination method was carried out graphically using 
the attached subtracting procedure for processing of IR spectra. 

3. RESULTS AND DISCUSSION  
The work could be considered as a part of systematic synthetic, 

spectroscopic and structural investigations on amino acids and their 
derivatives, small peptides and their possibilities for application as 
potential medicaments [16-19]. The synthesis of the desired N-acetyl 
amino acid methyl amides was done according to the Scheme 1. 

NH2

R

COOH N
H

R

COOH

O

N
H

RO

O

N
Ha b

1 2 3

a) 5N NaOH, (CH3CO)2O ; b) NMM, PivCl, CH3NH2. HCl, Et3N, THF+DMF  
Scheme1. Synthesis of N-acetyl amino acid methyl amides. 

On the first step N-acetyl amino acid was prepared using acetic 
anhydride in basic conditions (5N NaOH) in aqueous solution at room 
temperature for 1 hour. N-Acetyl amino acids were used on the next 
step after evaporation of the solvent, drying of the crude product, 
without further purification. N-Acetyl amino acid methyl amides were 
obtained in mixed anhydride procedure – Piv-Cl was the reagent used. 
The reaction was made at -10oC and in mixture of THF and DMF as 
solvents. Process continued for 1.5 hour and the desired N-acetyl 
amino acid methyl amide was obtained after column purification 
(silicagel, CH3CN : H2O, 4 : 1, v/v). Some physical constants and 
chemical characteristics of the synthesized compounds were 
presented in Table 1. 

 
Tab. 1. Some physical data and characteristics of amino acid derivatives 

Amino acid 
derivative

Melting point (mp), 
°C

Optical rotation 
[α]D20 Yield (%) 

Ac-Val 124-125 +7,4 (water) 82% 
Ac-Gly 207-209 _ 80 
Ac-Cys 109 -112 -35 (water) 81 

Ac-Val- NH-CH3 oil -94◦ (water) 31 
Ac-Gly-NHCH3 oil _ 27 
Ac-Cys-NHCH3 81 -24 (MeOH) 31 

IR-spectral analysis 
The obtained results about the investigated compounds were 

assigned on the basis of known IR-data about similar systems [20 - 
28]. The characteristic IR-bands of the pure amino acids L-Val were 
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listed and assigned in Table (2). The comparison and assignment of 
the solid-state IR-spectra (Figs. 2.1) of the systems studied was done, 
using the statement that pure amino acids stabilize H3N+,-R-COO-(L-
Val) zwitterions with characteristic IR-spectral bands of -NH3

+ and -
COO-groups. The polarized IR-method was appeared to be unique for 
the experimental proving of the vibrational bands to corresponding 
modes. 

 
Tab. 2. IR-characteristic bands in 1700 – 1350 cm-1 region of L-Val  

    Assignment                          L-Val  ν [cm-1]  
νNH3+ stretching                             3200 – 2700  

δas
NH3+                                                            1629  

δ’as
NH3+                                                           1612  

δs
NH3+                                                             1567  

νas
COO-                                                            1585   

νs
COO-                                                             1508  

*IR-data obtained after applied deconvolution and curve-fitting procedures 
The comparative analysis showed the presence of bands assigned 

to the stretching vibrations of the protonated amino group -NH3
+ in the 

3200 – 2700 cm-1 region for amino acid L-Val, as well as two bands at 
1629 и 1612 сm-1 characterized asymmetric banding vibrations 
(δas

NH3+). The band at 1567 сm-1 was assigned to the symmetric 
banding vibrations (δs

NH3+). The typical -COO-maxima are in the 1600 
– 1500 cm-1 spectral range. The character of the band at 1585 cm-1 
and 1508 cm-1 were assigned and belonging to the asymmetric and 
symmetric stretching modes of COO-fragment (νas

COO- and νs
COO-) in 

the molecule of L-Val. Moreover, the last peaks disappeared in the 
spectrum of protonated form of L-Val hydrochloride, accompanied with 
a new peak at 1720 cm-1, corresponding to νC=O stretching mode of –
COOH. The simultaneously elimination of pairs of peaks at 1629 cm-1 
and 1612 cm-1 (Fig. 1.2) confirmed their character as δas

NH3+ and 
δ’as

NH3+ (Table  1) due to their possession of the same symmetry class.  
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Fig. 1. Non-polarized IR-(1) and reduced IR-LD spectra of L-Val after 
elimination of 1629 cm-1 (2)  

 
The protonation leds to disappearance of the typical -COO-maxima 

in 1630 – 1550 cm-1 spectral range as well as about 1405 cm-1. The 
character of the 1585 cm-1 and 1508 cm-1 band as νas

COO- and νs
COO- in 

L-Val was confirmed in addition by the obtained IR-spectrum of 
protonated L-Val as hydrochloride salt. It is characterized with the 
disappearance of the maxima at 1585 cm-1 and 1508 cm-1 and a new 
peak at 1735 cm-1 appeared, which corresponded to νC=O stretching 
vibration of the restored COOH group in the salt. The precise 
elucidation of the L-cysteine required a comparison with the neutral 
amino acid data (Fig.2). The broad absorption band within whole 3320 
– 1800 cm-1 belong to νas

NH3+ and νs
NH3+ stretching vibrations. The 

highest frequencies sub maximum at 3170 cm-1 belonging namely to 
the asymmetric stretching vibrations of νas

NH3+. The IR-band observed 
at 2069 cm-1 corresponded to δas

NH3+ + τNH3+ combination mode. The 
intensive band at 2551 cm-1 corresponded to νSH stretching vibration of 
the SH-group. The bands at 1589 cm-1 and 1397 cm-1 corresponded to 
νas

COO- and νs
COO- stretching vibrations of COO-fragment, while the 

bands at 1654 cm-1, 1610 cm-1 and 1530 cm-1 – to bending 
vibrations δas

NH3+, δas’
NH3+ and δs

NH3+ of NH3
+- of NH3

+-group. To νC-N 
stretching mode belonged the band at 1349 cm-1.   
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Fig. 2. Non-polarized IR-spectrum of L-cysteine 

 

4. CONCLUSION 
The N-acetyl-methyl amides derivatives of ά-amino acids L-Gly, L-

Val, and L-Cys were synthesized by a new efficient and simple method 
using acetic anhydride in basic conditions at room temperature and 
following mixed anhydride procedure. The spectral investigation, 
inclucuding IR-characteristic bands determination of the starting amino 
acids as zwitterions L-Val and L-Cys were carried out. The method of 
linear polarized vibrational IR-spectroscopy of oriented colloids in 
nematic host was applied on L-Val and  L-Cys, with a view to obtain 
experimental bands assignment and local structural elucidation in 
solid-state. The obtained experimental IR-LD results confirmed the 
applicability of the used spectral method for structural determination. 
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Abstract: Oxidative stress plays a key role in initiation of many 
degenerative processes in humans, related to cardiovascular disease, 
inflammatory disease, aging, and to DNA damage, mutation and promotion 
leading to cancer. The simplify functionality of hydroxycinnamic acids as 
esters, amides has gripped our attention, because of displaying a broad 
spectrum of properties as: antibacterial, antiviral, antiinflammatory, 
antioxidative, antiproliferative, neuroprotective and etc. The diversity of 
pharmacological properties of similar compounds are associated with either 
their properties to act as antioxidants. In order to study the radical 
scavenging activity, a series of hydroxycinnamic acid amides has been 
synthesized. 
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1. INTRODUCTION 

Cinnamic and hydroxycinnamic acids and their derivatives (esters, amides 
and glicosides) belong to phenylpropanoids - the largest group of secondary 
metabolites produced by plants in response to UV irradiation, wounding, 
infections, pollutions, exposure to ozone and other environmental 
conditions. The main representatives of natural hydroxycinnamic acids are: 

O

R2

R3

OH

R4

R1

1R = 2R = 3R = 4R  = H; Cinnamic acid;
1R = 2R = 4R  = H, 3R =OH ; p-Coumaric acid;
1R = 4R= H, 2R = OCH3, 3R = OH; Ferulic acid;
1R = H, 2R = 4R  = OCH3, 3R =OH ; Sinapic acid;
1R = H, 2R = 3R = OH,  4R = H ; Caffeic acid

 
Fig.1. 

In the past 10 years there is an emerging interest in the use of dietary and 
synthetic hydroxycinnamic acids and their derivatives for their effect on 
human health [1]. It is thought that the protective role in plants and 
therapeutical effects on humans is due to the antioxidant and free radical 
scavenging properties of these compounds. 

 
I. Antioxidant and radical scavenging activity 
Hydroxycinnamic acids and their derivatives are able to act as 

antioxidants in a number of ways.  
• Phenolic hydroxyl groups are good hydrogen donors: they can react 

with reactive oxygen and reactive nitrogen species in a termination reaction, 
which breaks the generation of new radicals. As a result, a stable radical 
form of the antioxidant is produced. Phenolic hydroxyl groups often have the 
potential to inhibit the lipid peroxidation and strongly to interact with 
proteins, inhibiting some enzymes involved in radical generation, such as 
various cytochrome P450 isoforms. 
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• The considered phenolics are able to chelate metal ions involved in 
the production of free radicals. 

• These compounds are able to absorb ultraviolet light and can be 
used as stabilizers for cosmetics and polymeric materials. 

• Hydroxycinnamic acids and derivatives act as synergists with other 
antioxidants. 

 
II. Anti-cancer effect [2-4] 
The compounds with antioxoidant activity are regarded as potential 

inhibitors of several cancers as the free radicals are considered as 
important factors in the etiology of cancer. Important mechanisms for the 
anticarcinogenic effects of polyphenols include the reduction of proliferative 
activity and the induction of apoptosis in cancer cells. 

 
III. Radioprotective effect 
Radiation therapy is a form of cancer treatment that uses ionizing 

radiation to kill cancer cells and shrink tumors. It also injures or destroys the 
normal cells. Although radiation damages both cancer cells and normal 
cells, the goal of radiation therapy is to kill as many cancer cells as possible, 
while limiting the damage to nearby healthy tissue . The deleterious effects 
of ionizing radiation in biological systems are mainly mediated through the 
generation reactive oxygen species (ROS) including superoxide anion 
(O2•–), hydroxyl radical (OH•*) and hydrogen peroxide H2O2. These ROS 
are known to cause oxidative stress in several critical cellular molecules like 
DNA, proteins and lipid membranes. Since ferulic acid and its esters 
prevents the formation of ROS, it can be used as a radioprotectors [9].  

 
IV. Anti-inflammatory effect  
Chronic or acute inflammation is a multiple process, which is mediated 

by activated inflammatory or immune cells. It has been reported that a 
number of antioxidants including hydroxycinnamic acids and related ester 
derivatives decrease the levels of some inflammatory mediators [5]. These 
findings suggest that these phenolics might have potential as an anti-
inflammatory drug and reveals at least in part the mechanisms of its anti-
inflammatory effect.   

 
V. Use in cosmetics 
UV radiation could influence the generation of reactive oxygen/nitrogen 

species [6] resulting in oxidative damage of the skin. The exposure to sun 
rays promotes premature skin ageing, erythema, inflammation, 
immunodepression and photo-carcinogenesis. UV absorbtion of 
hydroxycinnamic acids and derivatives resulted in formation of a resonance 
stabilized phenoxyl radicals, wich are able to terminate free radical chain 
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reactions. Therefore, compositions containing the hydroxycinnamoyl 
derivatives can be effectively used as cosmetic compositions with anti- 
aging effect, skin pigmentation improving effect and anti-wrinkle effect by 
promoting collagen synthesis [7]. 

 
VI. Antidiabetic effect 
Experiments with diabetic rats showed that supplementation of ferulic 

acid and its amides at relatively low doses increased the activities of 
antioxidant enzymes, thereby neutralizing free radicals which, in diabetics, 
are primary causes of accelerated tissue damage. Ferulic acid also 
decreased blood glucose and lipid levels [8]. 

 
VII. Hepatoprotective and immunostimulating effect 
 Intake of alcohol results in excessive generation of free radicals, which 

alter the biomembrane and cause severe damage. The regular ingestion of 
hydroxycinnamic acids and derivatives may provide substantial protection 
against alcohol and polyunsaturated fatty acid (PUFA) induced toxicity [10].  

Tissue culture experiments in Taiwan have shown that ferulic acid and 
derivatives stimulate the production of human white blood cells and 
increases the secretion of IFN-gamma (gamma-interferon), an immune-
system stimulatory protein. This suggests a possible value of FA as an 
immune stimulant.  

 
VIII. Neuroprotective effect [11] 
By virtue of their antioxidant properties, the  considered phenolics 

greatly reduce free radical damage to the external and internal membranes 
of nerve cells without causing nerve cell death. They also appear to 
encourage the proliferation of at least some types of nerve cells, such as 
retinal cells. These properties have attracted the interest of researchers 
looking for treatments for Alzheimer’s and other neurodegenerative 
diseases, and for certain diseases of the retina such as macular 
degeneration. 

 
IX. Anti-Atherogenic Effect 
As a result of their antioxidant properties hydroxycinnamic acids and 

derivatives effectively reduced the lipid levels (free fatty acids, triglycerides, 
cholesterol and phospholipids). FA was found to be effective in treating 
ischemic stroke in China. Moreover, reports have shown that γ-oryzanol, a 
mixture of feruloyl esters of plant sterols, can lower the cholesterol level in 
blood and lower the incidence of coronary heart disease [12]. 

X. Bone generation (anti-osteoporosis) effect 
Studies of bone metabolism suggest that ferulic acid prevents bone loss 

by a mechanism different from that of estrogens. In an era when hormone 
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replacement therapy is under fire from anti-technology crusaders, ferulic 
acid may be a welcome addition to the osteoporosis treatment arsenal. 

 
XI. Pulmonary Protective Effect 
Nicotine  of cigarette smoke increases lipid peroxidation and thus 

causes oxidative cellular injury, which is believed to play a major role in the 
pathogenesis of several smoking-related diseases. Administration of 
phenolic acids  protects the cells from oxidative damage [13].  

 
XII. Antimicrobial effect 
Phenylpropenoic acids derivatives are known to inhibit various 

pathogenic microorganisms. The antibacterial effect of free hydroxycinnamic 
acids, their esters ad sugar analogues are well known [14]. Recently the 
same effect was reported for the synthetic halogenated cinnamoyl amides 
[15]. There is limited information about antimicrobial activity of naturally 
occurring cinnamoyl amides. 

 
XIII. Antiapoptotic Effect 
Apoptosis is a certain type of cell death in multicellular organisms. It is 

suggested that dietary phenolic compounds cause apoptosis in various 
cancer cells [16] and exhibit anti-apoptotic activity in normal peripheral 
blood mononuclear cells (PBMCS) [17].  

 
XIV. Athletic performance 
Hydroxycinnamic acids and their derivatives have been widely used to 

enhance athletic performance, both in humans and in race horses. They 
reduce fatigue by neutralizing free radicals that would otherwise damage 
the energy-producing structures in cells. This concept has merit 
theoretically, but has yet to be demonstrated in clinical trials. 

2. RESULTS AND DISCUSSIONS 
 In searching of new biological active phenylpropenoid analogues, we 

synthesize cinnamic and hydroxycinnamic acid amides and esters and 
study some of their properties. The obtained compounds are depicted in the 
Fig. 2. The compounds were synthesized by the standard methods in 
peptide chemistry, as well as by sonochemical- and microwave accelerated 
Wittig reaction. Most of the synthesized compounds were tested for their 
radical scavenging property using DPPH* test. Some of them show activity 
near to that of the free phenylpropenoic acids, accepted as standard 
antioxidants.  
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R

+  

 
Fig.2. 

 
For example, the aporphine alkaloid- glaucine is known as a natural 

antioxidant. We synthesized new glaucine derivatives by its coupling with 
hydroxycinnamic acids and phenylalanine – compounds, containing three 
structural fragments with a proved antioxidative activity. The N-feruloyl – 
and sinapoyl-phenylalanyl-3-aminomethyl amides show two times higher 
radical scavenging activity compared to those amides without phenylalanine 
rest. Among all the tested compounds, sinapoyl-phenylalanyl-3-
aminomethyl glaucine amide possesses the highest activity, even higher 
than the standard antioxidant –tocopherol [18] (Fig. 3. ) On the other hand 
we established that the radical scavenging activity of the synthesized 
sinapoyl- and caffeoyl amides of cysteine against DPPH* are superior to the 
standards as ferulic acid, eugenol and isoeugenol. The same amides 
showed antibacterial activity against Streptococcus pyogenes, even higher 
in comparison with the free hydroxycinnamic acids. 
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Fig. 3. 
Our last investigations concern the synthesis of cinnamoyl and 

hydroxycinnamoyl amides of some biogenic amines (tryptamine, tyramine, 
phenylethylamine). The radical scavenging properties of these compounds 
are compared to that of the corresponding amides of their amino acid 
precursors (Table 1). It is evident that the amides of aromatic amines are 
more active than those of their precursors. The synthesized compounds are 
more active than the listed in the table standards. 
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Table 1. 

 

AH 10' 20'

Quercetin 76.01±0.08 78.05±0.06

D,L α-Tocopherol 62.91±0.05 73.31±0.03

Isoeugenol 17.56±0.01 19.04±0.01

Caffeic acid 88.04±1.52 91.83±0.65

Caffeoyl tryptophan methyl ester 80.1±0.8 87.9±0.3

Caffeoyltryptamine 90.41±0.37 90.82±0.36

Caffeoyl tyrosine methyl ester 89.61±0.33 90.20±0.18

Caffeoyltyramine 89.75±0.13 89.95±0.22

Caffeoyl phenylalanine methyl ester 90.34±0.11 90.49±0.15

Caffeoylphenylethylamine 93.43±0.09 94.21±0.96

( % ) RSA

Reaction time ( min )

3.6 mM

 
DPPH radical scavenging activity of HCA-amides. Each experiment was 

performed in triplicate. The values are given as the mean ± standard error.  
 
The antimicrobial activity of the synthesized amides of amino acids is 

tested against Bacillus subtilis, Escherichia coliD1 and Klebsiella 
pneumonia. Among the tested compounds the highest activity is shown for 
feruloyl- and sinapoyl amides of phenylalanine and tyrosine. Feruloyl 
tyrosine amide is active against Bacillus subtilis, and the most active against 
Escherichia coliD1 are feruloyl- and sinapoyl phenylalanine amides [19]. 
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Abstract: Platinum group elements (PGEs) were doped in automobile 
catalytic converters. Since the introduction of catalytic converters, there has 
been a clear link between their use and the increasing emissions of these 
elements in the environment. By using a radial viewing 40.68 MHz 
inductively coupled plasma atomic emission spectrometry and selected 
analysis lines the following detection limits in ng g−1 were obtained: Pt -1700 
and Pd-1440. Improvement of the detection limits in the determination of 
platinum and palladium in environmental materials was achieved by pre 
concentration of analytes and by separation of matrix elements Al, Ca, Fe, 
Mg and Ti. The separation and pre concentration procedure was carried out 
at pH=1. A new column method with 2- mercaptobenzimidazole immobilized 
on an activated carbon was proposed. The following detection limits in ng g-

1 were obtained: Pt – 3.3 ng g-1 and Pd - 4 ng g-1. 
Keywords: ICP-AES, detection limits, platinum, palladium, activated 

carbon, sorption, and column method 
 
1. INTRODUCTION 
Platinum group elements (PGEs) were included in automobile 

catalytic converters and the converters have been used in many car 
exhaust systems [1]. Since the introduction of catalytic converters, 
there has been a clear link between their use and the increasing 
concentration of these elements in the environment [2]. PGEs and their 
complex salts cause allergy, asthma, rhino-conjunctivitis and different 
serious health problems [3].   

 The progress in the study of the occurrence and distribution of 
PGEs in environmental materials depends on the possibilities of their 
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quantitative determination. With introduction of  ICP-AES and ICP-MS 
the possibilities for determination of PGEs were extended [4 - 6]. 

The basic problems in the determination of PGEs in environmental 
materials by ICP-AES are trace element concentrations and complex 
sample matrices. The spectral interferences in the presence of 
complex matrices influence on the accuracy and detection limits in the 
determination of trace of elements by ICP-AES. In the direct ICP-AES 
determination of PGEs the following detection limits (in ng g -1 ) can be 
reached: Pt -1700 and Pd-1440 [6]. 

Improvement of the detection limits can be achieved by pre 
concentration of platinum and palladium after separation of matrix 
constituents [7-11]. The interest in activated carbons is determined by 
their unique properties such as large specific surface area, strongly 
developed micro porosity and the possibility to modify their surface 
and texture [12- 18]. 

The purpose of the present paper is to improve the detection limits 
in the determination of Pt and Pd in environmental materials  by ICP-
AES below 10 ng g-1 by developing a new column method with 2- 
mercaptobenzimidazole immobilized on an activated carbon for 
separation of matrix elements Al, Ca, Fe, Mg, Ti  and pre concentration 
of analytes.  

 
2. EXPERIMENTAL 
2.1. Instrumentation 
 The experiments were performed with a 40.68 MHz ICP HORIBA 

Jobin Yvon Ultima 2 ICP system (Longjumeau, France). The sample 
solutions were introduced in ICP- AES  by Meinhard, concentric glass 
and ultrasonic nebulizers (Courtesy of Cetac Thechnologies, Omaha, 
Nebraska, USA). The operating conditions are given in Table 1. 

 
Tab. 1: Operating conditions 
Incident power /(kW) 1.00 
Outer argon flow rate/(l min-1) 13 
Auxiliary gas /(l min -1) 0 
Sheath gas flow rate/(l min-1) 0.2 
Liquid uptake rate/(ml min-1) 1.0 
Carrier gas flow rate (l min-1) 0.4 

 
 
 
2.2. Reagents, buffer solutions, certified reference material 
Reagents of highest purity grade were used: 30% HCl, 65% HNO3, 

47 % HBr (Suprapur, Merck), and bi-distilled water from quartz 
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apparatus. Activated carbon GAS 1240 (Norit N.V. Netherlands)  with  
specific surface area 1240  m2 g-1. 

Buffer solutions (Merck): pH = 1 (0.1 M HCl), pH =2 (0.01 M HCl), 
pH = 3 (citric acid- hydrochloric acid), pH =4 (citric acid- hydrochloric 
acid), pH = 5 (citric acid – sodium hydroxide). 

Certified reference material BCR-723  for the determination of 
platinum and palladium in road dust. 
 

2.3. Modification of activated carbon   
 2-mercaptobenzimidazole-modified activated carbon was prepared 

by the following steps:  First step: The carbon was heated in a furnace 
at 6000C for 3 h in inert atmosphere. Then the sample was cooled 
down to room temperature in argon. Second step: 3 g of activated 
carbon were heated for 1 h at 2000C in vacuum, whereupon 10 ml of a 
2 % (wt) solution of 2-mercaptobenzimidazole in ethanol were added 
and the mixture was allowed to stand at 200C for 2 h to facilitate better 
penetration of the modifier into the pores of activated carbon. Then the 
solvent was evaporated at 90–1000C. Then heated for 1 h at 2000C in 
vacuum again and   treated the sample as described above. This 
procedure is repeated three times. The modified carbon was washed 
with distilled water and 1M HCl until attaining a constant pH value of 
the washing water, and then dried at 1000C for 6 h. 

 
2.4. Decomposition procedure 
Extraction procedure of traces of Pt and Pd in acid mixture (HBr 

/HNO3) in an apparatus, described in  [ISO 11466:1995 (E)] was used 
for digestion of certified reference material BCR-723 (road dust). A 
total of 3.0 g subsample was weighed in a reaction vessel; 3 ml of bi-
distilled water was added to obtain slurry, followed by 15 ml of HBr and 
15 ml HNO3. The sample was allowed to stand for 16 h at room 
temperature for slow oxidation of the organic matter and reduction of 
the gases. Then it was heated under reflux until boiling for 2 h and 
allowed to cool slowly at room temperature. The supernatant solution 
was filtered through a filter (blue band), the solution was collected in a 
100 ml graduated flask, the residue was washed with 0.1 M HCL and 
final solution was filled up to the 100 ml with 0.1 M HCL. 

  
 

3. RESULTS AND DISCUSSION 
3.1. Detection limits in the determination of Pt and Pd in pure 

solvent 
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The detection limit of the analytes in pure solvent (or dilute acid ) is 
defined by Eq. (1):  

CL = 2√2 × 0.01 × RSDB × BEC  (1), 
where BEC is background equivalent concentration in pure solvent; 

RSDB=1% is the relative standard deviation of the pure solvent [11]. 
Table 2 shows the detection limits for Pt and Pd under optimal 
operating conditions (Table 1) by using the most prominent lines. 

 
Tab. 2: Detection limits for Pt and Pd in pure solvent, obtained by 40.68 MHz ICP 
and different   nebulizers 
Analysis lines, λ, nm Detection limits, ng ml-1

Meinhard, concentric glass nebulizer Ultrasonic 
nebulizer 

Pt II 203.646 7.0 1.0 
Pd II 229.651 11.0 1.2 

 
3.2. Investigation of the conditions for sorption of platinum and 

palladium on 2-mercaptobenzimidazole -modified activated carbon  
The sorption behavior of the 2- mercaptobenzimidazole-modified 

activated carbon towards Pt and Pd was studied. A 50 mg portion of 
the activated carbon was weighed and transfered in glass bottles with 
stoppers (volume 25 ml). 0.1 ml of solution with concentration 100 µg 
ml-1  for platinum and palladium separately in 0.1 M HCl were added. 
Sorption behavior was studied in an acidity range between pH =1 and 
pH =5. The acidity was measured using automatically pH – meter. The 
final volume was 10 ml and each bottle contains 50 mg activated 
carbon and 10 µg platinum or palladium at corresponding acidity. All 
bottles were fixed vertically on the platform and were shaken on the 
shaken machine for 2 h at room temperature. In order to eliminate 
possibility for reduction of Pt and Pd ions, the experiments were 
carried out in room without direct sun light. Five parallel experiments 
for each analyte for pH =1, 2, 3, 4 and 5 were carried out. The 
activated carbon was allowed to settle. The concentration of Pt and Pd 
in supernatant solution was determined by ICP-AES under 
experimental conditions, shown in Table 1. The analytes are not 
detected in solution only at pH = 1. The detection limits for Pt and Pd 
are shown in Table 2. Hence, at pH =1, 100 % Pt and 100 % Pd are 
sorbed on the activated carbon immobilized with 2- 
mercaptobenzimidazole.  

 
3.3. Method for extraction of platinum and palladium, sorbed on 

activated carbon immobilized with 2- mercaptobenzimidazole at pH =1 
 Different acids and acid mixtures were used for efficient extraction 

of Pt and Pd from activated carbon. An appropriate procedure, which 
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ensure 100 % extraction of the analytes  was not found. In the present 
paper a procedure including dry-ashing was selected. The following 
parameters were optimized: temperature conditions for dry-ashing, the 
material  of the vessel and conditions for dissolution of the residue. 
The following procedure was used: the resulting solution  obtained in 
Section 3.2 was  filtrated through a filter (blue band); the filter with 
activated carbon was dried in drying-oven at 90 0C; the activated 
carbon along with a filter was transferred  in quartz crucible and the 
sample was heated at 450 0C (1 h) and 850 0C (1 h) in furnace; the 
quartz crucible was allowed to cool slowly at room temperature and 
after that the crucible is get into reaction flask of an apparatus, 
described in ISO 11466:1995 (E); an acid mixture HNO3/HBr (3 ml 
HNO3+ 3 ml HBr)  was used for dissolution of the so prepared residue; 
the sample was heated under reflux until boiling for 1 h  and allowed to 
cool slowly  at room temperature. The content of the reaction container 
was transferred quantitatively to a 10 ml graduated flask and filled up 
to the mark with 0.1 M HCl. The solution was introduced in ICP-AES. 
Table 3 shows the mean values for five replicates and the confidence 
interval of the mean value ∆X for statistical confidence P=95%. 

 
Tab. 3: Exctraction of Pt and Pd from activated carbon immobilized with 2- 
mercaptobenzimidazole  
Element 
 

Total content  of platinum or palladium in activated carbon, µg 
 

Added       Found - mean value (X) ± ∆X from five  replicates 
Pt 10.0 10. 0  ±   0.37 
Pd 10.0 9.98  ±  0.60 

 
3.4. Determination of major elements by ICP–AES in final sample 

solution, derived after dissolution of certified reference material BCR 
723 (road dust). 

 
A certified reference material was dissolved using procedure given 

in Section 2.4.One ml of the basic sample solutions were diluted 
(dilution factor = 25) in order to eliminate the multiplicative 
interference. The concentrations of Al, Ca, Fe, Mg and Ti are shown in 
basic sample solution ( Table 4.) 

Tab. 4: Content of Al, Ca, Fe, Mg and Ti in solution ( in µg ml-1) derived 
after dissolution of the  certified reference material  

Analysis lines, nm Concentration of matrix elements, in µg 
ml-1

Al II  394.401 660 
Ca I  422.673 1656 
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Fe II  238.204 1030 
Mg II 279.806 760 
Ti   II  334.941 26 

 
3.5. Investigation of the conditions  for sorption of Pt and Pd in the 

presence of matrix elements Al, Ca Fe, Mg and Ti on 2- 
mercaptobenzimidazole -modified activated carbon  

 A 50 mg portion of the activated carbon was weighed and transfer 
in glass bottles with stoppers (volume 25 ml). To the activated carbon 
were added: 1 µg ml-1 Pt  + 1 µg ml-1 Pd  and matrix elements in 
concentrations shown in Table 4.  The experiment was carried out at 
pH =1. The final volume was 10 ml. The mixture was shaken on the 
shaken machine for 2 h at room temperature. Five replicates were 
obtained. The sample solution was filtered through a filter blue band.  

 
Tab. 5: Contents of Pt, Pd, Al, Ca, Fe, Mg and Ti in basic sample solution 

Elements Concentrations, in µg ml-1 
       Pt 1 
       Pd 1 
       Al 600 
      Ca 1410 
      Fe 1000 
      Mg 760 
      Ti 25 

 
The concentrations of Pt and Pd were determined in basic sample 

solution. The matrix elements were determined in solution which was 
diluted 25 times. The concentrations of Pt, Pd, Al, Ca, Fe, Mg and Ti in 
basic solution are show in Table 5. Hence, under these experimental 
conditions Pt and Pd cannot be sorbed on the activated carbon. 

The influence of concentration of matrix elements on the sorption 
efficiency was investigated. The experimental results show that for 
concentration of matrix elements 10 times lower in comparison of the 
corresponding values shown in Table 4, the matrix elements were 
delectated 100 % in solution and Pt and Pd were sorbed 100 % on the 
activated carbon. 

 
3.6. Column method with 2- mercaptobenzimidazole immobilized 

on an activated carbon  
By using column containing activated carbon immobilized with 2- 

mercaptobenzimidazole and by varying the size of the column (bore 
and length), the amount of the activated carbon, the linear flow rate of 
the solution the optimal conditions for the separation of matrix 
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elements from the analytes and pre concentration of Pt and Pd were 
established. The parameters are: column with bore =  3 mm, length = 9 
mm, amount of activated carbon = 0.4 g, flow rate of the solution =4 
mil min-1. The experiments were carried out at room temperature. The 
preliminary investigations were carried out by using solution, 
containing 1 µg ml-1 Pt  + 1 µg ml-1 Pd  and concentration of matrix 
elements 10 times lower in comparison of the corresponding values 
shown in Table 4 (Section 3.6).  The column was washed with 0.1 HCl. 
The matrix elements were quantitatively detected in solution. The 
column with activated carbon was dried in drying-oven at 90 0C. The 
procedure for dry ashing and dissolution was applied in accordance 
with (Section 3.3).  The final sample solution was 10 ml.  The solution 
was introduced in ICP -AES.  

The new column method with 2- mercaptobenzimidazole- 
immobilized on an activated carbon was applied for pre concentration/ 
separation in the determination of Pt and Pd in certified reference 
material BCR -723 (road dust). The final sample solution was 
introduced in ICP-AES with ultrasonic nebulizer. The final solution, 
obtained in Section 2.4 was diluted up to the 1000 ml. The final acidity 
was pH =1. The acidity was measured by using automatically pH- 
meter. 

Table 6 shows the detection limits  in the determination of Pt and 
Pd with respect to the dissolved solid sample, in ng g−1  (column 2) by 
using above pre concentration/separation procedure, content of Pt and 
Pd in the certified reference material BCR-723, obtained by ICP-AES 
(mean values X, for n=4 replicates and  the confidence interval of the 
mean value ∆X for  statistical confidence P=95% and f=n−1 =3 
(column 3), as well as the RSD of the analytical results (column 4). 
Column 5 lists the certified values. 
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Tab. 6: Detection limits with respect to the dissolved solid sample in ng 
g−1 in the determination of Pt an Pd in certified reference material BCR-723 
(road dust) by using the present method, contents of Pt, Pd in ng g−1, RSD of 
the analytical results and certified values in  ng g−1 

Element Detection limits, ng 
g-1 

Concentration, ng 
g-1 

RSD, 
% 

Certified values, 
ng g-1  

Pt 3.3 80.9 ± 0.05 3.0 81.3 
Pd 4.0 6.2 ±0.0.04 2.5 6.0 

 
The results obtained by the present method agree well with the 

certified values of the reference material BCR-723. Therefore, this 
method can be used successfully in the determination of Pt and Pd in 
environmental material. 
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Abstract: The determination of Aclonifen, Acifluorfen, Nitrofen and 
Oxyfluorfen by Differential Pulse Voltammetry at a meniscus modified silver 
solid amalgam electrode is discused. The optimum conditions regarding pH 
are found.  The detection limit for the determination of Aclonifen in deionised 
water is 2·10-7 mol·L-1. The detection limit for the determination of AC in 
Vltava river water is 3·10-8 mol·L-1. The detection limit for the determination 
of Acifluorfen is 3·10-6 mol·L-1. The detection limit for the determination of 
Nitrofen is 9·10-7 mol·L-1. The detection limit for the determination of 
Oxyfluorfen is 7·10-7 mol·L-1. AgSAE is therefore a suitable sensor for the 
determination of these substances. Furthermore, a method of determination 
of Acifluorfen at a carbon paste electrode is developed and the detection 
limit reached is 5·10-7 mol·L-1. So this sensor proves to be even more 
efective for aclonfen determination. 

Kewords: Aclonifen Acifluorfen, Oxyfluorfen, Nitrofen, Differential pulse 
voltammetry, Silver solid amalgam electrode, Carbon paste electrode, River 
water. 

 
1. Introduction 
Diphenyl ether herbicides (DPhEHs) are a group of pesticides that 

destroy weeds by inhibiting the enzyme protoporfyrinogen oxidase [1].  
The are  being used for crop protection in the cultures of  cultures of 
rice, soy, corn, potatoes, peas, carrot,  and sunflowers [2]. The 
representatives of this group studied in this work are Aclonifen, 
Acifluorfen, Nitrofen and Oxyfluorfen. Although not very toxic toward 
mammals, they have some worrying side effects such as high toxicity 
for aquatic organisms and hepatotoxicity in mammals in high doses [3]. 
Many are listed as a suspected human carcinogens and many 
substances from this group are endocrine disruptors and have adverse 
effects on blood formation [4, 5]. Nitrofen is not used anymore for 
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agricultural purposes but is an important model substance for the study 
of chemicaly induced birth defects [6], the other substances enjoy 
widespread agricultural use.  Considering the wide use of the 
substances in focus, and the risks connected with their usage, it is 
highly desirable to develop reliable analytical methods for 
determination of these substances. Many methods already exist, but 
most use laborious and expensive sophisticated techniques, such as 
HPLC-MS and GC-MS [7-10]. Voltammetry proves to be an efficient 
and cheap method for the determination of electroactive substances in 
trace amounts and Nitrated DPhEs are easily reducible [11, 12]. A 
suitable electrode has to be found however. Mercury dropping and 
hanging electrodes offer perfect performance but are not popular 
anymore due to issues with mercury toxicity and mechanical stability of 
the sensor [13]. Meniscus modified Silver Solid Amalgam Electrodes 
(m-AgSAE) turn out to be an excellent replacement [14]. They are 
slightly less sensitive, but no mercury is consumed during 
measurements and the silver amalgam used is nontoxic. Problems with 
electrode passivation can be overcome by suitable means of 
regeneration of the electrode surface. Overall they are reliable, cheap, 
easy to handle and sensitive sensors for various pollutants in trace 
amounts [14, 15].   Carbon paste electrodes (CPE) also offer high 
sensitivity, mechanical robustness and a great potential for chemical 
modification [16]. If carbon microspheres are used as a part of the 
paste the are also suitable for measuring in matrices containing high 
proportion of organic solvent.   

 
2. Materials and methods 
The stock solution of Oxyfluorfen (2-chloro-1-(3-ethoxy-4-

nitrophenoxy)-4-(trifluoromethyl) benzene 99%, Sigma – Aldrich 
Laborchemikalien, Germany) in methanol (c = 1·10-3 mol·L-1) was 
prepared by dissolving 0.0362 g of the substance in 100 mL of 
methanol (Lachema, Brno, Czech Republic).  

The stock solution of Nitrofen (2,4-dichlorophenyl 4-nitrophenyl 
ether 99%, Sigma – Aldrich Laborchemikalien, Germany) in methanol 
(c = 1·10-3 mol·L-1) was prepared by dissolving 0.0284 g of the 
substance in 100 mL of methanol (Lachema, Brno, Czech Republic) 

The stock solution of Acifluorfen (5-[2-chloro-4-
(trifluoromethyl)phenoxy]-2-nitrobenzoic acid 99%, Sigma – Aldrich 
Laborchemikalien, Germany) in deionized water (only  2·10-4 mol·L-1 
concentration due to low solubility in water) was prepared by 
dissolving 0.0182 g of the substance in 250 mL of deionized water 
(Milipore, USA) All solutions were kept in a freezer at 4°C.  
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The stock solution (c 1·10-3 mol·L-1) of Aclonifen (2-chloro-6-nitro-
3-phenoxybenzenamine 99%, Sigma–Aldrich Laborchemikalien, 
Germany.) has been prepared by dissolving 0,02648 g of AC in 100 
mL of methanol. Solutions of lower concentrations were prepared by 
precise diluting of the stock solution with methanol. The stock solution 
was kept in the dark in the refrigerator. The stability of the stock 
solutions has been checked by UV-VIS spectrophotometric 
measurements. The stock solution of AC was stable for at least 6 
months in the conditions under which it was kept, other stock solutions 
were stable for more than 18 months. Other used chemicals were boric 
acid, acetic acid (99%), phosphoric acid (85%), sodium hydroxide, 
potassium chloride, all chemicals p. a., Lachema Brno, Czech 
Republic. Methanol p.a. Merck, Germany was used. Britton-Robinson 
buffers of the desired pH were prepared by mixing of 0,2 mol·L-1 NaOH 
with a solution containing 0,04 M boric acid, phosphoric acid and 
acetic acid. Measurements of pH were performed on a Jenway 3510 
(Jenway, Essex, Great Britain) pH-meter with a combined glass 
membrane electrode (type 924 005) The electrode was calibrated by 
standard buffer solutions in water. Deionized water (Millipore, USA) 
was used as a solvent. Palmsens Electrochemical Sensor Interface 
(Palm Instruments BV, Ruitercamp, The Netherlands) and the 
PalmsensPC software was used for differential pulse voltammetric 
determination of Aclonifen at m-AgSAE. The software was running 
under the Windows XP (Microsoft Corp.) operating system. Other 
voltammetric measurements were performed on Eco-Tribo Polarograph 
using PolarPro 4.0 software (all Polaro-Sensors, Prague, Czech 
Republic). The software was driven by the operational system 
Microsoft Windows 98 (Microsoft Corporation) Pulses of width of 80 ms 
and height of –50 mV were used while performing DPV. A polarization 
rate of 20 mV/s, and potential resolution of 2 mV were used.  All 
measurements were performed using a three electrode system. A 
silver chloride electrode (1 mol·L-1 KCl) type RAE 113, Monokrystaly, 
Turnov, Czech Republic, a platinum wire auxiliary electrode and a 
meniscus modified silver solid amalgam electrode that was purchased 
from Polaro Sensors, Prague, Czech Republic. After extended periods 
of storage and if the behavior of the electrode starts changing the 
meniscus is renewed by immersing the electrode in a vial containing a 
small quantity of mercury, the process is called amalgamation. Each 
day at the start of using the electrode it was activated in 0.2 M KCl 
solution by applying of a potential of -2200 mV for 300s, as described 
in [17]. Measured solutions of AF were prepared by adding an 
appropriate amount of the stock solution to a 10 mL volumetric flask, 
and then filling the flask up to 10 mL with BR buffer of the desired pH.  
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Measured solutions of AC, NF and OF were prepared by adding an 
appropriate amount of the stock solution to a 10 mL volumetric flask, 
filling with methanol to a total volume of 5 mL and then filling the flask 
up to 10 mL with BR buffer of the desired pH. Model samples of AC in 
the concentration range (2·10-6 - 1·10-5) mol·L-1 in drinking water were 
prepared by making a 1·10-5 mol·L-1 solution of AC in drinking water. 
The drinking water was taken after letting it flow for 5 minutes to 
remove any impurities or gas pockets in the tubing. The apropriate 
amount of the stock solution was then added to a 10 mL volumetric 
flask, filled to 5 mL with pure drinking water and then filled up to 10 mL 
by BR buffer pH 12. The same was true for the (2·10-7 - 1·10-6) mol·L-

1concentration range, but a 1·10-6 mol·L-1 stock solution has been used 
instead. Analogous procedure was used for the determination in Vltava 
river water. The river water was taken from the surface of the river into 
a clean PET bottle and was stored in a refridgerator in a glass vessel 
for about 2 days during the experiments. Values of points in calibration 
curves are arithmetic averages of 3 measurements. Error bars are 
derived from the same data. Detection limits are calculated according 
to the formula LOD = 3,3·σ/S where σ is the standard deviation of 10 
measurements of the lowest concentration when the signal can still be 
evaluated and S is the slope of calibration curve in the vicinity of that 
concentration [18]. 

 
3. Results and discussion 
Voltammetric behavior of AC (c 10-5 mol·L-1) at m-AgSAE was 

studiend in a mixture of methanol and BR buffer of the desired pH (1:1) 
in the BR buffer pH range 2-12. The pH chosen for the determination 
of AC at m-AgSAE is 12, as the AC peak is the highest and best 
developed under these conditions. This pH was also used for all the 
model samples of real matrices. The voltammograms of AC in the 
concentration range (2·10-8 - 1·10-7) mol·L-1 in Vltava river water can be 
seen in Fig. 1. The calibration dependence is linear in the 
concentration range from 2·10-7 mol·L-1 to 10·10-5 mol·L-1 and lower 
concentrations could not be determined. The detection limit reached is 
2·10-7 mol·L-1.  

Voltammetric behavior of AF (c 10-5 mol·L-1) at m-AgSAE was 
studied in a solution of BR buffer of the desired pH (1:1) in the BR 
buffer pH range 2-12. The peak height and shape at pH are optimal 
and so pH 12 has been chosen for quantitation. The DP 
voltammograms of AF in the concentration range 2·10-6 – 1·10-5 mol·L-1  
are shown in Fig. 2. 

Voltammetric behavior of  AF (c 10-5 mol·L-1) using DPV at  CPE 
has been studied in BR buffer in the pH range 2-12. The optimum BR 
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buffer pH for the determination is 2, as the peak of the substance is 
highest under these conditions. The DP voltammograms of AF at CPE 
in the concentration range 2·10-7 – 1·10-6 mol·L-1can be seen on Fig. 3.  

Voltammetric behavior of  OF (c 10-5 mol·L-1) using DPV at AgSAE 
has been studied in a methanol -  BR buffer solution 1:1 in the pH 
range 2-12. The optimal pH for determination of OF is 12. DP 
voltammograms of OF at m-AgSAE in the concentration range 2·10-7 – 
1·10-6 mol·L-1 can be seen in Fig. 4.  

The voltammetric behavior of  NF (c 10-5 mol·L-1) using DPV at 
AgSAE has been studied in a methanol -  BR buffer solution 1:1 in the 
pH range 2-12. The optimal pH for determination of NF is 3. DP 
voltammograms of NF at m-AgSAE in the concentration range 6·10-7 – 
6·10-6 mol·L-1 can be seen in Fig. 5.  
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Fig. 1. DP voltammograms of AC at m-AgSAE. Measured in a solution of 

BR buffer pH 12 and Vltava river water (1:1). AC concentration in river water 
0 (1), 2·10-8 (2), 4·10-8 (3), 6·10-8 (4), 8·10-8 mol·L-1 (5), and 1·10-7 mol·L-1 (6). 
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Fig 2.  DP voltammograms of AF at m-AgSAE in the concentration range 

2·10-6 – 1·10-5 mol·L-1 measured in BR buffer pH 12.  AF concentration: 0 (1), 
2·10-6 (2), 4·10-6 (3), 6·10-6 (4) 8·10-6 (5).  and 1·10-5 mol·L-1 (6). 
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Fig. 3.  DP voltammograms of AF at CPE in BR buffer pH 2 . Concentration: 0 

(1), 2·10-7 (2), 4·10-7 (3), 6·10-7 (4), 8·10-7 (5) and 1·10-6 mol·L-1 (6). 
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Fig. 4. DP voltammograms of OF at in a mixture of BR buffer pH 12 – 
methanol 1:1, concentration range 2·10-7 – 1·10-6 mol·L-1.  Concentration: 0 

(1), 2·10-6 (2), 4·10-6 (3), 6·10-6 (4), 8·10-6 (5), 1·10-5 mol·L-1 (6). 
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Fig. 5. DP voltammograms of NF at m-AgSAE in a mixture of BR buffer 

pH 3 – methanol 1:1. NF concentration: 6·10-7 (1), 8·10-7 (2), 1·10-6 (3), 2·10-

6 (4), 4·10-6 (5) and 6·10-6 mol·L-1 (6). 
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4. Conclusions 
The methods for the determination of AC, AF, NF and OF by DPV 

at m-AgSAE have been successfully developed. The calibration 
dependences are linear in the studied concentration ranges. The 
detection limit reached for the determination of AC in a solution of BR 
buffer pH 12 – methanol (1:1) is 2·10-7 mol·L-1. The detection limit 
reached for the determination of AF in a solution of BR buffer pH 12 is 
3·10-6 mol·L-1. The detection reached for the determination of NF in a 
solution of BR buffer pH 12 – methanol (1:1) is 9·10-7 mol·L-1. The 
detection reached for the determination of OF in a solution of BR 
buffer pH 12 – methanol (1:1) is 7·10-7 mol·L-1. A method for the direct 
determination of AC in Vltava river water by DPV at m-AgSAE has 
been successfully developed. The calibration dependence is linear in 
the concentration range from 2·10-8 to 1·10-5 mol·L-1. The detection 
limit reached is 3·10-8 mol·L-1. A method for the determination of AF by 
DPV at CPE has been successfully developed. The detection limit 
reached for the determination of AF in a solution of BR buffer pH 12 is 
5·10-5 mol·L-1. Further work will focus on adapting the methods for the 
determination of the studied substances in real samples using solid 
phase extraction as a preconcentration technique. 
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Abstract The possibilities of different ICP-systems with radial 
viewing and different types of nebulizers in the determination of traces of 
toxic elements As, Hg, Se, Cd,  Sb, Pb and Tl in biological materials were 
studied. The analysis of these materials is important in medical and forensic 
science applications. By using  equipment including 40.68 MHz ICP, 
spectrometer with vacuum ultraviolet spectral  region and optimal excitation 
conditions in inductively coupled plasma the detection limits in the 
determination of As, Hg, Se, Cd,  Sb, Pb and Tl satisfy the requirement of 
medicine and forensic sciences. 

Kaywords: ICP-AES, toxic elements, animal tissues, hair, brain, normal 
concentration levels   

 
1. INTRODUCION 

The need for elemental analysis of biological materials has been 
well documented [1]. The determination of toxic trace elements in 
animal tissues is interrelated with cases of acute toxic poisoning of 
people and animals This problem is very important for medicine and 
forensic sciences [ 2]. 

Comprehensive reviews of instrumental techniques (atomic 
absorption spectrometry, atomic emission spectrometry, mass spectrometry 
) and applications include developments in the analysis of clinical and 
biological materials were published as part of the series of Atomic 
Spectrometry Updates [3, 4]. Inductively coupled plasma atomic emission 
spectrometry is a powerful analytical technique combating the following 
features: trace analytical methodology with muli-element  capability; the 
possibility of element determinations in a broad concentration range 
including detection limit levels [5]. 



Faculty of Mathematics & Natural Science – FMNS 2011 

354 
 

Providing accurate results about the different biological samples 
requires a major effort. There have to pay attention to the factors affecting 
the accuracy of elemental trace analysis: choice of sample preparation 
procedure and accurate measurements by using a given instrumental 
technique [1]. 

The purpose of the present paper was to show the possibilities of 
40.68 MHz ICP, spectrometer with vacuum ultraviolet spectral  region and 
optimal excitation conditions in the determination of As, Hg, Se, Cd,  Sb, Pb 
and Tl  in biological materials.  

 
2. EXPERIMENTAL 
2.1. Instrumentation 

The experiments were performed with two equipment  of Jobin Yvon 
(Longjumeau, France): JY ULTIMA 2, 40.68 MHz ICP and JY 38, 27.12 
MHz ICP. The characteristics of JY  ULTIMA 2 and JY 38 are specified in 
Table 1. The operating conditions are given in Tables 2  and 3, respectively. 
The prominent lines with wavelengths below 200 nm were measured by a 
nitrogen-purged spectrometer. (JY ULTIMA 2). The excitation temperature 
(Texc) was evaluated by the Boltzmann plot method using titanium lines [6]. 
The Mg II 280.270 nm/Mg I 285.213 nm line intensity ratio was measured to 
characterize the robustness of the plasma [7]  

Tab. 1: Specification of  two type ICP systems, HORIBA Jobin -  Yvon  ULTIMA 
2 (France) 
Monochromator HORIBA Jobin -  Yvon  ULTIMA 

2       
JY 38 Jobin Yvon, France           

Mounting Czerny - Turner, focal length 1 
m    

Czerny - Turner, focal length 1  

Grating  Holographic, 2400 grooves mm-
1      

Holographic, 2400 grooves 
mm-1       

Wavelength range            170-800 nm 200-700 nm 
Entrance slit                     0.015 / 0.02 mm 0.04 mm 
Exit slit       0.02 / 0.08 mm 0.04 mm 

Practical spectral  
  bandwidth                       
 

from 160 nm to 320 nm pm in 
the 2-nd order  
10 pm in the 1-st order from 
320 
To 800 nm 

15.6 pm (1-st order) 

Detectors High Dynamic Detectors based 
on PMT’s                                      

Photomultiplier, Humamatsu 
TV, 
R 446 HA 

Rf generator                     Solid state Plasma Therm, model HFP 
1500  

Frequency 40.68 MHz 27.12 MHz 
Power output 0.5 – 1.5 kW 0.5 – 1.3 kW 

Nebulizers Meinhard, concentric glass 
Ultrasonic nebulizer, Courtesy 
of Cetac Technologies, Omaha 

Meinhard, concentric glass 
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Nebraska, USA 
Spray chamber JY Glass cyclonic spray 

chamber       
JY Glass Scott spray chamber    

Plasma torch Fully demountable torch               Not demountable; 
Pump Two channels, twelve-roller          Peristaltic, ten-roller, Gilson  

Minipuls (Gilson Medical              
Electronics, France)                     

 
Tab. 2: Operating conditions in the determination of toxic elements in biological 

materials 
Incident power /(kW                                                                                 1.00 
Outer argon flow rate/(l min-1)                                                                  13 
Auxiliary gas /(l min -1)                                                                              0 
Sheath gas flow rate/(l min-1)                                                                    0.2 
Liquid uptake rate/(ml min-1)                                                                     1.0 
Carrier gas flow rate (l min-1)                                                                    0.4 
Mg II 280.270 nm /Mg I 285.213 nm line intensity ratio                           11.4 
Excitation temperature (Texc), K                                                               7200 

      
Tab. 3: Operating conditions of 27.12 MHz ICP JY 38 (Jobin Yvon, France) 

Incident power /(kW                                                                                 1.00 
Outer argon flow rate/(l min-1)                                                                  13 
Liquid uptake rate/(ml min-1)                                                                     1.0 
Carrier gas flow rate (l min-1)                                                                    0.45 
Mg II 280.270 nm /Mg I 285.213 nm line intensity ratio                           11.4 
Excitation temperature (Texc), K                                                               7200 

 
2.2. Reagents and reference solutions  
All reagents were of analytical--reagent grad (Merck, Darmstadt, 

Germamy) and doubly distilled water was used throughout. The stock 
solutions of the elements (1 mg ml-1) were prepared from Merck Titrisol 
solutions. The reference solutions for the determination of the analytes were 
prepared by precise matching of sample acidity. 

2.3. Sample digestion procedures 
Human liver  

A 10 g sample was treated with 30 ml acid mixture HNO3/H2SO4 by a 
wet decomposition procedure. The wet digestion was carried out in a close 
system by using an autoclave with Teflon vessel (Perkin – Elmer, Norwalk, 
CT, USA, No 3) with working volume = 0.12 l, pressure = 50 bar and 
maximum temperature =160oC.A notable advantage of digestion carried out 
in closed  systems is that volatilization losses can be minimized [1].. The 
final volume of the sample solution was 100 ml. The solvent blank had a 
concentration of 183 mg ml-1 H2SO4. 
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Hair 
The digestion was performed in a microwave digestion system 

(Milestone 1200, USA) at at pressure of 70 bar.  A samples of hair was 
washed consecutively with doubly distilled water, acetone, nitric acid (1%), 
doubly distilled water at room temperature. After that the sample was dried 
at room temperature. A 0.500 g dry sample was weighted in a PTFE vessel. 
The digestion was performed in a microwave digestion system procedure in 
two steps was used: – First step - 3 ml nitric acid (65%) and 2 ml doubly 
distilled water were added. The sample was heated at temperature 130 oC 
for 3 min, cooling period 10 min.; Second step — the sample was heated at 
175oC for 10 min. The final sample solution was 5 ml. 

3. RESULTS AND DISCUSSION 
3.1. Influence of multiplicative interferences on the intensity of 

prominent line of analytes 
 The multiplicative interferences on the most prominent lines of  As, Hg, 

Se, Cd,  Sb, Pb and Tl in the presence of 183 mg ml-1 H2SO4 and in the 
presence of biological matrix were investigated. The influence of H2SO4 and 
biological matrices was studied at the concentration levels equal to that in 
the final sample solutions. The results show the following:  

(a) The net line signals in the presence of 183 mg ml-1 H2SO4 
decreased by 30% in comparison with the corresponding values in pure 
aqueous solution. This is in accordance with reference data [8, 9]; 

 (b) A biological matrix at the same acidity did not change the slope of 
the calibration graphs. 

3.2. Detection limits in the presence of 183 mg ml-1 H2SO4 by using 
different ICP systems and different nebulizers 

The detection limit of the analytes in pure solvent (or dilute acid ) is 
defined by Eq. (1):  

CL = 2√2 × 0:01 × RSDB × BEC  (1), 
where BEC is background equivalent concentration in pure solvent; 

RSDB=1% is the relative standard deviation of the pure solvent [10]. Table 
3 shows the detection limits for Pt and Pd under optimal operating 
conditions (Table 2, 3) by using the most prominent lines. 

Tab. 4: Detection limits  of As, Hg, Se, Cd,  Sb, Pb and Tl in  the presence of 
183 mg ml-1 H2SO4  in solutions  
Analysis lines.λ, nm                                   Detection limits, ng ml-1 
                                      Meinhard, concentric glass nebulizer    Ultrasonic nebulizer    
                                        JY 38                        JY ULTIMA 2              JY ULTIMA 2 
Hg I 194.277                        -                                      2.7                                  - 
Hg I 253.652                      50. 0                                 2.7 
As I 193.695                       -                                       4.0                                0.5 
As I 200.334                      120.0                              12.0                                   - 
Se I 196.026                          -                                    5.2                                0.9    
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Se I 203.985                       156.0                              16.0                                   - 
Cd II 214.438                     40.0                                9.0                                   4.0 
Sb I 206. 838                      65.0                              13.0                                  2.6 
Pb II 220.353                      37.0                              7.0                                    1.5 
Tl I  190.852                          -                                  9.0                                    2.6          
Tl I 276.787                        280                                26. 0                                 -              

 The following conclusion can be drowning: 
(a) The detection limits, obtained by 27 MHz ICP are higher in 

comparison with corresponding values, obtained with 40.68 MHz ICP. This 
is in accordance with reference data [11] ;(b) The detection limits in the 
determination of As, Se and Tl were improved by using prominent lines 
below 200 nm; (c)  The detection limits can improve up to 8 times by using 
ultrasonic nebulizer instead  Meinhard, concentric glass nebulizer.    

3.3. Determination of As, Hg, Se, Cd,  Sb, Pb and Tl in human liver 
The sample of human liver was dissolved by using procedure, 

described in Section 2.3. Table 4  shows the detection limits with respect to 
the dissolved sample of the wet tissue, obtained in the present paper,  
content of  As, Hg, Se, Cd,  Sb, Pb and Tl in human liver   and the range of 
“normal values” of  trace element concentrations in the human liver. In case 
of chronic poisoning with toxic elements, their concentrations are several 
times higher than the “normal values”. Modern biological and forensic 
sciences maintains a interest in techniques which ensure multi-element 
analysis and have possibilities to detect large number of element at 
threshold concentration levels. 

Tab. 5. Detection limits with respect to the dissolved samples of wet 
tissues (in ng g-1) obtained in the present paper by 40.68 MHz ICP, content 
of element in a sample and range of “normal values”  of trace element 
concentrations in human liver of clinical interest in accordance with Ref.[12]. 
The  detection limits are shown by Meinhard, concentric glass nebulizer 
(MGN) and ultrasonic  nebulizer (UN)  

Analysis lines, λ, nm     Detection limits, ng g-1       Content, ng g-1

                                    MGN             UM   
“Normal 
values” , ng g-1 

 
Hg I 194.277              27.0                -                       48.0 ±1.0                 30-150 
As I 193.695              40.0                 5.0                   10.2  ± 0.2                  5 -15 
Se I 196.026              52.0                 9.0                    225  ± 5.0             250 – 400 
Cd II 214.438             90.0                 40.0                 180  ± 5.0                  300 
Sb I 206. 83 8            130.0               26.0                 35.0 ± 2.0               no data 
Pb II 220.353             70.0                 15.0                 390.0 ± 5.0                350-550 
Tl I  190.852               90.0                 26.0             < 26.0                          no data 

* Confidence interval of the mean value ∆X for statistical confidence P=95% for 
four replicates 
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The results in Table 5 show that the detection limits obtained by 40.68 
MHz ICP and Meinhard, concentric glass nebulizer can satisfy the 
requirements of medicine and forensic sciences.  

3.4. Determination of Hg in Human hair 
The sample of human liver was dissolved by using procedure, 

described in Section 2.3. 
  Table 6 lists  the detection limits with respect to the dissolved  solid 

sample of the hair, obtained in the present paper, the content of  Hg in 
human hair and the range of “normal values” of  trace element 
concentrations in the human hair.  

Tab. 6: Detection limits with respect to the dissolved solid samples (in ng g-1) 
obtained in the present paper by 40.68 MHz ICP with  Meinhard, concentric glass 
nebulizer (MGN),  content of element in a sample and range of “normal values”  of 
trace element concentrations in human liver of clinical interest . 
Analysis line, λ, nm  Detection limits, ng g-1    Content, ng g-1     “Normal values” , ng g-1   
 
Hg I 194.277                      MGN                                                     [13]                   [14]               
                                              
                                           27.0                        50.2 ±1.0          0.45 – 1.2           0.1-1.33 

 
     In this case the concentration of Hg in human hair is significantly 

higher in comparison with “normal values” and therefore there have 
example for poisoning with Hg.  

 4.  Conclusion 
By using  equipment including 40.68 MHz ICP, spectrometer with 

vacuum ultraviolet spectral  region and optimal excitation conditions in 
inductively coupled plasma the detection limits in the determination of As, 
Hg, Se, Cd,  Sb, Pb and Tl satisfy the requirement of medicine and forensic 
sciences.    
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Abstract: The instability of spherical and ellipsoidal charged drops of a 
conductive incompressible liquid is under investigation by means of the 
energy and dynamic methods. In the paper the decay conditions for the two 
forms of a charged drop are obtained. The influence of the ellipticity criterion 
on the charged drop stability and the character of surface density of the 
resultant force on the Rayleigh instability criterion is analyzed. Another 
problem considered in the work is a condition of charge stability on a 
conductive solid sphere inside a dielectric shell that appears to differ from 
that for a liquid drop. 

Key words: Rayleigh instability, drop instability, charge stability 

INTRODUCTION 
An electrostatic instability of a charged drop known since XIX century 

draws scientific attention till nowadays. The phenomenon theory basic was 
developed by Lord Rayleigh and have being refined till up to date since the 
phenomenon can be used in numerous applications ([1], [2]). The instability 
appears when the surface density of Coulomb repulsion force of electric 
charges within the conductive liquid exceeds the surface tension pressure 
The analysis of instability of non-umbilic charged drops is a complicated 
problem since one has first to derive the electrostatic problem of charge 
distribution on a drop surface and the drop shape, surface distribution of 
charge and surface tension value are dependent. 

The usual way to derive charged drop instability problem is a 
perturbation method. However the method allows to find out only a linear 
stage of instability and cannot precisely predict the further development of 
the charged drop shape that can result in a new equilibrium state or a drop 
decay into daughter drops. 

Another approach is based on an analysis of free energy of a charged 
drop in an initial and a final states, the latter is governed by instability 
development. And if the final state energy e.g. after a decay is less than the 
initial one than the former state is energy-profitable. But this fact does not 
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guarantee the drop transition to the new state since there can be a potential 
barrier preventing the drop decay or its shape change. A complete solution 
of non-linear hydrodynamic equations is necessary to answer the question 
definitely [3]. 

INSTABILITY OF A SPHERICAL CHARGED DROP OF AN 
INCOMPRESSIBLE CONDUCTIVE LIQUID 

Dynamic approach. Rayleigh electrostatic criterion 
Let us consider a conductive liquid spherical drop of radius a that has 

charge q  homogeneously distributed on its surface with charge density σ . 
The surface force density is determined by Coulomb repulsion pressure qf  
directed from the drop centre is ([4], [6]) and surface tension p directed to 
the drop centre [7] 

(1)  ( )aqfq 0
2

0
2 8)2( πε=εσ= , ( )21 11 RRp +⋅α=  

where α  is the surface tension coefficient, R1 and R2 — principal radii of 
curvature. The equilibrium is unstable at the points of the surface where 

pfq >  then the drop tends to change its shape and this can result in a drop 
splitting into smaller daughter drops [1]. 

According to the papers [2], [3] we introduce a dimensionless Rayleigh 
instability criterion  

(2)  ( )3
0

22 16 aqW αεπ=  

that is a ratio of a surface density of Coulomb energy to that of the energy of 
surface tension. 

Then for the spherical drop the critical condition of instability can be 
written as 

(3)  4>W  

Energy approach 
Let us consider a probable way of splitting of the spherical 

incompressible liquid drop considered above. Suppose that the drop of 
radius a has split into daughter drops of different radii b and c ( cb >> ). 

Then a splitting condition expressed through the initial drop energy E  
and daughter drop energy values bE  and cE  after splitting turns to 

(4)  cb EEE +> , 
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Total energy of every drop is a sum of its Coulomb energy Eq and 
surface tension energy αE  

(5)  ( ) ( )RqEq 0
2 421 πε⋅= , 24 RSE π⋅α=α=α , 

where R is the drop radius. 
If the daughter drops scatter to sufficiently long distance then Coulomb 

interaction is very weak and a surface charge densities of the drops are 
inversely proportional to the drop radii. Denote the radii fraction as bc=ξ . 
Taking into account that 1<<ξ  one can obtain the following condition for 
the splitting of the spherical drop of a conductive incompressible liquid into 
two daughter drops of different radii 

(6)  ( ) ( ) ( )( )ξ−⋅ξ⋅π⋅α>⋅πε 321441 22
0 aaq  

The condition for the Rayleigh instability criterion [8] can be written as  

(7)  ( ) ( )( )( )bcbcW 321−⋅≥  

Hence it is more energy-efficient for the spherical drop to split to the 
drops of rather different radii. And the final state of the drops is the more 
efficient the less the smaller drop radius is. Furthermore the big daughter 
drop can also split into a big and small drops and thus the initial drop can 
split into the finest droplets as a result of consequent numerous 
splittings [2]. However the energy approach shows only the energy 
efficiency of the final state. The drop transition to the state is in doubt. It can 
be impossible e.g. because of a potential barrier. 

ELECTROSTATIC INSTABILITY OF A CHARGED LIQUID DROP ONTO 
A SHAPE CHANGE FROM SPHERICAL TO ELLIPSOID 

Let us consider the possibility of change of the charged drop shape from 
spherical to ellipsoidal as a result of the electrostatic instability. In general 
case the problem is not solved and one have to consider some certain 
scenarios of Rayleigh instability development according. A scenario proposed 
in the paper can be analytically derived [4]. Let us consider the an ellipsoid of 
revolution with semiaxes ba < . Its surface area is determined by [4])  

(8) ( ) εεπ+π= arcsin22 2 abaS  with eccentricity β−=ε 1 , ( )ba=β  

If one charge the ellipsoidal drop with charge q, then its resulting energy 
(sum of electrostatic energy and surface tension energy) expressed through 
the radius r of the initial spherical drop is ([8]) 
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(9) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
ε

βε
πβ

+πβ⋅α+
ε−

β
ε
β

βπε
= arcsin22

1
ln

8
1 232

232
32

2

0

rr
r

qE  

According to the above energy approach the necessary condition of the 
drop shape change is  

(10)  ( ) ( ) 2
0

2 4421 rrqE π⋅α+πε⋅<  

The formula (10) can be written as  

(11)  η> 2W , where 

(12)  ( ) ( )[ ]( ) ( ) ( )( )( )ε−βεβ−εεβ1+β⋅−=η 1ln1arcsin211 323132  

So it is energy profitable for the charged conductive drop of 
incompressible liquid to change its spherical shape to ellipsoidal when the 
Rayleigh criterion exceeds η2 . It is easy derived that the dependency has 
minimum at 3,0=β  hence the shape change is possible at Rayleigh 
criterion value 6.3=W . 

INSTABILITY OF THE ELLIPSOIDAL CHARGED DROP OF AN 
INCOMPRESSIBLE CONDUCTIVE LIQUID 

Let us consider the an ellipsoid of revolution with semiaxes a b< . 
Taking aα  as normalization factor and using the dynamic approach 

we obtain the normalized force surface density in a point of the ellipsoidal 
surface 

(13) ( ) ⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
θβ+θ

β
+⋅

θβ+θ
−

θε−
β

=
α 222

2

22222 cossin
1

cossin
1

cos1
1

2
W

a
f  

where β and ε are expressed with formulae (9), α  is the surface tension 
coefficient, θ  is the angle between the semiaxis b and a normal in the point, 
W is the Rayleigh criterion. 

On can derive from (13) that when 9.35.3 << W  the dependency of 
normalized surface force density on θ  is non-monotonic. If 7.3=W  the 
dependency has minimum at 6π≈θ  ([8]). Hence the ellipsoidal surface is 
most unstable in the angle range. This can result in toroidal daughter drop 
birth and its further detach from the initial drop as a result of a secondary 
instability or further splitting to several drops or only in surface shape 
change without any splitting. The exact result can be obtained only by 
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accurate development of the complete system of the hydrodynamic 
equations as mentioned above. 

CHARGE INSTABILITY OF A CONDUCTIVE SOLID SPHERE 
According to (3) the charge of liquid spherical drop can not exceed 

3
0

264 aq αεπ= , otherwise the charge instability appears. But if the 
surface distribution of charge is discrete the charge instability condition is 
rather different from that given by formula (3) since the Rayleigh model 
considers a continuous approximation. 

Let us consider a conductive solid sphere of radius a  surrounded by a 
dielectric shell of thickness δ  ( a<<δ ) with three discrete charges q+ (tiny 
charged grains) on its surface. We do not take the polarization charges of 
the shell and molecular attraction of the grains to the shell into account. 

 
Fig. 1. Conductive solid sphere within the dielectric shell with discrete charges on 

the surface 

The induced charges 'q−  and "q+  appear as shown at Fig. 1. Let us 
denote the distance between "q+  and 'q−  as 'R . 

Then if 0→δ  the resulting force of Coulomb interaction between all the 
charges q+ , 'q− , "q+  is  

(15)  ( ) ( )2222 43 δ−≈ qaqF  

and the charge stability criterion is  

(16)  1222 a<δ  

If we take N grains the resulting force is 

(17)  ( ) ( )2222 aqNqFq +δ−≈  

and the charge instability appears at 

(18)  ( )2δ> aN  
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So the instability criterion does not explicitly depend on the total charge 
of grains though the latter depends on N. That is completely different from 
the Rayleigh criterion for liquid drop. 

Let us estimate maximum possible total charge of grains according to 
the conditions of charge instability derived from Rayleigh mechanism and 
the one developed in our work.  

Consider the conductive solid sphere of radius 1 mm covered with a thin 
dielectric layer of the thickness 10 nm. As the Rayleigh criterion shows that 
the instability of liquid charged drop appears when its total charge is 

10104.6 −⋅  C ( 9104 ⋅≈N ). At the same time for conductive solid sphere 
from formula (18) one can obtain that the charge instability appears when 
the grains’ quantity N is 1010  and that corresponds to the total charge which 
is 2.5 times greater than the former value. 
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Abstract: A conformal mapping technique was applied to find direct 
current distributions in thin film wires of various shapes. A wire with a 
rectangular defect and a wire angled at 60o were considered. For both 
cases we have obtained analytical expressions for mapping of the upper 
complex half-plane onto the considered domain and found a current 
distribution. An approximate method of finding current distributions in thin 
film conductors of complex shape was suggested. 

Keywords: current distribution, conformal mapping, Schwarz–
Christoffel transformation. 

1. INTRODUCTION 
Thin film wires are important elements of integrated circuits and various 

on-chip devices. For the construction and application of such devices it is 
often necessary to know current distributions inside thin film conductors. In 
most cases the pattern of thin films contains various angles and constriction 
or expansions, the calculation of current distribution is therefore a difficult 
mathematical problem. Complications arise because numerical solution of 
the boundary-value problem produces nonphysical singularities in corners. 
To avoid these difficulties research in analytical methods is very useful. 

One of the approaches is application of conformal mapping to find a 
solution of the Laplace equation arising in the required domain. In terms of 
resistance calculations it was investigated by P. M. Hall [2] and L. N. 
Trefethen [5], who studied the dependency between the resistance of a 
conductor and various parameters. 

We have used conformal mapping to find direct current distributions in 
thin film wires of different shapes. 
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2. A CONDUCTOR WITH A RECTANGULAR DEFECT. 
The first problem of interest is current distribution in a conductor with a 

defect that has a shape of rectangular cut (fig. 1). This model may be used 
to investigate real wires with defects or constrictions. In the case of direct 
current, Maxwell's equations can be reduced to the Laplace equation for 
scalar potential 

(1) .0=Δϕ  

 
 

Fig. 1 The geometry of considered wire 
According to [4], one can use a complex potential )()()( ziVzUzW +=  

instead of scalar and consider the equation: 
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V(x,y) represents the scalar potential, and U(x,y) is the stream function [4]. 
Since these functions are not independent but constrained by Cauchy–

Riemann equations, boundary conditions can be defined for only one of 
them. For the problem being considered, these are conditions of regularity 
at an infinite distance and the absence of current flow through lateral 
boundaries of the conductor: 
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where 1Ω  and 2Ω  denote the upper and lower boundaries of the conductor 
respectively. 

To solve problem (2)-(3) we have first considered the solution of 
Laplace equation in the upper complex half-plain with the boundary 
conditions corresponding to a point charge placed at the origin. This 
solution is well known: the force lines are radial straight lines and the 
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equipotent lines are concentric half-rounds. Then the conformal mapping 
that maps the upper complex half-plain onto the considered domain (fig. 1) 
was found. 

(4) ∫ −−
−−

=
1

0
1

11

11

1 ))(1(
))((1

z

dz
czz
bzaz

z
Cz  

This integral cannot be taken in elementary functions but its numerical 
calculation appears to be a difficult problem in the case of complex 
variables, therefore we suggest an approximate solution. 

 
 

Fig. 2 The correspondence between points of upper complex half-plain and these of 
a band with a stub. 

We have considered a mapping of the upper complex half-plane onto 
the band hy <<0  with the stub khy −≤≤0  at the point of the origin (fig. 2) 
and reflected the obtained picture over a hand-picked line 2/lx −= . The 
upper half-plane is mapped onto this band with Schwarz-Christoffel 
mapping [1]: 

(5) ∫ −
−

=
1

0
1

1

1

1

11
z

dz
az

z
z

Cz . 

This integral can be taken in elementary functions. The result is the 
following: 
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=
z

bzt  and 
k
hb =  

Because of the symmetry of the conductor considered it is clear that the 
equipotent line at the point 2/l−  is a straight line orthogonal to its lateral 
boundaries. The obtained solution is not exact, therefore this line moves 
aside from the perpendicular to some value xΔ . We have used this value 
divided by a typical size of the system as an estimate of inaccuracy 

)/( khx −Δ≡α . The dependencies of α and of the length of the cut (fig. 1) on 
arbitrary point )0,1( ≤ξ  of the z1-plane (fig. 2) were obtained using (6). 



Faculty of Mathematics & Natural Science – FMNS 2011 

370 
 

(7) ;
1

1
ln1

1

1
ln2))(Re(2

2

2

2

2

⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

−−−

−+−
−⎟

⎟

⎠

⎞

⎜
⎜

⎝

⎛

−−−

−+−
==

ξξ

ξξ

ξξ

ξξ
π

ξ
bb

bb
bb

bhzl  

(8) 

⎪⎭

⎪
⎬
⎫

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

+−+

+++
−⎟

⎟

⎠

⎞

⎜
⎜

⎝

⎛

−−−

−+−
+

⎪⎩

⎪
⎨
⎧

+⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

−−−

−+−
−⎟

⎟

⎠

⎞

⎜
⎜

⎝

⎛

+−+

+++
−

=

ξξ

ξξ

ξξ

ξξ

ξξ

ξξ

ξξ

ξξ
π

α

2

2

2

2

2

2

2

2

1

1
ln1

1

1
ln1

1

1
ln

1

1
ln

1
1

bb

bb
bbb

bb
b

b

b

b

b
b

b

. 

Solving this system of equations numerically, one can estimate the 
value of α for arbitrary values of parameters h, k and l. For example, when 

kh 2=  and kl 4=  then %2≈α . Lines of the current in this case are 
depicted in Figure 3. 

 
 

Fig. 3 Lines of the current for h = 2k, l = 4k. 

3. THE CONDUCTOR ANGLED AT 60O. 
The second problem of interest is current distributions in thin film wires 

angled at various angles (fig. 4). The mapping of the upper complex half-
plain onto this domain is the following: 
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Fig. 4 The geometry of an angled conductor. 
The integral (9) can be taken in elementary functions if QP /1 =− β  

where Q P0 << , P and Q are integers [3]. Thus, for o60=α  the following 
expression for conformal mapping was obtained 
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Using Ohm's law and the dependency between the magnetic field 
strength and the scalar potential, the expression for current density was 
obtained: 

(13) 
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kIj /0 = , I is the current strength, applied to the conductor. The 
dependency z1(z) is given by expressions (11), (12) in an implicit form and 
can be calculated numerically. The lines of the current and the dependency 
between current density and the scaled distance from point B along line BE 
(fig. 4) are depicted in Figure 5. 
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Fig. 5 The lines of the current in a conductor angled at the angle 60o and the 
dependency between current density and the scaled distance from the point B 

along the line BE (fig. 4) 

4. CONCLUSION. 
The suggested method of obtaining an approximate picture of current 

lines may be used to derive current distributions in various complex patterns 
of thin film wires. Moreover, the results can be used to find resistance of 
such conductors, to estimate heat dissipation near defects or to obtain 
magnetic field strength created by the current. 
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Abstract: Because of their ability to maintain high energy density over 
long distances due to the cross sections and low optical losses the fused 
quartz fibers are very appropriate media for observation of nonlinear optical 
effects. In this article is examined the possibility by using nonlinear optical 
processes occurring in the fused quartz fibers to determine their geometrical  

Introduction 
One of the most rapidly advancing areas in optics during the last 

few decades was nonlinear optics. As a result was explained not only 
the fundamental dependencies of the nonlinear processes but also a 
lot of applied devices were developed. The nonlinear optics gives wide 
possibilities for frequency conversion of coherent radiation thus 
strongly enlarging the laser technology abilities to create new coherent 
sources of light. We can hardly imagine the modern scientific 
researches without using the parametric light generators, without 
generating second and third harmonic, Raman’s lasers and a lot of 
other devices. Due to several reasons which we will discuss later the 
fused quartz fibers turn out to be very appropriate media for 
observation the nonlinear optical processes. The following article is 
devoted to clarifying the possibilities for determining the geometrical 
parameters of the fibers by means of occurring nonlinear optical 
processes. 

Geometrical parameters of the fused quartz fibers 
The phenomenon of the total internal reflection, responsible for 

guiding of light in the optical fibers, has been known since 1954. 
Although glass fibers were made in the 1920s their use was practical 
in 1979, when the losses of the optical fibers were reduced to 

kmdB /5,0 . Since this year the optical fibers become the most 
important communication media and begin the building of the optical 
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fibers communication systems. In its simples form an optical fiber 
consists of a cylindrical core of silica glass surrounded by a cladding 
whose refractive index is lower than that of the core. This requirement 
is need to ensure the total internal reflection of the light on the core-
cladding interface. The entire structure is covered by a protected 
jacket. Because of an abrupt index change at the core-cladding 
interface, such fibers are called step index fibers. Fig. 1. shows 
schematically the index profile and the cross section of such fiber.  

The fibers are characterized with there geometrical parameters 
such as core diameter a2 , cladding diameter b2 , core refractive index 

1n , cladding refractive index 2n , and respectively core cladding 
refractive index difference 21 nnn −=Δ . These parameters are very 
important because they determine the fiber communication 
parameters, in particular the information speed. There is a most 
important, integral parameter that describes the fiber properties. It is 
called the normalized frequency or simply the V  parameter and is 
defined as: 

(1)    nnannaV Δ≈−= 1
2
2

2
1 222

λ
π

λ
π  

We have to mention that two fibers with different geometrical 
parameters are identical if their V  parameters are equal. It means that 
their information properties are the same.  

There is another different type of fiber, known as graded-index 
fiber. In these fibers, the refractive index decreases gradually inside 
the core. 

Considerable insight in the guiding properties of the optical fibers 
can be guiding by using a ray picture based on geometrical optics. The 
geometrical optics description, although approximate is valid when the 
core radius a  is mush larger than light wavelength λ . When the two 
become comparable it is necessary to use wave propagation theory. 
Both of the approaches predict the formation of mode structure of the 
light as the individual beams travel under different angle compared to 
the axis of the fiber and therefore with effective propagation constant 
β . The number of excited waveguide modes depends on the 
parameter V  of the fiber. When a parameter V  is less than 405.2  only 
one mode is formed in the fiber. Such fibers are classified as single-
mode fibers. With parameter 405.2>V  more than one mode gets 
excited and these fibers are classified as multi-mode fibers. As can be 
seen from formula (1) each fiber can be single-mode for one wave 
length and multi-mode for other shorter wave length. Therefore with 
appropriate choice of the light launched the fiber multiple modes can 
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get excited. By the means of wave analysis the propagation constants 
for the different modes can be calculated in dependence to the 
parameter of the fiber. The result is shown on fig. 1a. Furthermore the 
wave analysis gives information about the distribution of the light 
intensity in the cross section of the fiber. Fig. 1b shows the results for 
the first two modes marked as 01LP  and 11LP . As can be seen at the 
figure the axially symmetrical 01LP mode has maximum intensity at the 
center of the core. This conclusion turns out to be true for all the 
axially symmetrical modes (all modes with first index 0). On the 
contrary axially nonsymmetrical mode 11LP  has minimum intensity at 
the center of the fiber. This also turns out to be correct for all the other 
modes with first index different from zero. 

 

 
 

Figure 1. Normalized propagation constant (a) and field distribution (b) for first 
few modes. 

Fused quartz fibers as nonlinear media 
It is well known that fused quartz, a material used to made the 

communication fibers has very low coefficients of nonlinearity in 
comparison to the other conventional nonlinear media. This fact is the 
main disadvantage of the quartz as a nonlinear medium. However the 
fibers have a lot of other advantages over the conventional nonlinear 
volumetric media. The small cross sections of the cores of the fibers 
give them the ability to maintain high density of the energy also the 
small losses and the great lengths of the fibers guarantee a great 
interaction length between the waves. As a result in the fibers the 
product of the coefficient of nonlinearity and the length of interaction 
which determine the effectiveness of the nonlinear process exceeds 
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many times those of the volumetric media. This makes the fibers very 
effective media for a nonlinear processes [1]. The nonlinear processes 
occurring in the fibers are quite numerous. We will focus our attention 
on two of them only – Stimulated Raman Scattering (SRS) and Four-
Wave Mixing (FWM) with an accent on the second one which allows 
determining the geometrical parameters of the fibers. The stimulated 
Raman scattering is a nonlinear process where a new wave length in 
the Stokes area is generated which frequency displacement from the 
pumping radiation corresponds to the vibrational spectrum of the 
nonlinear medium. The amplification line of spontaneous Raman 
scattering in the fused quartz is quite wide but has maximum at 

1440 −=Δ cmν  and that is why the occurring stimulated Raman 
scattering has the mentioned above frequency displacement. The 
process is very effective because phase synchronism is not required 
and that is why it often occurs as cascaded Raman scattering as the 
new Raman frequency components act as pumping for the next 
process of Raman scattering. 

As it is well known, the stimulated FWM is a non linear process, 
when two pump photons of frequency pν  are transformed in Stokes 

and anti-Stokes pair of frequency respectively sν  and aν , which obey 
the energy balance 

pasp νννν −=−  
The process is efficient if the phase matching condition is fulfilled.  

0)(2)()( =−+=Δ pas kkkk ννν  
Perfect phase-matching can not be achieved in optical glasses 

because in the normal (anomalous) dispersion region kΔ  is always 
greater (less) than zero. Exact phase-matching is possible in optical 
fibers, when the material is compensated by the modal dispersion for a 
suitable combination of the modes (see fig. 1a), i.e. 

(2)  sapp βββββ −−+=Δ 21  , 

where, 1pβ , 2pβ , aβ , and sβ  are the propagation constants of the 
waves in the respective waveguide modes.  

The dynamics of both processes versus the power of the pumping 
pulses is shown on fig. 2. The fiber is pumped with second harmonic 
radiation of Q switched Nd:YAG laser. 
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Figure 2. Dynamics of SRS and FWM processes versus the power 
of the pumping pulses. 

 
On fig 2a the power of the stimulating radiation is low and at the 

out of the fiber only the pumping radiation is registered. With the 
increasing of the pumping radiation’s power on fig. 2b several new 
symmetrical to the stimulating radiation frequency components appear. 
These spectrum lines occur as a result of the FWM process. The 
energy of the Stokes and anti-Stokes components is approximately 
equal. Further increasing of the pumping power (fig. 2c) leads to 
increased power of the Stokes components because they get 
additional amplification as a result of the SRS process because these 
lines are within the spontaneous Raman scattering. The last fig.2d 
presents the spectrum of a very high pumping power. In this case the 
SRS process occurs. The energy of the pumping frequency almost 
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completely transforms into Raman line and there is not enough energy 
left for the FWM process. 

 

Non linear method for determining of fiber parameters. 

The frequencies sν  and aν  generated by a FWM process can be 
accurately predicted, if the parameters of the fiber, including the 
refractive index profile, are precisely known. For a fixed modal 
combination, they can be calculated by varying frequency shift 

pasp ννννν −=−=Δ , and looking for a νΔ , at the phase-matching 
condition, expressed by eq. 2.    

The solving of the inverse problem – to fine the fiber parameters 
from the given FMW frequencies – have to deal with difficulties, 
connected mainly with the influence of the refractive index profile. Most 
of the fibers produced by the MCVD technique have a central dip in the 
profile. The shape and the depth of this central dip substantially modify 
the dispersion properties of the fiber. In this work we demonstrate the 
possibility for substantial reduction of the error, associated with the 
FWM method.  

For the case of weakly guided fibers [2] in a divided pump process 
(that is the Stokes and one of the pump wave propagate in one fiber 
mode, while the anti-Stokes and other pump wave propagate in 
another fiber mode) the frequency shift νΔ  is determinate by nΔ , V , 

a2 , and 1n  as it follows [3,4]: 

(3)  ⎥⎦

⎤
⎢⎣

⎡ −Δ=Δ
dV

VBd
dV

VBd
nD ass

pp
)()(

)(λνλ     ,  

where V  is the normalized frequency, pλ  is the pump wavelength, 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
= 2

2
2)(

λ
λλ

d
ndD  is the core material dispersion and 

dV
BVd )(

 are 

differential mode delays of the propagating Stokes and anti-Stokes 
waves. These modal delays depend only on the V  parameter and on 
the real profile of the refractive index of the waveguide core. For two 
distinct combinations of modes the following characteristic equation for 
the parameter  can be written [5]. 
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In eq.4 indices 1 and 2 denote the first and the second modal 
combination respectively. If the refractive index profile is already 
known, the right side of the eq.4 depends only on the V  parameter. 
This fact established the possibility to obtain V  parameter, and after 
that – the other fiber parameters. However, the various refractive index 
profiles yield different value for the normalized group delays [6], and 
therefore substantially different function )(VR . As a result, the error of 
the obtained V  parameter can be quite large. In order to find the 
conditions for minimizing this error we investigated the )(VR  function 
for various refractive index profile and modal combinations. The main 
concept of our approach is straightforward. The central dip of the 
refractive index profile influences substantially on the normalized 
group delays of the axially symmetrical only (the lpLP  modes with first 
index  0=l ) [6]. The latter is a consequence of the fact that the 
intensity maximum of these modes, for the fiber without a dip must lay 
in the center of the fiber. Hence, the presence of the dip changes 
radial field distribution and the group velocity of the wave. The 
influence of the refractive index profile on the axially anti-symmetrical 
modes (the first index 0>l ) is much less pronounced, because their 
intensity at the center of the fiber is zero.  

Fig. 3 shows the dependencies )(VR  for the rectangular refractive 
index profile (continuous line) and the rather extreme case when the 
radius of the rectangular central dip is 15% of the core radius and the 
refractive index in the center of the fiber equals to the refractive index 
of the cladding (dotted line). The dependencies )(VR  are show for 
three different combinations of the pump wave modes, including 
respectively 0, 1 and 2 axially symmetrical modes. Curve 1 correspond 
to )1(νΔ  obtained with the pair 2131 LPLP −  and to )2(νΔ  obtained with 

1121 LPLP − , curve 2 to )1(νΔ  obtained with 1121 LPLP −  and )2(νΔ  

obtained with 0111 LPLP − , curve 3 to )1(νΔ  obtained with 1102 LPLP −  

and )2(νΔ  obtained with 0111 LPLP − . It is interesting to mention that 
these are combinations of the lowest order modes.  
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Figure 3. Dependencies )(VR  for the rectangular refractive index profile 
(continuous line) and for refractive index profile with rectangular central dip in the 
center of the fiber. (dotted line). 

 
From fig.3 it is seen that )(VR  has zeros for certain values of V . 

Consequently, for those values of V  the normalized group delays 
participating in numerator of eq. 4 are equal. The negative value of 

)(VR  correspond to the case when the anti-Stokes wave of the modal 
combination in the numerator of eq. 4 propagate in the higher mode, 
that the Stokes wave. The positive values correspond respectively to 
the case when the Stokes wave is in the higher mode. As it seen from 
the given curves, if only axially anti-symmetrical modes are used, the 
function )(VR  for the cases of rectangular refractive index profile and 
profile with a central dip almost completely coincide. Hence, using 
such modal contribution, the value of the V  parameter can be 
determined with remarkable precision without considering the type of 
profile. In the case of only one symmetrical mode participating in the 
process, an interval of V  value, where the two curves coincide enough 
precisely, can be found too. This is the interval around the point where 
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the function )(VR  becomes zero. For the concrete case when the first 
frequency is obtained for 21LP  and 11LP  fiber modes, while the other – 
for 11LP  and 01LP  modes in the interval 3.49.3 << V  the error of the 
obtained value of V  is less than 1%. However, for larger values of V  
the error becomes considerable. Suitable interval of V  values does 
not exist in the case of two axially symmetrical modes, so such modal 
combination is not preferable to be use in determining of the V  
parameter.  

If the V  parameter is already known, the determination of the other 
parameters (core radius a and the core cladding refractive index 
difference nΔ ) requires information about the doping composition of the 
fiber, or equivalently, about refractive index )(λn  and the 
dispersion )(λD . Using the data for the pure fused quartz in this case 
we can obtain good accuracy of such approximation [7]. The error due 
to this exchange is especially negligible, if pλ  is far from the point of 
zero material dispersion of the fused silica. After that, the derivation of 

nΔ  and a  is straightforward.  
 

 
 

Figure 4. Anti-Stokes components of the FWM spectrum. 
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In order to prove experimentally the feasibility of determining the fiber 
parameter using FWM process with one axially symmetrical mode, we 
studied a fiber with known V  parameter, which was approximately 3.9 at 

nmp 532=λ . An experimental set up, which is widely used for studying 
non-linear phenomena in optical fibers, was employed for obtaining the 
stimulated FWM spectra. The fiber was pumped by the second harmonic of 
a Q-switched and mode-locked CW Nd:YAG laser. The fiber had been 
produced by the MCVD technique and had pure silica cladding and Ge-
doped cores with different molar concentration. 

In the experiments the excitation of the different groups of modes 
was accomplished by varying the launching conditions for the pump 
beam. The modal structure of the generated radiation was identified 
visually, after splitting a fraction of the fiber output with a grating. FWM 
were recorded by OMA.  

In Fig. 4 the anti-Stokes sides of the FMW spectra is shown. For 
this fiber the refractive index profile differ substantially from 
rectangular one. fig. 4 shows also the modal combination of the Stokes 
and anti-Stokes components for the respective frequency. The Stokes 
sector of the spectra expect the symmetrical Stokes frequency, 
contains also the stimulated Raman scattering (SRS) line with 
frequency shift 440 1cm−  from the pump. It complicates the spectra 
and increases the uncertainty of the adjacent FWM frequencies. For 
this sample we used 1)1( 722cm=Δν  obtained with 1121 LPLP −  and 

1)2( 1089 −=Δ cmν  with 0111 LPLP − . The frequency shift 1)1( 722cm=Δν  
was obtained when anti-Stokes component was in the higher mode. 
That’s why we take this value as a negative. Via eq. 4 we found that 
the V  value of the pump wavelength is 3.96.  

Using this value, the parameters of the fiber were easily 
calculated. The standard optical fibers are made from 2SiO  with Ge -
doped core. But the doping concentration weakly effects to core 

refractive index 1n , core material dispersion ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
= 2

2
2)(

λ
λλ

d
ndD  and 

differential mode delays 
dV
BVd )(

 [7]. Then if we use the data for pure 

silica the error will be negligible. Solving eq. 3 we obtain for the core-
cladding refractive index difference 210.04,3 −=Δn . From eq. 1 we find 
out for the core diameter ma μ25.22 =  when. We have to mention that 

the passport data are correspondingly 210.2.3 −=Δn  and ma μ2.22 = .  
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Conclusion 
In conclusion, non-linear optical frequency-resolved method is proposed to 
determine simultaneously most of the important fiber parameter, without 
accounting for the specific refractive index profile, which were 
experimentally demonstrated. The accuracy of the obtained data is 
satisfactory.  
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Abstract: Bi2Fe4O9 single crystals were successfully grown by the High 

Temperature Solution Growth Method (HTSGM). Powder X-ray diffraction 
shows that Bi2Fe4O9 crystallized in space group Pbam, has orthorhombic 
structure with unit cell parameters: a = 7.965 Å; b = 8.440 Å; c = 5.994 Å. 
Differential thermal analysis (DTA) of Bi2Fe4O9 single crystals detected a 
second phase transition in the region of 550o C. The anomalies in the 
dielectric constant values around the phase transition temperature increase 
with frequency decreasing. This behavior can be associated with the 
nanostructure regions in the investigated crystals. 

Keywords: Crystal symmetry, Electrical measurements, Phase 
transitions, X-ray spectroscopy 

1. INTRODUCTION 
Bi2Fe4O9 is important material with various applications, e.g., 

semiconductor in gas sensors [1], electrode material in reduction of oxygen 
[2, 3] and catalyst for ammonia oxidation to NO [4, 5]. Significant 
characteristic of Bi2Fe4O9 is the second phase transition from paraelectric to 
ferroelectric state.  

In this study the dielectric behavior of Bi2Fe4O9 single crystals is 
investigated. Determined are the temperature and the diffuseness of the 
observed phase transition at various frequencies of the applied AC-voltage. 
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2. EXPERIMENT 
Bi2Fe4O9 single crystals were successfully grown by the High 

Temperature Solution Growth Method (HTSGM). The starting materials 
were Bi2O3, Fe2O3 and Bi2O3 flux with minimum purity of 99.999% and the 
ratio between the flux and the crystallizing compound 7:1. The crystallizing 
compound was placed in a platinum crucible (R=60 mm, L=75 mm) covered 
with a platinum lid and melted at 1150o C. The crystal growth was 
accomplished by cooling the high temperature solution to 870o C with a 
cooling rate of 1o C/h. As a result Bi2Fe4O9 has been crystallized on the wall 
of the crucible. 

Various techniques – X-ray diffraction, DTA and dielectric 
measurements were used to investigate the structural properties of Bi2Fe4O9 
single crystals. 

X-ray diffraction measurements carried out on DRON 3M powder X-ray 
diffractometer (Fe-filtered CoKα radiation).  

Differential thermal analysis (DTA) of Bi2Fe4O9 sample was carried out 
with Perkin Elmer (Diamond TG/DTA) at 10 oC/min heating rate by using Pt 
crucibles and single monocrystal with weight of ~50 mg.  

For the dielectric measurements flat-parallel crystal plates were used. 
On their opposite sides circular silver electrodes with diameter of 2.3 mm 
were deposited, the samples being thick 0.7 mm. The measurements were 
carried out by the means of Hewlett-Packard 4284A RLC bridge at 
frequencies of 10 kHz, 100 kHz and 1 MHz in the temperature range from 
200o C to 570o C. For all measured frequencies the relative error of the 
bridge was 3 %. 

 

3. FORMAT RESULTS AND DISCUSSION 
Fig. 1 shows X-ray diffraction spectrum of Bi2Fe4O9 single crystals. 
From experimental data analyses can be concluded that Bi2Fe4O9 

crystallized in space group Pbam with orthorhombic structure and unit cell 
parameters as follows: a = 7.965 Å; b = 8.440 Å; c = 5.994 Å. The peaks (d-
spacing) in the XRD pattern (fig. 1) fully match the data for Bi2Fe4O9 (PDF 
№250090) in the ICDD – data base.  

DTA experimental traces show change in the slope at about 540o C. 
This increasing of the value of specific heat capacity might be interpreted as 
a second order phase transition.  

Figure 2 shows the temperature dependence of the dielectric constant 
of Bi2Fe4O9 single crystals. 
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Fig. 1. X-ray diffraction pattern of Bi2Fe4O9 single crystals. 
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Fig. 2. Temperature dependence of the dielectric constant of Bi2Fe4O9 at 10 kHz, 
100 kHz and 1 MHz. The inset shows ln(t-tm) as a function of ln(1/ε -1/εm) at 10 kHz. 
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The anomalies in the dielectric constant values around the phase transition 
temperature are more pronounced with frequency decreasing. To describe 
the diffuseness of the phase transition, the following empirical modification 
of the Curie-Weiss Law [6] is used: 

(1)  
( )

*
11

C
TT m

m

γ

εε
−

=−  

where γ  is the critical exponent, which describes the degree of diffuseness 

of the transition, *C  is a Curie-Weiss constant, mε  is the maximum value of 

the dielectric constant and mT  is the temperature at which the maximum 
dielectric constant is attained. The value of γ  for investigated crystals was 
calculated from the slope of the )/1/1ln( mεε −  vs. )ln( mTT −  graph. For γ  
we obtained a value closed to 2 by fitting a curve to the experimental data. 
The fitting curve at 10 kHz is shown in the inset of Fig. 2. 

4. SUMMARY AND CONCLUSIONS 
The broad maxima in the temperature dependence of the dielectric 

constant from Fig. 2 are attributed to the phase transition from ferroelectric 
to paraelectric state. For a sharp transition the critical exponent in equation 
(1) is 1=γ . For a diffuse-like transition γ  is in the range 21 ≤< γ  [7]. For 

2=γ  equation (1) reduces to the one given by Smolensky [8] and 
represent ideal relaxor ferroelectrics [9, 10]. This behavior can be 
associated with the nanostructure regions in the investigated crystals at 
frequency 10 kHz. 
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Invariant analysis of the fragmentation of 
relativistic nuclei 8B 
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Abstract: The pattern of the fragmentation of relativistic nuclei of 
energy above 1 A GeV in emulsion is represented in invariant variables. 
Data extracted from emulsions exposed to 1.2 A GeV 8B nuclei suggest the 
advantages of the emulsion technique in obtaining unique information on 
the decay of light nuclei to a few fragments.  

Keywords: invariant analysis, relativistic nuclei, fragmentation, 
emulsion. 

1. INTRODUCTION 
The fragmentation of relativistic nuclei is a source of information about 

their structure. The nuclear photo-emulsion method makes it possible to 
study in detail the fragmentation of a projectile thanks to a high resolution 
capability of emulsion and the detection of secondaries in a 4π geometry. 
The registration of all charged particles and their identification enable one to 
explore the isotopic composition of fragments and the projectile 
fragmentation channels. In the present paper, we give a detailed 
examination both of the decays conventionally called “white” stars (fig.1) 
because they have no target-nucleus fragments and of the decays involving 
the production of several target-nucleus fragments (fig.2). The main criterion 
for selecting the appropriate events used for the study of the projectile 
fragmentation is the requirement of conservation of the primary charge in a 
narrow fragmentation cone and the absence of produced charged particles. 

2. RESULTS 
 A detailed study of relativistic fragment systems formed in the 

dissociation of nuclei of energy above 1 A GeV provides a qualitatively 
better understanding of the structure of nuclear excitations above the decay 
thresholds. In accordance with the classification developed in paper [2],  
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Fig. 1: Example of peripheral interaction of a 2.1 A GeV 14N→3He+H in a nuclear 
track emulsion (“white” star). The interaction vertex (indicated as IV) and nuclear 

fragment tracks (H and He) in a narrow angular cone are seen  on the upper  
microphotograph. Following the direction of the fragment jet, it is possible to 

distinguish 1 singly and 3 doubly charged fragments on the  bottom 
microphotograph. 

 

fragmentation results in the production of fragment jets which are 
determined by the invariant variable region concentrated within 10-4<bik<10-

2, where  
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ui,uk are 4-velocities of the fragments i and k, Pi,k and mi,k are their 4-
momenta and masses. 

The lower limit corresponds to the decay 8Ве→2α (decay energy 92 
KeV), while the upper one — to the upper limit of non-relativistic nuclear 
processes as suggested by A. M. Baldin. The latter go at the level of 
nucleon-nucleon interactions without inclusion of the meson degrees of 
freedom. The expression of the data via the relativistic invariant variable bik 
makes it possible to associate in a common form data on multiple target-
nucleus and relativistic projectile fragmentation. 
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Fig. 2: Example of peripheral interaction of a 3.65 A GeV 28Si in a nuclear track 
emulsion.  

 

 
 

Fig. 3: The bik distribution for the fragmentation 8B→ 7Be + p channel. The inset 
shows the analogous distribution with respect to bik in the range 0-0.01. The shaded 

part of the histogram represents the contribution of white stars. 
 
 

A leading role of the channel 4+1 in the 8B fragmentation implies that 
the exploration at bik<10-2 is prospective. For the sake of illustration, we 
consider several events for which angular measurements have been 
already performed. The bik distribution (fig. 3) is of the same nature as for 
the above-considered 22Ne→nα events [3]. The range 0-0.01 (see fig.3) 
includes 80% of peripheral interactions.  

 There is a close connection between bik variables and the invariant 
mass of the system of fragments.  
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M*2 = (ΣPj)2 = Σ(Pi ·Pk) 

 
and the excitation energy Q = M* - M, where M is the mass of the ground 
state of the nucleus corresponding to charge and weight of the system 
being analyzed. 
 

 
 

Fig. 4: Excitation-energy distributions for the channel 8B→ 7Be + p in the ranges 0–
35 MeV and 0–5 MeV (on the inset). The shaded part of the histogram represents 

the contribution of white stars. 
 
 
To estimate the excitation energy of 8В nucleus, the distribution of the 

difference of the invariant mass M* of 7Ве +p system and the sum of the 
masses of 7Be nucleus and proton, M, is displayed in Fig.4. The mean value 
of this distribution is <QpBe> = 4.3 ± 1.5 MeV. The majority of the events are 
grouped in the range QpBe < 2 MeV. A more detailed pattern of the 
distribution in this range is given in Fig. 4. It includes 64% of white stars 
characterized by a mean value of <QpBe> = 0.9 ± 0.1 MeV. This value is 
compatible with the assumption of the decay of the 8B nucleus through the 
first excited state above the threshold for 7Be + p decay channel at 0.8 MeV 
with a width of 35 keV. The energy of the next excited state is 2.3 MeV. In just the 
same way as in the case of “white” 22Ne [3] stars, it is indicated that there is 
a concentration of events in the region of very low energies. 
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3. CONCLUSIONS 
In the paper was used the invariant approach to analyzing the 

fragmentation of relativistic 8B nuclei at an energy of 1.2 A GeV in emulsion. 
In spite of limited statistics it can be asserted that the use of relativistic 
invariant approach to the analysis of multiple fragmentation of light nuclei in 
emulsion, suggested by A.M.Baldin in a rather general form, is an effective 
means of obtaining sufficiently clear conclusions about the behavior of 
systems involving a few lightest nuclei at energies typical of quantum 
coherence.  

Relativistic fragments are concentrated in a cone defined by bik<10-2 
and their differential distributions in this domain are alike. This approach 
makes it possible to explore the particular features of decay of individual 
nuclei. The excitation energy of a system involving a few fragments over the 
ground state with the same baryon number can be estimated in an invariant 
form up to 8Be nucleus decays. 
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Abstract: In the recent years, almost two thirds of the bigger populated 
places in Bulgaria were gasified. In the region of Southwest Bulgaria 
gasification is carried out by the Italian - Bulgarian joint stock company "Rila 
gas. " Despite the existing rules and regulations for safety and installation of 
equipment andthe exploitation of natural gas, in many places including the 
region of Blagoevgrad, local incidents occurred due mainly to the fact that 
there was no coordination between the Rila gas ", CEZ , Vivacom and other 
companies, having the gas and electrical installations under ground. This 
creates a real danger for the people living in these populated locations of 
fires and explosions due to earthquakes, where the entire infrastructure 
would be destroyed. 

Keywords: Natural gas, gas, accidents, explosions, fires, earthquakes, 
destruction, poisoning, basic steps, people injured, first aid 

 
1. INTRODUCTION 
 

Natural gas (methane) is a multicomponent mixture, containing mainly 
methane and hydrocarbons of its homologues and non-carbon 
components that form the natural underground accumulations. Natural 
gas is classified into three main groups:Gas produced from pure 
natural gas field, consisting mainly of methane (82% - 98%);Gas -
condensed origin, a mixture of gas and heavy hydrocarbons, which 
under normal conditions consist of  fluid and contain significant 
quantities of methane (80% - 95); 

Gas produced from oil and  oil fields (petroleum gas), comprising a 
mixture of petrol vapor gas and propane - butane fractions containing 
only 30% to 70% methane.Natural gas from underground formations  is 
transported to consumers primarily through gas pipelines for high 
pressure, which in addition by land, cross water reservoirs ("Blue 
Stream"), swamps and deserts. Besides through pipelines, natural gas 
is transported by tankers or tanks in  compressed form, at high 
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pressure or liquid at temperatures below -161 ° C. In the process of 
liquefaction of natural gas, it reduces its volume 600 times the volume, 
occupying the same volume of gas under normal conditions. 
Natural gas in the earth stata is saturated with water vapor to the 
movement of methane mixture condense, accumulate in the lower 
parts of the pipeline, breaking technological mode of transportation of 
gas. Coupling of water with acid gas containing methane in the 
mixture, contributes to the intensive formation of corrosion. Moreover, 
in certain pressures in the presence of moisture in gas, crystal-
hydrates are formed, which obstructs or reduces the section of pipeline 
and valve, thus causing an emergency, such as explosions and fires. 

                          
 

 
Fig. 1. Ignition and explosion of gas pipeline. 
 
2. EXHIBITION 
 

The purpose of this study is to analyze the risk of occurrence of 
explosions and fires in gasified cities in earthquakes and to propose 
combined measures to protect people. Natural gas forms explosive 
mixtures in the air. Gas mixture can ignite and explode when the gas 
content in the air in the emergency zone is between the lower and 
upper concentration limits of ignition. The lower concentration limits of 
ignition corresponds to the minimum percentage of methane in the air 
(4% - 5%), in which the explosion is now possible, and the upper - the 
maximum concentration (15%) where it an explosion is still possible. It 
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should be considered  that the concentration of ignition of gas 
continues to exist for a certain time, even after the gas flow is 
terminated. 

Causes of explosions could be mainly the following: an abrupt 
change in physical condition of the system - evaporated liquefied gas, 
instantaneous burst of the walls of the facility, which is natural gas 
under high pressure and others. Thus in 2007 when increasing the 
pressure in the gas distribution system in an apartment block, 
explosion occured ,in which the explosion  wave caused the collapse 
of two of the four entrances in the 10 - storey building, in which 33 
people died and 18 were seriously injured. 

 

  Fig. 2. Gas explosion in an apartment block in the city of 
Dnipropetrovsk. 

Gasification of Blagoevgrad and other towns in the area started in 
2009 by Italian-Bulgarian joint stock company "Rila gas. Although 
existing rules and regulations for safety and installation of equipment, 
in many places, including in the region of Blagoevgrad, local accidents 
occurred due mainly to the fact that there was no coordination between 
the Rila gas ", CEZ , Vivacom and other companies having the gas and 
electrical installations under ground. So in 2010 in Blagoevgrad Street 
»Ivan Mihailov» № 6 a fire occurred, due to  interfacial fire break and 
short circuit in low voltage cables laid underground. Later it is found 
that gas pipelines had been laid beneath, and the the two structures 
almost touch each other without intermediate isolation. And according 
to Regulation № 6 for safe exploitation  of such facilities, spacing must 
be at least 50 cm of cables with voltage up to 1 kV and 60 cm of 
cables with voltage of 35 kV. With an average load of such cables from 
the grid they are heated to 50-70 ° C, which creates a real danger to 
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melt polyethylene pipes for the pipeline and the risk of explosion is 
very high. 

 
 

Fig. 3. Explosion of gas pipeline to Greece near the village Bulgarchevo, 
Blagoevgrad Municipality 

 
Extremely high risk for people living in cities with natural gas 

pipelines is created in case of severe and catastrophic earthquakes. 
Such earthquakes can destroy electrical, gas, plumbing and sewage 
systems; roads and bridges, buildings and equipment; can create 
massive fires and serious accidents at industrial sites and nuclear 
power stations, in which hazardous substances can induce the air and 
the environment . The area of southwestern Bulgaria is one of the 
most dangerous,regarding  an occurrence of severe and catastrophic 
earthquakes in the Alpine-Himalayan seismic belt. In this region the 
risk to humans is highest t in the direction Blagoevgrad - Simitli - 
Kresna. In the region of Kresna Gorge in 1904 emerged the strongest 
earthquake in Europe for the past 100 years. 

In such degrees of possible earthquakes in gasified populated 
areas, from the destroyed gas pipelines in the streets and gas 
installations as well as the equipment in residential and municipal 
buildings would  create explosions and fires that would  directly affect 
the people and cause serious injuries  and death. Moreover, in the 
houses  and other enclosed spaces could appear dangerous 
concentrations of gas, which when inhaled by humans could result in  
poisoning and death. Symptoms of severe poisoning from natural gas 
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are mainly the following: difficulty in breathing, drowsiness, nausea, 
dizziness, pain in the area of temples, loss of consciousness due to 
oxygen deficiency. 

3. CONCLUSIONS 
1. The risk to the health and lives of people from fires and 

explosions in gas, supplied in the cities in the event of severe and 
catastrophic earthquakes is much greater than in not gasified. 
     2. Due to the toxic properties of the emitted gas components in the 
ignition of gas, people before leaving the premises must be placed in 
the mouth and nostrils, gauze masks or handkerchiefs, soaked in an 
aqueous solution of sodium bicarbonate for respiratory protection. 
     3. Should not perform any action and do not use items that could 
cause sparks in the area of the accident with natural gas, including 
lights, bells, intercoms, inclusion and speaking with mobile phones and 
similar devices, starting and movement of vehicles and others. 
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Abstract: In current study was suggested a new application of 
Antonov’s method, which is described in details. The energy spectra of 
water, put on the left and the right half of the human scalp (water filled test-
glasses on positions C3 and C4), were altered differently during fulfillment 
of different cognitive tasks. These preliminary results demonstrated that the 
method could be applied to investigate the functional asymmetry of brain. It 
was supported the term ‘water sensor’, in the sense of the suggested new 
application, that together with the classical electrophysiological sensors and 
the relevant signal processing could reveal a new aspects of the brain 
activity – the electromagnetic emissions and their respective information, 
affecting the molecular structure of water respectively its intermolecular 
energy spectrum, which could be measured objectively. 

 
Key words: energy spectrum of water, “water sensor”, functional 

asymmetry of brain, cognitive tasks, neurophysiology 
 
Introduction 
A unique physics method for measurement the energy spectra of 

intermolecular H-bonds of the water has been developed from Antonov 
and colleagues over decades. 

A specific mechanism for water structure stabilization was 
proposed to take a place under different influences. (Antonov etc., 
1982, 1985, 1995, 1997, 2000, 2002, 2004; Yuskesselieva&Antonov, 
1973) The water energy spectrum was observed as a measurable 
parameter of relative stable intermolecular water structures as an 
informational recordings of these influences – physical, chemical and 
even biological. (Antonov etc., 2001, 2002; Lavrenko etc., 2007) 

Due to the high sensitivity of Antonov’s method it was suggested 
for estimation the influence of radio, TV and media products on the 
man, characterizing itself that the media product could act on person, 
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holding in his hands a bottle with water, drop from which was taken 
and further evaluated. (Antonov etc., 2004) 

In all studies which have been conducted to determine the 
influence of biophysical fields of man in given conditions on the water 
energy spectrum, the water bottle was hold in his hand. 

The purpose of this work is to investigate whether there will be a 
difference in the energy spectrum of water put on the both sides of the 
scalp of a person, who fulfills different cognitive tasks.  

The brain asymmetry has been studied more than hundred years 
since Paul Broca in XIX century has been described the verbal areas 
in left brain hemisphere. A huge number of methods and methodology 
has been developed to study the asymmetrical phenomenon of the 
brain functioning. 

The idea was to use the water sensors (Antonov etc., 2004) in 
neurophysiological context, namely to see its sensibility to brain 
asymmetric functioning. 

The preliminary results are presented here. 
 

Antonov’s experimental method 
For investigating the time dependence of the wetting angle we 

used the optical method developed according Antonov (1973, 1985, 
1995, 2000). In Fig. 1 is shown the basic scheme of this method. A 
plane-parallel beam of monochromatic light (shown by arrows) falls on 
the water drop lying on the horizontal plate and forms a dark ring at the 
plate exit. This ring is fixed on a photographic plate and is shown in 
Fig. 2. 

The ring thickness a is related to the wetting angle θ  by means of 
the relation (1). The experiments were carried out on destilled water 
drops placed on a plate of polymethylacrilate with 4 mm thickness. 
During the evaporation of the drops a constant temperature 
T=22.5±0.2oC and a constant relative humidity f=38.4±0.6% of the 
environment were maintained. The boundary wetting angle and the 
basic diameter of the drops were measured as function of time until 
complete evaporation of the drops under conditions of an open space 
above the evaporating drops. The wetting angle and the base diameter 
of the drops were determined with an error minor to 1%.  
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n1, n3 – are the coefficients of light deflection of water and plate, 
respectively.  

The method is precise since it is reduced to determination of the 
width of certain light patterns when light beam passes through the 
drop. A typical error assessment in a precise E measurement is less 
than 3%. The dependence of the energy E of the hydrogen bonds on 
the wetting angle θ  is shown in (2), (3), (4): 

 (2)  θ = arccos (-1 – 14,33Е) = arccos (-1 – bЕ) ; b=14,33 eV-1 

 
 

Fig. 2. Photographic recording of 
the dark rings representing the 
evaporating water drops. 

 
Fig. 1. Scheme of the optical method 
for determination of the boundary 
wetting angle θ:  
1- water drop; 2- transparent hydrophobic 
plate; 3 – photographic plate;  - light 
flux
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The mean energy is:  

(3)     ( )
( )

∫=
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dEEEfE , 

Ео – E at the starting angle θ0, а Е(О) – E at the final angle θ=0.  
 
Calculated by: 
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(5)     b = Y (1 + cosθ0) / γ2    = 14,33 еV-1 

γ2 = 0,0723 Nm-1 – the surface tension of deionized water  
θ0 – wetting angle in the beginning 
 
Considering θ as a stochastic parameter and f(θ) to be the 

distribution function, we used the dependences (6) and (7) is valid. 

(6)   ( ) ( )
dE
dfEf θθ=  

f(θ) – distribution function of θ. 
 

(7)    f (E) = 
( )bE

bf

+− 11

)(θ
; b = 14,33 еV-1 

Experimentally we measured f(θ)= ΔN(θi)/ΣΔN(θi), where N(θi) is 
the number of measured θ in the interval Δθ. The quantity f(θ) was 
called the state spectrum of water (Antonov etc., 1995). As it is seen it 
is directly connected via formula (7) with f¯(E) – the nonequilibrium 
energy spectrum of water and could be calculated. 

This function was postulated as a function of water intermolecular 
bonds energies or of H-bonds in the group H-O….H (Antonov etc., 
2000).  

The water structure is influenced by the global geophysical factors. 
To eliminate the effect of other possible factors not in the scope of 
investigation it was necessary to compare the treated water sample 
with the difference of both the sample and control (called differential 
energy spectrum). 

To characterize the influence of a given factor on the water 
structure was used the Renyi’s formula for the informational growth 
(Antonov etc., 2004). 

  
Neurophysiological Methods 
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To monitor the neurophysiological state of the tested person the 
following setup were used: respiratory sensor (RSP Sensor, 128 SPS, 
measures the relative expansion of the abdomen or thorax during 
inhalation and exhalation), sensor for skin conductance (SC/GSR, 128 
SPS, measures the sweat gland activity, relative changes in skin 
conductance); temperature sensor (NX-TMP, 0.001oC), blood volume 
pulse sensor (NX-BVP, 128SPS, measures relative blood flow, using 
optical electronics that measure near-infrared light), hardware Blue 
Tooth Wireless Link; ADCard data precision (24 bit); computer Core 
2CPU, T7200, 2GHz, 2GB of RAM  with graphic card NVIDIA 
1024x768 resolution, 256 MB; Windows XP-SP3, software for 
physiological monitoring and biofeedback BioTrace+ for NeXus-10 
from Mind Media B.V. Netherlands. 

The sensors were put as it is shown in Fig. 3 and the signals were 
monitored during the whole experiment and stored for further analysis. 

 
 
Experimental design 
 The novelties of applying the Antonov’s method were, firstly, to put 

the water filled two test-glasses on positions C3 and C4 of the scalp of 
the tested person in comparison to the classical way to hold it into the 
hand and second, to monitor his physiological state simultaneously. 
The person was put in two distinct conditions, fulfilling two different 
tasks: 

1. Reading a scientific text; 

     

 

 
Fig. 3. Neurophysiological 

sensors and setup. Respiratory 
(RSP S 128 SPS) (
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2. Listening music (“Idiliya”, written by P.Dunov, performed by viola) 
with closed eyes. 

Both tasks were conducted for 10 minutes. Than the 
measurements of water energy spectrum were performed.  

 
Results  
Water energy spectrum data  
The results from the first task “Reading” are shown in Fig. 4. As 

can be seen, the peak of the left hemisphere’s (LHS) water spectrum 
was shifted to the lower values but its amplitude remained the same. 
To visualize better the obtained difference was built differential energy 
spectrum (Fig. 4, to the left). 

 

 
Fig. 4. Differences of water energy spectrum put on the left hemisphere 

(LHS) and on the right hemisphere (RHS) after reading. Differential water energy 
spectrum between water put on the LHS and RHS (to the right) 
 

The results from the second task “Listening music with closed 
eyes” are shown in Fig. 5. 

 
Fig. 5. Differences of water energy spectrum put on the left hemisphere 

(LHS) and on the right hemisphere (RHS) after listening music with closed 
eyes. Differential water energy spectrum between water put on the LHS and 
RHS 
 

Interestingly the peak in energy spectrum of the right hemisphere’s 
(RHS) water after the second task was shifted also to the left with 
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lightly increase in amplitude (Fig. 5, to the right). Thus the differential 
spectrum in the second case has the same peak as the first one but 
with the opposite sign minus. 

The mean energy of both left and right waters for both tasks are 
shown in Table 1. Interestingly this data showed reciprocal asymmetry 
too. 

Table 1. Mean Energy (E) for both left and right waters during the 
two tasks. 

 Mean ELHS Mean ERHS 
Reading text (open eyes) 0,1121 0,1143 
Listening music (closed 

eyes) 0,1164 0,1136 

 
Physiological Data 
The results obtained from the both tasks are shown in Table 2. 

Two distinct physiological states could be observed. During the first 
task “Reading” scientific text an overall excitation was evoked – 
increase of the skin conductance, heart and respiration rates, head 
temperature, on one hand, and decrease of respiration amplitude and 
coherence or synchronous action of heart and respiratory systems, on 
the other hand, in comparison to the second task “Listening music” 
with closed eyes. 

Table 2. Physiological variables and statistics during the first task 
“Reading” (1, in gray) and second task “Listening music” (2, in white) 

Parameter Mean 1** Mean 2 Var. 1 Var. 2 StdDev 1 StdDev 2 Coeff.V 1 Coeff.V 2 
Skin 

Conductance 12,63 11,67 0,13 0,09 0,31 0,36 0,03 0,03 

Temperature 35,3 34,92 0,02 0,02 0,13 0,14 0 0 

Heart Rate 94,53 92,18 4,36 5,78 2,09 2,4 0,02 0,03 
Respiration 

Rate 19,22 12,21 14,68 31,58 3,83 5,62 0,2 0,46 

Heart Variability 
LF% 59,9 72,7 273,36 254,16 16,53 15,94 0,28 0,22 

Respiration 
Amplitude 19,65 29,04 227,25 196,64 15,07 14,02 0,77 0,48 

Respiration/ 
Heart Rate 
Coherence 

-0,22 -0,01 0,06 0,09 0,24 0,3 -1,07 -58,54 

* Abbr.: Var. – Variability; StdDev – Standard deviation; Coeff. V – 
Coefficient V 

 ** index 1 – values during the first task; 2 – values during the second 
task 

Discussion and conclusions 
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It’s known today from the EEG recordings and the new qEEG 
method that the brain emits electromagnetic waves, called brain 
rhythms, generated from the bioelectrical activity of the neurons in 
cortex and in subcortical areas. 

The brain rhythms after a spectral analysis have been divided in 
the following frequencies bands: delta (1-4 Hz), theta (4-8), alpha (8-
13), SMR or µ-rhythm, or Rolandic alpha (8-13), beta (>13 Hz). The 
amplitudes of the brain waves are in the range of 5-10 µV, for delta to 
20 µV. The relative amplitudes of the brain rhythms appeared on the 
sagittal line are: delta (~30%), theta (~21%), alpha (~30%), beta 
(~19%) (Kandel etc., 2000). 

The grand average spectra of the brain rhythms are quite 
symmetrical for different age groups. However, it is not uncommon for 
a healthy person to reveal an asymmetry in alpha rhythms at the range 
of 10-50% (to the advantage of RHS) in other words the power of this 
asymmetry could be big enough (more than 50% is a marker for 
pathology). The question aroused whether this asymmetry might be a 
measure of some individual character, for example, intro/extroversion, 
negative/positive affects etc., has not yet fully revealed. The studies of 
Davidson have shown asymmetry of the alpha spectra in frontal lobes 
during different emotional reactions (Davidson, 2004). During relaxed 
wakefulness in eyes closed condition the brain exhibits 
electromagnetic activity in alpha frequency band, predominantly from 
the RHS. The power of alpha activity has been shown to be inversely 
correlated to methabolic function of the corresponding brain area, thus 
have obtained the name “idling” rhythms of the cortex. 

On the other hand inhibitory neuronal networks have shown to be 
involved in generating beta rhythms. They were shown to be positively 
correlated with metaboloic activity in the recorded brain area. 

Interestingly the activation of a given cortical area is related to a 
high oxygen and glucose consumption in inhibitory neuronal network, 
emitted at beta frequencies. 

The question arises which processes might be involved in altering 
the water energy spectrum put on the scalp in our experiments? 

The energy of the emission of the brain activity might be related to 
the power, the amplitude of the brain rhythms, to the blood dynamics 
and to the biochemical processes, respectively the heat produced. The 
amplitudes of the alpha and slower rhythm as was shown upper are 
bigger than the beta ones. Thus, the idling brain might emit more 
energy than the working. On the other hand the blood dynamics and 
the metabolism, respectively the heat produced in activated brain 
areas could affect more powerful the water than the electromagnetic 
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field of the beta rhythms, which are energetic weaker than the alpha 
emissions from the idling areas.  

The neuronal networks for reading have been proved to be in the 
left hemisphere for the right-handed persons. The RHS has been 
reported to be responsible for music recognition, especially the rhythm 
and melody.  

Brain area activity as discussed previous is related to beta 
rhythms, which have twice weaker amplitudes than the alpha rhythms, 
generated by idling areas. The energy of the electromagnetic wave 
produced is proportional of the square of its amplitude. 

Our empirical data, shown in Table 1 suggests that the activated 
brain areas produced less energy than the idling, which our water 
sensors detected in the two distinct task conditions, determined also 
physiologically (Table 2). 

On the other hand, the activated brain area shifted the peak in 
water energy spectrum to the left (Fig. 4 and 5). For the latter results 
we don’t have any explanation and should be further proved and 
researched. 

Our preliminary results showed clear that the Antonov’s method 
could be applied for investigation of the functional asymmetry of brain 
in addition to the classical methods. 
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Abstract: The second- and third-order nonlinear optical properties of 
single crystals of Magnesium Sulfite Hexahydrate (MgSO3.6H2O) were 
studied by Second-Harmonic Generation (SHG) and Degenerate Four-
Wave Mixing (DFWM). Nanosecond pumping by special type Nd:YAG laser 
having a variable reflection output coupler was used. The effective quadratic 
(χ(2)) and cubic (χ(3)) nonlinear susceptibility values of the examined crystals 
are obtained at room temperature. The dispersion of the nonlinear optical 
susceptibility of MgSO3.6H2O is also discussed.  

Keywords: nonlinear optical materials, second-harmonic generation, 
degenerate four-wave mixing, MgSO3.6H2O  

1. INTRODUCTION 
The increasing variety of applications of nonlinear optical (NLO) 

materials for second harmonic generation (SHG), sum- or difference-
frequency mixing, optical parametric oscillation or amplification and 
other NLO processes have resulted in the development of numerous 
NLO materials. Especially the crystals, where the second-order NLO 
properties are strongly influenced by the molecular structure and their 
arrangement, have been the subject of increasing interest1 since the 
discovery of the first inorganic NLO material KB5 in the series of 
borates2.  

The crystal magnesium sulfite hexahydrate (MgSO3.6H2O) belongs 
to a specific crystal symmetry (C3) and its crystal structure is 
rhombohedral. Crystallographic data of this inorganic crystal have 
been reported3. The MgSO3.6H2O crystal has the property of being 
strongly birefringent (necessary to obtain phase matching for NLO 
processes). Moreover, it is transparent in a wide spectral range, 
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particularly for the 1064-nm output from Nd:YAG laser and at doubled 
frequency (532 nm), and resistant against a high-intensity irradiation. 
The linear optical properties of MgSO3.6H2O single crystals formed by 
method4 have been studied5, as well as the second-order NLO 
properties. In the latter case, a phase-matchable SHG of both Type 1 
(o1-o1-e2) and Type 2 (o1-e1-e2 ) interactions has been performed. The 
birefringence of this material favours its use for SHG, but the SHG-
conversion efficiency is limited by the optical quality of the crystals. 

The growth of single crystal materials is complicated by a lot of 
effects which lead to fluctuations of the quality in the volume of the 
growing crystal, and, which in turn leads to degradation of its material 
properties and of NLO response. Growth under low gravity conditions, 
significantly reduces the poor crystalline perfection. Here, we examine 
a new group of MgSO3.6H2O single crystals produced by improved 
growth and optimized crystallization method6 which allows single 
crystals with large sizes to be obtained; additional Ni concentration is 
inserted within the sample, as well. Possessing an optical high quality, 
the NLO response of this material is probed by SHG and Degenerate 
Four-Wave Mixing (DFWM) under nanosecond regime of pumping. 
Especially, a higher input fundamental frequency energy close to the 
saturation is used for both nonlinear processes. 

2. EXPERIMENTAL 
Well polished samples of MgSO3.6H2O single crystals with cross-

sectional area of 20 × 15 mm2 and various lengths from 8 to 18 mm 
were prepared. The large crystal aperture is of advantage when the 
phase-matching angle for SHG is sizable. The samples were oriented 
by polarized light using a polarization microscope. Raman spectra of 
the crystals were recorded in the spectral region from 100 to 1100 cm-

1. In this range the Raman spectra depend significantly on the crystal 
orientation and polarization.  

The SHG and DFMW measurements were performed in a non-
focused optical setup. The light source was a computer-controlled 
high-power Q-switched Nd:YAG laser with variable reflectivity 
dielectric mirror7 (λ = 1064 nm) with 0.1 nm spectral width, pulse 
duration 10 ns (FWHM) and energy of 60 mJ/pulse. The beam 
divergence was 0.18 mrad ( HWHM  at e-2 intensity-level). The laser, 
utilizing unstable resonators with variable output coupler, provides a 
Gaussian and super-Gaussian profiles with various mirror spot sizes. 
The advantages of this laser are: (i) reduction of the diffraction losses; 
(ii) radially symmetric output profile which results in an uniform output 
beam in the near- and far-field and increases the transverse mode 
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discrimination; and (iii) high second-harmonic conversion efficiency (up 
to 50%  using a 15-mm long KDP nonlinear crystal, Type 1 interaction). 
In fact, such cavities are very effective for Q-switched lasers when 
high-energy frequency doubling is needed7,8. 

In the experiments, the linearly polarized laser output was divided 
into two parts by a beam splitter and the reflected beam was employed 
as a reference. The pulse energies of the incident and nonlinearly 
generated beams were controlled simultaneously by energy meter Rj-
7200 (Laser Precision Corporation). The incident laser beam spot size 
was of about 1.3 mm2 corresponding to a peak intensity in the sample 
~ 350 MW/cm2. The energy density per pulse was approximately 3.5 
J/cm2. To prevent the influence of thermal effects, we used single-
pulse measurements with a repetition rate of 1 Hz. It should be noted 
that the magnesium sulfite hexahydrate is in a stable equilibrium solid 
phase at temperatures below 42°C, otherwise its stability drastically 
decreases9. To overcome the pulse-to-pulse fluctuations in the input 
beam when measuring, and in order to get well reproducible and 
conclusive data, an averaging by use of 50 laser shots up to hundred, 
was used. In the course of our experiments we have not observed any 
optical damage of the samples proved by irradiation with at least 104 
laser shots - the single crystals did not undergo any changes.  

Colored glass filters were used for spectral separation of the 
signals. In DFWM measurements, not only the fundamental output at 
wavelength 1064 nm but also the frequency-doubled laser output (532 
nm, 45 mJ) were used. Transmittance spectra were recorded by 
Specord UV-VIS spectrophotometer (within the spectral range 180 – 
800 nm) and Specord IR (800 – 1800 nm). All measurements were 
carried out at room temperature. 

3. RESULTS 
Fig. 1 presents the optical transmission spectrum of MgSO3.6H2O 

single crystal. Trasmittances up to 85 % at 532 nm and 71 % at 1064 
nm were measured, slightly varying for various samples. The crystals 
are phase-matchable, but did not require a very crucial adjustment for 
the frequency-doubling of the 1064-nm output from Nd:YAG laser. 
Nevertheless, the on-axis phase-matching conditions between the 
fundamental beam and second harmonic were carefully optimized in 
our measurements. The angle for a maximum SHG-conversion of Type 
1 (o-o-e) phase matching was 12.4°.  

Upon optimal phase match, we have measured the SHG-
conversion efficiency η = I2/I1, where I2 and I1 denote the  second-
harmonic and fundamental laser intensities, respectively. This quantity 



Faculty of Mathematics & Natural Science – FMNS 2011 

412 
 

depends on I0 and varies with the crystal samples. Corrected to the 
reflection, the maximum η measured was as high as 0.5 % (at 60 mJ 
fundamental). The measurement of SHG output for various sample L 
lengths (the NLO interaction length, optical path) shows an increasing 
SHG with L, but it is not proportional to L2 (Fig. 2). The deviation from 
the quadratic dependence suggests the influence of both linear and 
two-photon absorption losses on the SHG efficiency with the two-
photon one prevailing . 

The second harmonic emission generated in the crystals can be 
used to estimate the effective quadratic (χ(2)) nonlinear susceptibility 
value. The SHG intensity is determined by10: 
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where ∆k = k2 – 2k1 is the phase mismatch. Thus, the SHG-
efficiency η at optimal phase match is proportional to the squared 
modulus of χ(2) of the NLO material: 
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Fig. 1. Optical transmission of MgSO3.6H2O single crystal (15-mm long sample). 

Fig. 2. The observed variations of the conversion efficiency η as a function of the 
squared optical path L2. 
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of MgSO3.6H2O at 1064 nm is of about 22 % that of KDP. The 
experimental uncertainty of this estimation is of about ± 15 %. 
Compared to the commonly used SHG crystals at present, this second-
order optical nonlinearity is relatively low. However, we have to point 
out that the MgSO3.6H2O single crystals possess a relatively high 
optical damage threshold; reference to the one of KTP (potassium 
titanyl phosphate) gives ~ 15 J/cm², which is a very useful option. 

In addition to χ(2) NLO, the χ(3) of the single crystal of magnesium 
sulfite hexahydrate is also of interest. Especially, the Raman-active 
vibration at 954 cm-1 is very strong in a XX scattering configuration 
(Fig.3) which suggests the possibility for the use of this sharp 
resonance for Raman laser action. However, in our experiments we 
have not observed a stimulated Raman scattering (SRS), pumping with 
1064 nm (up to 750 MW/cm2) and 532 nm (up to 450 MW/cm2), most 
probably because the threshold for SRS has not been reached, or due 
to suppression of such an emission by the competing NLO processes 
like the two-photon absorption. 
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Fig.3. Raman spectrum of MgSO3.6H2O single crystal in a XX scattering 

configuration. 

We estimated the effective cubic (χ(3)) nonlinear susceptibility for 
the used MgSO3.6H2O single crystal. For the purpose, the backward 
DFWM was performed by collimated beams and in a conventional 
pump-probe configuration (Fig. 4). The three laser beams - two 
opposite-travelling strong pump waves E1 & E2  and the probe wave 
EP, were directed onto the sample at a small angle. The generated 
signal wave ES is coherent because the phase-matching condition is 
automatically fulfilled. The process is described by χ(3)(ω=ω+ω-ω) and it 
is well established in nonresonance case11.  
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Fig. 4. Schematic illustration of the configuration for DFWM used here. 

 
χ(3) of MgSO3.6H2O was measured relative to χ(3) of Roshelle salt 

single crystal (8 mm length) used as a reference. For this material the 
value |χ(3)| = 6×10-15 esu has been obtained in our laboratory under 25-
ns pump12.  

If the pump has an intensity above the threshold, the intensity of 
the generated nonlinear signal is be given by13: 

 
4
0

22)2(
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where the constant depends on the definitions used. The results 

from our measurements are: |χ(3)| ≈ 9.1 ×10-15 esu at 1064 nm and |χ(3)| 
≈ 1.5×10-14 esu at 532 nm. Such values are quite comparable to the 
ones of some centrosymmetrical crystals14 and some organic 
polymers, but considerably lower (about five orders of magnitude) than 
χ(3) of the commercially available semiconductor-doped glasses in the 
form of colored glass filters under 10-ns pump13,15 and, unfortunately, 
they are insufficient for true NLO use. 

Being of importance for the practical application of MgSO3.6H2O, 
the dispersion of NLO susceptibilities of this crystal is also of interest. 
That characteristics is significant under resonant conditions. It is 
directly related to the proper NLO process and can be derived 
experimentally. For example, the dispersion χ(2)(ω) can be obtained 
from SHG measurements. Concerning the experimental procedure of 
the χ(2)(ω) measurement, we have to settle, that the traveling-wave 
optical amplifier appears to be the most preferable optical system to 
measure χ(2)(ω). In this case, the real gain coefficient G which is not 
influenced by the positive feedback of the resonator, depends on 
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χ(2)(ω). Thus, the measurement of G can be used to determine 
χ(2)(ω) instead of measurements of the SHG signal as a function of ω.  

The small gain increment of parametric amplifier can be expressed 
as follows10: 
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where ∆k is the phase mismatch, ε0 is the vacuum permittivity, Φ is 

the pump fluence, and deff is the second-order NLO coefficient. As a 
result, using the data for the refractive index disperison of 
MgSO3.6H2O crystal5, an information about the χ(2) dispersion of this 
material can be obtained within the visible and near-infrared region 0.6 
– 1.2 μm.  

4. CONCLUSIONS 
In conclusion, we have applied Nd:YAG laser with variable 

reflectivity mirror to study the NLO properties of the single crystals of 
magnesium sulfite hexahydrate. It was found that this inorganic non-
centrosymmetrical crystal exhibits moderate χ(2) and relatively low χ(3) 
values. While the quadratic NLO response is promising and can be 
applied in case of good crystal quality, the cubic response seems to be 
still very weak for NLO use, e.g. for an optical parametric oscillator. 

Data measured for various kinds of MgSO3.6H2O single crystal will 
allow to optimize the crystallization process of the growth in order to 
improve the nonlinear optical properties of this NLO crystal. At present, 
such work is in a progress. 
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Abstract: Waste protected vulcanizate utilization demands working 
out environmentally safe technologies, affording valuable goods. 
One of possible solutions of this problem is destructive thermal processes.  
Thermal solution of waste vulcanizates in dark fuel products affords as 
asphalt-like materials. These products may use in road building or as 
anticorrosive, waterproofing and other materials. 

Keywords: thermal cracking, utilization, waste tires, and fuel oil 

1. INTRODUCTION 
The aim of the present paper is to described some features about 

obtaining of ecological dark fuel from one hand and from another hand 
purifying of environment.  

The huge quantity of protected vulkanizates gone out of usage 
every year because of it’s lead to pollution of environment, such as the 
high resistance toward the effect of sunlight, moisture, oxygen, ozone 
and et. all.  Toward the negative sides of the exported vulкanizates 
may refer their fire hazard, and the products of their uncontrolled 
burning have harmful effect as well environment as under her 
occupiers [1]. 

Environmental and economic concerns have led a number of 
governments to introduce legislation for plastic wastes [1] and caused much 
interest in disposal and recovery developments. Land filling, incineration, 
and remelting require predisposal while chemical recycling does not. The 
latter method converts polymer waste into fuel or other high value 
products.[2] An example of this approach is thermal degradation which has 
been studied by many researchers [3 – 11].  

Polymer thermal degradation involves complex reactions dependent 
on various factors such as the heating rate, pressure, reaction medium, 
(solution and/or gaseous, oxidative, reductive, or inert) and reactor 
geometry. The polymer’s high viscosity complicates the process by 
impeding heat and mass transfer.[12–13]. Solvent addition eases these and 
lowers operating temperatures. Further advantages of this approach are 
higher total conversion, higher liquid yields, and easier control. 
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Recycling process development is particularly important for 
polyethylene 

(PE) since the latter is the major component of plastic wastes. PE 
pyrolysis is nonspecific under conventional conditions, resulting in a 
wide range of products including some ethylene oligomers but rather 
little of the desired output, namely its monomer [14]. Pinto et al. [9] 
reported that alkane formation was usually favored when a large 
amount of PE was present in the treated waste and suggested adding 
polystyrene or polypropylene to the input mixture in order to increase 
the aromatics and alkene yields. Uemichi et al. [15] improved the 
aromatic yield by harnessing activated carbon loaded with platinum or 
iron. Comparing various works with their own, Scott et al.[11] 
concluded that short residence times and high temperatures (above 
700 °C) appeared to improve the liquid yield. Kaminsky and Kim [7] 
also supported short residence times. 

PE thermal degradation in solvent media is scarce in the literature.  
The thermal decomposition behavior of polypropylene, oil shale and 

a 1:3 mixture of the two were investigated in a thermo gravimetric analyzer 
(TGA) reaction system in an argon atmosphere, with a view to comparing 
the process of the mixture with those of the individual components. 
Experiments were conducted at three heating rates of 5, 10, and 15 K min−1, 
in the temperature range of 30–900°C. The obtained activation energies 
were 250 kJ kg−1 for polypropylene, 63 kJ kg−1 for the oil shale organic 
matter, and 242 kJ kg−1 for the mixture. The results indicate that the 
characteristics of the process depend on the heating rate, and that 
polypropylene acts as a catalyst in the degradation of oil shale in the 
mixture [1]. 

The decomposition of polyethylene and polypropylene over HZSM-5 
zeolite catalyst and a catalyst modified with orthophoshoric acid (PZSM-5) 
have been compared. The gaseous and liquid products depend on the 
polymer type, its structure, on the catalyst, its acidity and steric effect. The 
gaseous products contain large C3 fraction, while the liquid products from 
both polymers contain mainly aromatic hydrocarbons. Catalytic 
decomposition increases the amount of gaseous products, lowers the liquid 
fraction and changes the composition of these products compared to 
uncatalytic decomposition [2]. 

Thermogravimetry (TG) and mass spectrometry (MS) combined 
techniques have been used to investigate the thermal degradation and 
catalytic decomposition of high-density polyethylene (HDPE) over solid acid 
catalysts as H-ZSM-5, Al-MCM-41 and a hybrid material with a bimodal pore 
size distribution (H-ZSM-5/AL-MCM-41). The silicon/aluminum ratio of all 
catalysts is 15. Both thermal and catalytic processes showed total 
conversion in a single mass loss step. Furthermore, the catalytic conversion 
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presents average reduction of 27.4%, in the onset decomposition 
temperature. The kinetic parameters were calculated using non-isothermal 
method. These parameters do not indicate significant differences between 
the thermal and catalytic processes. Even though, the presence of the 
catalysts changes the reaction mechanism, from phase boundary controlled 
reaction to random nucleation mechanism. 

Important difference in distribution of evolved products was detected 
when several catalysts were used. However, in all cases the main products 
were alkanes (C2, C3 and C4), alkenes (C3 and C4), dienes (C4 and C5) and 
traces of aromatic compounds [3]. 

Thermal degradation of low density polyethylene (LDPE) wastes 
was investigated in this study as a step in chemical recycling. The 
effects of the degradation temperature, the solvent–LDPE ratio, and 
the reaction time were researched in the respective ranges 375– 450 
°C, 0:1–6:1, and 30–120 min. Experiments at a cyclohexane: LDPE 
ratio of 6:1 showed that up to 4258C the solid residue decreased 
whereas the liquid yield and the total conversion increased. There 
were no significant changes thereafter. Solventless degradation at 425 
°C gave the weight percentages of 4.7, 75.6, and 19.7 for solid, liquid, 
and gaseous products, respectively. The use of cyclohexane as a 
solvent brought about approximately 20% gain in liquid yield and 
diminished the solid residue to negligible levels [2].    

2. RESULTS, DISCUSSIONS, CONCLUSIONS 
For achievement of our purpose we used the laboratory method of 

thermal cracking, which are described in [13]. In literature [14] are given the 
laboratory conditions and chemical characteristics of used from us waste 
tires. It must notice that the protected vulcanizates are produced from 
manufactory in Yambol and mechanical processes prepared them in 
advance. The obtained liquid product was investigated such as conventional 
fuel oil. In Table 1 are given physical-chemical properties of obtained liquid 
product so called “pyrolysis oil”. 
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Tab. 1: Physical – chemical properties of pyrolysis oil. 
Parameters Methods  Values 
Density at 20 ºC BSS EN ISO 3675:2004 0.8720 
Sulphur, % BSS EN ISO 8754:2004 0.19 
Specific heat /lower/, kJ/kg BSS EN ISO 1285:2003 40.45 
Kinematic viscosity at 50 ºC, 
mm2/s 

BSS EN ISO 3104:2001 4.45 

Ash content, % (m/m) BSS EN ISO 6245:2004 0.10 
Water soluble acids and base BSS 5252:1984 Neal 
Flash point, ºC BSS EN ISO 2592:2004 105 
Freezing point, ºC BSS 1751:1970 - 14 
Water content, ºC BSS EN ISO 3733:2003 Neal  

 
The present data have shown that pyrolysis oil, which is obtained in 

laboratory required of ecological norms of BSS for blend fuel oils, from one 
hand and from another it presented excellent combustion parameters.  

We investigated a conventional fuel oil produced from Bulgarian 
refinery by corresponding parameters to be made a comparison with a new 
alternative dark fuel, too. The second raw material is commercial fuel oil, 
which is required to BSS and EU norms. The obtained results are given in 
Table 2. 
Tab. 2: Physical – chemical properties of conventional fuel oil. 
Parameters Methods  Values 
Density at 20 ºC BSS EN ISO 3675:2004 0.9826 
Sulphur, % BSS EN ISO 8754:2004 0.88 
Specific heat /lower/, kJ/kg BSS EN ISO 1285:2003 43.20 
Kinematic viscosity at 50 ºC, 
mm2/s 

BSS EN ISO 3104:2001 7.45 

Ash content, % (m/m) BSS EN ISO 6245:2004 0.12 
Water soluble acids and base BSS 5252:1984 Neal 
Flash point, ºC BSS EN ISO 2592:2004 115 
Freezing point, ºC BSS 1751:1970 - 5 
Water content, ºC BSS EN ISO 3733:2003 Neal  

 
As can see from obtained results conventional fuel oil for trading had 

worse ecological parameters /sulfur content, ash content/ than alternative 
fuel.  

It must notice as disadvantages the presence of mechanical 
contaminates and worse smell of obtained from our research team 
alternative fuel, which will be object of our future investigations. 

We conclude that possibility for treatment of protected vulcanizates 
as such as polymer materials is very perspective – from one hand obtaining 
of additional quality of fuels from another it’s a way to solve a world 
ecological problem with waste from vulcanizates, tires and polymers. 
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Abstract: Hydrogen production is becoming increasingly important in 
view of using hydrogen in fuel cells. However, most of the production of 
hydrogen so far comes from the combustion of fossil fuels and water 
electrolysis. Microbial Electrolysis Cell (MEC), also known as 
Bioelectrochemically Assisted Microbial Reactor, is an ecologically clean, 
renewable and innovative technology for hydrogen production. Microbial 
electrolysis cells produce hydrogen mainly from waste biomass assisted by 
various bacteria strains. The principle of MECs and their constructional 
elements are reviewed and discussed.  

Keywords: microbial Electrolysis Cells, hydrogen production, waste 
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1. INTRODUCTION 
One of the major global problems nowadays is to satisfy the rapidly 

rising energy demands. The existing energy system has two main 
disadvantages: first, the energy is produced mainly from fossil fuels, whose 
resources are limited and second, the use of hydrocarbon fuels causes 
dangerous environmental pollution due to the huge emissions of CO2. 
That’s why the need of using alternative power sources, which can gradually 
replace the traditional energy fuels, is widely discussed [1]. 

The opinion of more scientists is that the hydrogen will be the main 
power source in the future [2]. The hydrogen has three times more caloricity 
than petrol and it has not corrosive effect on the metals. The producing of 
hydrogen is still expensive and that is limiting its wide application [3]. 
Conventional electrolysis is one of the two most common methods currently 
used to produce hydrogen. Hydrogen production by electrolysis is not 
connected with CO2 emission. The insufficiency of this method is that it 
needs large quantity of electricity. 

Microbial electrolysis cells (MECs) could be a partial solution of the 
problem. А MEC is an electrolyzer that oxidizes organic matter at the anode, 
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while the cathode carries out the abiotic reduction of water in the usual way 
[4]. Using microorganisms in electrolysis systems decreases the 
overpotential, makes easier the electron transfer and reduces the necessary 
quantity of electricity for the electrolysis. Theoretically, the hydrogen 
evolution on the cathode needs a potential of ECAT = − 0.41 V (vs.SHE). The 
anode potential of most MFCs reaches around EAN = − 0.30 V (vs.SHE). 
Therefore, the minimum overall cell voltage needed is E=-0.11 V [5]. 

(1)   ( ) ( ) VEEE ANCAT 11.030.041.0 −=−−−=−=  

The most important thing is that the MECs use substrates from 
renewable sources and have high conversion efficiency. That’s why MEC is 
an appropriate technology for potential application in local power plants and 
also for simultaneously wastewater treatment and hydrogen generation.  

The development of microbial electrolysis cells (MECs) represents an 
exciting new area of environmental biotechnological research, exploiting 
common wastewater as a fuel source to produce hydrogen. The first 
demonstration of the renewable method for hydrogen production from 
wastewater using a microbial electrolysis system is underway at the Napa 
Wine Company in Oakville [6].  

The MEC has been intensively investigated and developed for the last 
five years. For the progress of this innovative technology the generalization 
of achievements is of a big importance. In this paper, the principles and 
construction elements of МЕС are reviewed and discussed. 

2. MEC   

2.1. Structure and operating principle 
Microbial electrolysis cell is a technology for hydrogen production 

closely related to Microbial fuel cells (MFCs). Whilst MFC's produce an 
electric current from the microbial decomposition of organic compounds, 
MEC's partially reverse the process to generate hydrogen or methane from 
organic material by applying an electric current. The anode process of an 
MEC is the same as that of a MFC and the cathode process is the same as 
that of a water electrolyzer [7]. In principle, MEC can be divided into three 
major components: anode chamber, cathode chamber and separator [8] 
(Fig.1).  
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 Fig.1: The working principle of a microbial electrolysis cell 

 
In an MEC, electrochemically active microbes growing on the surface of 

the anode break down organic matter into CO2, electrons and protons. The 
electrons and protons pass through the external electric circuit and the 
electrolyte, respectively, and combine at the cathode to generate hydrogen. 
The oxidation at the anode is supported by a microbial biofilm on the 
electrode, which acts as an electrocatalyst. MEC proposes to design 
specific microbial biofilms for the development of MEC anodes by identifying 
new sources of inoculum, adapting the microbial population and determining 
the structural characteristics of biofilm that will optimize its electroactive 
properties [9].  

The most investigated microbial cultures for application in MECs are 
Archaea, the single-celled cyanobacterium Cyanothece 51142 [9], 
Dechlorinating bacteria (Dehalococcoides spp. and Desulfitobacterium spp.) 
and also methanogens and homoacetogens microorganisms [10]. Biowaste 
and wastewater provide immediate profits and the greatest likelihood for 
success of MEC technology. Abundant and renewable cellulosic biomass 
can potentially produce enough hydrogen for transportation and industrial 
use [5]. The identity of the specific microorganisms determines the products 
and the efficiency of the MEC. Electrogenic microorganisms consuming an 
energy source (such as acetic acid) release electrons and protons, creating 
an electrical potential of up to 0,3 V. In a conventional MFC, this voltage is 
used to generate electrical power. In a MEC, an additional voltage is sup-
plied to the cell from an outside power source. The combined voltage is 
sufficient to reduce protons, producing hydrogen gas. The efficiency of 
hydrogen production depends on which organic substances are used. Lactic 
and acetic acid achieve 82% efficiency, while the values for unpretreated 
cellulose or glucose are close to 63%. The efficiency of normal water 
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electrolysis is 60 to 70 percent. As MEC’s convert unusable biomass into 
usable hydrogen, they can produce 144% more usable energy than they 
consume as electrical energy. Depending on the organisms presented at 
the anode, MEC’s can also produce methane by a related mechanism [11]. 

2.2. Electrode catalyst materials 
The anode material in a MEC can be the same as in a MFC, such as 

carbon cloth, carbon paper, graphite felt, graphite granules or graphite 
brushes. The development of highly efficient anode materials is critical for 
enhancing the current output of microbial electrochemical cells. Au and Pd 
nanoparticle decorated graphite anodes were developed and evaluated in a 
newly designed multi-anode microbial electrolysis cell (MEC). On the 
contrary, no significant correlation was evident between the current density 
and the particle density based on area fraction and particle counts. These 
results demonstrated that nano-decoration can greatly enhance the 
performance of microbial anodes while the chemical composition, size and 
shape of the nanoparticles determined the extent of the enhancement [13]. 
Use of carbon cloth or thin graphite felt as anode materials may provide 
great advantages over other materials for scale-up.  

Platinum is well known as the best cathode catalyst material used in 
MEC, but it is too expensive [7,14]. The high cost of platinum is driving 
research into bio-cathodes as an alternative. Extensive studies have been 
also carried out on precious metal-free catalysts for MEC. Low-cost 
materials as stainless steal and carbon based NiMo-, NiW-nanocomposites 
showed good performance as cathode in MEC [15]. Penn State researchers 
have found a way to replace the platinum catalyst in their hydrogen 
generating microbial electrolysis cells with stainless steel brushes without 
losing efficiency. The trapped hydrogen also remains in the reactor longer 
and is therefore available to microbes that consume hydrogen [12]. The 
limitation of extending these results to MECs is that they have been only 
examined under highly acid or alkaline conditions [16,17] Investigation of 
cathode materials that are efficient catalysts at neutral pH is needed [4].  

2.3. General MEC design 
MEC can be developed as a single-chamber or a two-chamber system. 

A MEC lacking a membrane can produce high hydrogen and energy 
recoveries. Operating without a membrane can allow for more cost effective 
and simpler designs [5]. Use of a membrane in two-chamber MEC systems 
can reduce the amount of impurities in the biogas but increase the internal 
resistance. Removal of the membrane in single-chamber systems simplifies 
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the reactor design but increases the possibility for hydrogen consumption by 
methanogenic bacteria [4].  

3. PERSPECTIVES FOR MEC APPLICATION 
Research on the innovative and novel MEC technology is in its infancy. 

As the bioanode reactions are much more extensively studied in MFC, 
crucial for the MEC practical application and commercialization is the 
development of cost-effective cathodes for near-neutral pH and low 
temperature conditions as well as the minimization of the internal resistance 
by improvement of the cell design.   

MECs can potentially be used for different applications. The main 
application of MEC is to produce hydrogen, which can be used in different 
directs. Other application is for effective wastewater treatment. MEC have 
the potential to convert waste organic matter into a valuable energy source 
[18].  
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Abstract: A direct borohydride fuel cell (DBFC) is a device that converts 
chemical energy of alkaline borohydride electrooxidation into electricity. 
Many materials are object of investigation with the importance of operating 
parameters on the fuel cell performance. In this study, we investigated and 
compared the results, obtained with DBFC using Co-based nanocomposites 
(CoMnB, CoNiMnB and CoNiMoW) as anodes and air gas-diffusion 
electrodes as cathodes. The Co-based nanocomposite electrodes were 
prepared by electrodepositon on Ni-foam.   

Keywords: Direct borohydride fuel cell (DBFC), Electrooxidation, 
Nanocomposites 

1. INTRODUCTION 
Fuel cells constitute an attractive class of renewable and sustainable 

energy sources. Fuel cells are considered as promising power sources 
because of their high-energy conversion efficiency, environmental 
compatibility, reliability, and quiet operation. The typical fuel cells use 
hydrogen as a fuel. There are several types of fuel cells, depending on their 
construction and the fuel [1]. A direct borohydride fuel cell (DBFC) is a 
device that converts chemical energy of borohydride into electricity. 
Borohydrides are a group of compounds with high hydrogen contents. For 
example, NaBH4 contains 10.6 wt% hydrogen. The direct anodic oxidation 
of borohydride provides more negative potential than that of hydrogen. 
During electrooxidation one BH4

− ion generates eight electrons. The 
theoretical energy density can reach as high as 9.3 Wh/g of NaBH4 if using 
sodium borohydride as the fuel. The theoretical energy conversion efficiency 
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of the DBFC is 0,91 [2]. The best electrocatalysts for the electrochemical 
oxidation reaction are Ni, Pt, and Pd, but they also have good catalytic 
activity towards the hydrolysis reaction [3]. That is why the research is 
focused on searching for a material, which is a good catalyst for the sodium 
borohydride electro-oxidation, but has low affinity to sodium borohydride 
hydrolysis process. Au and Ag show high utilization efficiencies towards 
borohydride electrooxidation because of their low activity towards hydrolysis 
[4].  However, Au and Ag are too expensive as electrodes in commercial 
devices. Among the non-precious metals, nickel has received maximum 
importance as catalyst for electrooxidation of BH4

- [3]. Also, Ni is a major 
component of hydrogen storage materials such as AB2 and AB5-type alloys 
[5]. Hydrogen storage alloys are metallic materials that have a unique ability 
to reversibly absorb and release significant amounts of hydrogen gas. 
These materials show good performance as anodes in DBFC [6].  

Appropriate nanocomposites should be very promising materials as 
anodes in DBFC as they perform high specific surface area, which may 
compensate a low catalytic activity. 

In this study, three different types of newly synthesized Co-based 
nanocomposites: CoMnB, CoNiMnB and CoNiMoW, produced by 
electrodeposition on Ni-foam, were investigated as anodes in DBFC.  

2. EXPERIMENTAL 
Composite CoMnB coatings were obtained by potentiostatic 

electrodeposition from electrolyte, containing 5 g/l Co2+, 5 g/l Mn2+, 5 g/l Ni2+ 
and 35 g/l boric acid. The CoNiMnB nanocomposites were obtained from 
similar electrolyte, but with different amounts of Co2+ and Ni2+. The 
electrolysis continued 30 min at 40 °С. Co-electrode was used as an anode 
and Ni-foam (RECEMAT, RCM-Ni-4753.016 pore diameter d=0.4 mm, 
SSA=5800m2/m3 and RCM-Ni-2733.03, pore diameter d=0.6 mm, 
SSA=2500m2/m3) as a cathode.  

Composite CoNiMoW coatings were obtained by galvanostatic 
electrodeposition from alkaline electrolyte, containing 72g/l sodium citrate, 
24g/l Na2WO4.2H2O, 6g/l Na2MoO4, 16g/l Ni(SO3NH2)2, 16g/l Co(SO3NH2)2. 
pH 10 was fixed by addition of NH4OH. The composites were 
electrodeposited on nickel foam under different galvanostatic regimes (1А, 
2А, 3А, 4.8А) for 30 min and electrolyte stirring at 250 min-1.  

Varying the electrolysis conditions nanocomposites with different 
content, structure and morphology have been produced. Scanning electron 
microscopy (SEM) using Leo 1455VP and Leo Supra 55VP microscopes 
with Energy dispersion X-ray (EDX, Oxford Inca 200 instrument, Software 
INCA-Vers.4) was applied for examination of the surface morphology and 
elemental analysis of the electrodeposited coatings. XRD spectra for 
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structure identification of layers was recorded in the angle interval 10–100° 
(2θ) by using Philips PW 1050 diffractometer, equipped with Cu Kα tube and 
scintillation detector. 

Initially, the examined materials were investigated as electrodes in three 
electrode cell using 5%NaBH4/6M KOH electrolyte. The nanocomposite 
sample was connected as a working electrode and Ni-wire was used as a 
counter electrode. The working electrode potential was measured against 
Hg/HgO reference electrode. Polarization curves were obtained by means 
of chronopotentiometry using PJT 35-2 potentiostat-galvanostat 
(Radiometer, Tacussel). 

Round shaped samples of electrodeposited electrodes with diameter 3 
cm were applied as anodes in DBFC. Air gas-diffusion electrodes (GDE), 
developed for metal-air systems [7], were used as cathodes. The 
investigations were performed in single-chamber DBFC (10 ml working 
volume). 5%NaBH4/6M KOH solution was served as an electrolyte. 
Polarization measurements at variable load resistances in a borohydride-
containing electrolyte were carried out. From recorded values of voltage, U, 
and current, I, the power output was calculated by equation P=UxI, and the 
polarization and corresponding power curves were plotted.   

3. RESULTS AND DISSCUSION 
All of the polarization curves obtained with studied materials began at 

more negative potential than the typical hydrogen reaction in alkaline media 
(-0.926 V vs. Hg/HgО) [8], which indicated a direct electrooxidation of the 
sodium borohydride.   

Anodic polarization curves, obtained with CoMnB and CoNiMnB 
electrodeposited samples in borohyride-containing electrolyte, are 
presented in Fig. 1. For both types of electrodes, the overpotentials are 
fewer than 100 mV even at high current loadings (up to 100 mA/cm2). 
However, the CoNiMnB exhibited better performance expressed as smaller 
overpotentials at equal currents. The behavior of the CoNiMoW electrodes 
was similar to that of CoMnB and CoNiMnB ones. In another experiments, 
we discovered that the examined materials also catalyzed the sodium 
borohydride hydrolysis reaction. The hydrolysis began immediately after 
immersion of investigated sample (CoMnB, CoNiMnB or CoNiMoW) into 
sodium borohydride solution. Hydrogen release decreases sufficiently with 
increasing current density and above 100 mA/cm2 its rate is reduced 
approximately by half compared to the value in the absence of polarization. 
This result indicated an existing competition between borohydride hydrolysis 
and electrooxidation reactions. In our previous investigations [9], we found 
out that the relative share of sodium borohydride consumed in hyhydrolysis 
process on CoNiMnB electrodes was about 45% of the total depletion, 
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which was close to the relative share on Ni-electrode (50%) [10]. By this 
reason, we concluded that CoNiMnB-nanocomposites are better to use in 
Hydrogen-on-Demand systems than in DBFC.     
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Fig. 1: Polarization curves obtained with CoMnB and CoNiMnB electrodes in 

5%NaBH4/6M KOH electrolyte. 
 

In comparison with the other examined types of Co-based 
nanocomposites, CoNiMoW exhibited the smallest catalytic activity towards 
sodium borohydride hydrolysis. That is why the most investigations in DBFC 
were performed with CoNiMoW anodes, produced under the upper 
described four regimes of electrodeposition. Typical polarization and power 
curves with this type of electrodes are shown in Fig. 2. A tendency for 
improvement of DBFC outputs with the decrease of the current applied 
during electrodepositions is observed from the obtained results. The 
maximal power of 90 mW was obtained with CoNiMoW anode, produced at 
1A.  
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Fig. 2: Polarization and power curves, obtained with a single-chamber DBFC using 
air gas-diffusion cathode and CoNiMoW/Ni-foam anodes, prepared under different 

galvanostatic conditions. 

4. CONCLUSIONS 
The electrocatalytic properties of three types newly synthesized Co-

based nanocomposites towards sodium borohydride electrooxidation were 
studied. The performance of CoNiMnB electrodes overcomes that of 
CoMnB ones. However, both nanocomposite materials exhibit relatively high 
catalytic activity towards sodium borohydride hydrolysis process, which 
makes them more suitable for development of Hydrogen-on-Demand (HOD) 
generators or hybrid DBFC–HOD systems. The best performance in DBFC, 
combined with the lowest catalytic activity towards borohydride hydrolysis, 
propose CoNiMoW electrodeposits as the most appropriate electrocatalysts 
for direct borohydride electrooxidation among studied electrode materials. 
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Abstract. The paper is aimed at cost analysis of an integrated house 
heating systems in an individual house. Energy demand was determined 
from a home energy audit. Based on energy demand the appliances for 
house heating and preparing of hot water were selected. An existing heating 
system with gas fuelled boiler was compared with the following integrated 
heating systems: gas boiler and ground heat pump, gas boiler and flat-plate 
solar collectors, gas boiler, flat-plate solar collectors and ground heat pump. 
Then, analysis of investment and operating costs and profitability of the 
systems in question was performed. To determine an environmental impact 
of an integrated house heating systems emission of CO2, CO, NOx and 
dust was determined. 

1.INTRODUCTION 
 Increasing interest in renewable energy sources (RES) utilisation follows 
from EU and the Polish energy policy aimed at increasing share of energy 
from RES. The target is for energy produced in Poland from RES to account 
for 15% of total energy consumption by 2020. Moreover, according to Kyoto 
Protocol in 2008-2012 Poland is obligated to reduce greenhouse gases of 
6% emissions compared to 1988. Due to high cost of fossil fuels (FF) and 
the necessity to switch from FF to RES, many homeowners are seeking for 
solutions leading to reduce energy consumption, upgrade energy facilities 
and save energy costs. There is an increasing interest in modern RES 
facilities and integrated heating systems combining FF and RES facilities. 
There are many different solutions of an integrated systems meeting energy 
demand for house heating and preparation of hot water. Usually, such 
system consists of FF boiler and heat pump or FF boiler integrated with 
thermal solar collectors. Heat pump meets energy demand to the predicted 
level that follows from an assumed outside temperature. In case of not 
sufficient energy being delivered by heat pump, peak FF boiler should be 
switched on. Very often such installations are integrated with thermal solar 
collectors for water heating. 



Workshop: “Renewable Energy Technologies” 

435 
 

The paper is aimed at cost analysis of the different integrated heating 
systems that are possible to apply in an individual house (replacement or 
new installations).  
The following heating systems will be discussed: gas boiler fuelled with 2E-
G20,gas boiler and ground heat pump, gas boiler and thermal solar 
collectors, gas boiler, thermal solar collectors and ground heat pump. 
Energy demand will be determined from an energy audit of the house [1]. 
Based on energy demand, the house heating and water heating appliances 
will be selected. Then,  analysis of  capital and running  costs and 
profitability (NPV) of the systems in question will be performed. 
Environmental impact of an analysed systems will be evaluated from 
emission of  CO2, CO, NOx and dust. 
 

2. ENERGY DEMAND FOR THE HOUSE HEATING AN7D 
PREPARATION OF HOT WATER 

An analysis is performed for one floor detached individual house with cellar 
and  loft, covered with the gable roof... The house of usable area of 134 m2 
is equipped with heating system that consists of an individual energy source 
- gas boiler of efficiency ηb = 0,8. Water heating system consists of 
individual gas heaters of efficiency ηbw = 0,8. The house has been built in 
seventies of XX century, according to actual building engineering standards. 
Replacement of an existing heating systems needs analysis of possible 
technical solutions  and their capital and running costs and profitability 
(NPV). To select an applicable house heating appliances an energetic audit 
of the house has been performed, [1]. Energy demand for water heating 
was determined at the following assumptions: N = 4 inhabitants, mean 
twenty-four hours water demand per capita gw=60 kg/capita, the hot water 
temperature tw=60ºC, mean outside operating temperature of t = -16oC. 
Energy demand for house and water heating is  Q = 44 606 kWh/a and Qw = 
4 063 kWh/a, respectively. Fig.1 shows the scheme of analysed systems. 
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Gz-50

1 2 3

Qw = 4 063 kWh/a

Q = 44 606 kWh/a  

2E‐G20 

 

Fig.1: Scheme of the systems for house  and water water heating: 1- 
thermal  solar collectors , 2-gas boiler, 3-ground heat 

3.SELECTION OF HEATING APPLIANCES 
 Gas boiler installation provides heat to meet energy demand for house 
and water heating either exclusively or additionally as a peak appliance of 
an integrated house heating system.  Double-function gas (fuelled with 2E-
G20) boiler of type Vaillant VUW 242-3 Plus, thermal power of N=8,9 kW 
and efficiency of ηk = 0,9 has been selected, [7] as an individual energy 
source or peak facility in an integrated house heating system. Heat pump is 
to meet energy demand to the predicted outside temperature (in the system 
in question: bivalent heat pump and bivalent point of t=0oC). In case of 
outside temperature lower than bivalent point, gas boiler will be switched on 
into the heating system as a peak boiler. Selection of heat pump consists in 
many factors, however, here an economic factor was prevailing. Based on 
recent prices, the most accessible ground heat pump manufactured by 
Solis, type SO-110X has been selected, [6]. Operating parameters of 
selected ground heat pump are as follows: heating power of     10,8 kW, 
cooling power of 6800 kW, input electric power 2,5 kW, water outlet 
temperature of 55°C, working fluids ethylene glycol and water. Selected 
thermal solar installation consists of flat –plate solar collectors 
manufactured by Aquasolar, typ E KS 2000S, total surface area of 2,09 m2 
and absorber net effective surface area of 1,83 m2, [5]. There are four flat-
plate collector modules of the total absorber net effective surface area of 7,2 
m2 placed on the roof.  
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4.ECONOMIC ANALYSIS 
 To analyse profitability of the different house heating systems capital, 
annual running and unit heat production costs and net predicted value  
(NPV) were determined. It was assumed hereto, that  capital costs of the 
systems in question refer only to heat source and pipelines, fittings and 
heaters are not included.Fig.2 shows capital costs of the different house 
heating systems.  
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Total capital costs,  [€] 

 

Fig.2: Capital costs of the different heating systems 

As it follows from Fig.2, the system integrating gas boiler with thermal solar 
collectors and ground heat pump providing both hot water and heat is 
characterised with the highest capital costs. Capital costs of heating 
systems based exclusively on gas boiler are the lowest one. Annual running 
costs of the house and water heating systems follow from annual 
consumption of heat-carrying agents and their unit costs. Annual running 
costs of the heating systems in question are presented in Fig.3. 
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Fig.3: Annual running costs of the different heating systems 
 
As it follows from Fig.3 the house and water heating by means of gas boiler 
is costly. Considering running costs it can be concluded that an integrated 
system consisting of  gas boiler, thermal solar collectors and ground heat 
pump is the most advantageous. Cost of heat production consists of supply 
energy costs (fuels, electricity) and costs resulting form an investment outlays. 
Evaluation of supply energy costs should account heat source efficiency. 
Cost resulting from the investment outlays depends upon purchase and 
facility installation costs, annual heat consumption and the investment outlay 
service rate. Annual service rate of the investment expenditures includes the 
rates of discount and depreciation. The real rate of discount was assumed to 
be 8 %, depreciation rate was assumed to be 5,1 %. 
The unit cost of heating produced by the different heat sources can be 
written as follows, [2]: 

 (1)  
a

z
c Q

Ipkk ⋅
+

η
=  

In case of an integrated heating system, heat unit costs were determined as 
weighted average of each heating appliance in the system. Fig.4 shows 
heat unit costs for the different house heating systems. 
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Fig.4: Heat unit costs for the different house heating systems. 

 
As it follows from Fig.4 integrated heating system consisting of gas boiler 
and solar thermal collectors and ground heat pump has the highest unit 
costs of heat production, compared to the other systems. Analysis of 
investment outlays, annual running costs and unit heat production costs is 
not sufficient to evaluate profitability of the house heating system. To 
analyse profitability of the heating system it is necessary to determine 
economic effect covering the total work time of the heating system. It is 
described as Net Predicted Value, NPV, in fact, it is total predicted profit 
discounted to year zero, expressed in currency of this year. It is an objective 
function of an analysis in question, [3]. The heating system of the lowest 
NPV is considered to be the most cost-effective:  
 

(2) 
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−
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Fig.5 illustrates relationship between Net Predicted Value (NPV) and work 
time of the different house heating systems at assumption that exploitation 
work time of the systems equals 10 years.It is evident from Fig.5 that house 
and water heating exclusively by means of gas boiler is the most profitable 
one as NPV reached the lowest level compared to the other heating 
systems. Integrated heating system that consists of gas boiler combined 
with thermal solar collectors and ground heat pump is less profitable 
because of the high capital costs but the system is environmentally friendly. 
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Fig.5: NPV for the different house heating system 

5. ENVIRONMENTAL IMPACT 
 To evaluate environmental impact of analysed heating systems, it is 
necessary to determine output of the most important pollutants. Based on 
fuel consumption (gas GZ-50) and emission factors, [4] emission of CO2, 
NOx, CO and dust was determined. Table 1 shows emission of CO2, NOx, 
CO and dust from house and water heating systems in question. 
As it follows from Table 1 carbon dioxide output produced by analysed 
heating systems is prevailing. Because of low CO2, NOx, CO and dust 
output, integrated heating system consisting of gas boiler combined with 
thermal solar collectors and ground-heat pumps is much more 
environmentally-friendly solution than the other systems being analysed. In 
spite of high capital costs, integrated heating systems containing heat pump 
and thermal solar collectors are recommended everywhere, where 
environment protection is of utmost importance.  
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Table 1. Emission of  CO2, NOx, CO and  dust from the house and water  heating 
systems.  

 

6. CONCLUSIONS 
 Selection of an optimum house heating system providing heat and 
hot water depends upon many factors: practical requirements, technical and 
investment potential, running costs and the other factors. From analysis that 
has been performed the following conclusions can be drawn: 

• four integrated systems for house and water heating were 
discussed: gas boiler, gas boiler and ground heat pump, gas boiler and 
thermal solar collectors, gas boiler, thermal solar collectors and ground heat 
pump were compared regarding capital costs of the system, unit cost of 
heat production, running costs and NPV, 

• based on the lowest unit cost of heat production and NPV, heating 
system with gas boiler was found as the most profitable one, however, 
running costs of the system are high   

•  because of variable solar conditions in Poland, application of 
thermal solar collectors for exclusive house heating and providing hot water 
is not recommended, installation of thermal solar collectors is cost-effective 
only in case of exclusive water  heating,  

• heat pump can be alternative heat source for the different heating 
systems provided that there are technical and investment potentials for 
utilization of the low temperature heat sources, 

• however, capital costs of an integrated systems with solar thermal 
collectors and ground heat pump are high but running costs , moreover 
because of low  CO2, CO, NOX, and dust emission the systems are 
considered as environmentally friendly, 

 
No. 

 
Heating system 

Emission 

[kg/a] 

CO2 NOx CO Dus
t 

1 Gas boiler  10 
923 

7,11 2,00 0,08 

2 Gas boiler + heat pump   3 835 2,50 0,70 0,03 
3 Gas boiler + thermal  solar collectors  10 

297 
6,71 1,88 0,07 

4 Gas boiler + heat pump+ thermal solar 
collectors 

  3 798 2,47 0,69 0,03 
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• it is worth to accentuate that depending on the kinds of low 
temperature heat sources,  ground heat pump can be replaced by the other 
types of heat pumps, for example air heat  pump ,as such solution is less 
costly because there is no need to install ground heat exchanger of high 
capital cost. 

NOMENCLATURE  

tCI , tCO   - cash inflow ,cash outflow,[ [€] 

zk  -  unit cost of supply energy, [€/GJ],  
n  -  operating time of the installation. (time of cash flow),[year], 
p  -  annual investment outlays service rate,[%], 
r  -  discount rate,[%], 
I  -  heat source investment expenditures, [€] 

aQ  -  annual heat demand ,[GJ/a], 
t  -  successive year of exploitation 
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Abstract: Transition metal oxides exhibit electrochromic (EC) effect, 
consisting in changing of film optical transmittance under a small voltage 
applied across the film. Film goes from color to bleach state, if the polarity of 
the voltage is changed. These films are developed to be applied as working 
electrodes in smart windows. Smart windows are the real windows in future 
low-energy architectural solar building.  

 Atmospheric pressure chemical vapor deposition (APCVD) 
technology was used, utilizing CVD carbonyl process, employing pyrolitic 
decomposition of metal hexacarbonyls at temperature of 150 - 200oC in 
oxygen reactive gas media.  

The microstructure and optical and properties are studied as a result 
of technological parameters change, and the resulted electrochromic 
performance is evaluated.  

 
 

Keyword: Thin film optical coatings, Transition metal oxides, 
Electrochromic effect, Smart windows, Color efficiency, Optical modulation 

 
 

1. INTRODUCTION 
  
The “smart window” is a multilayered system consisting of 

conductive glass surface, coated by electrochromic (EC) transition metal 
oxide thin film (WO3, MoO3 or mixed films based on these oxides), and 
laminated with a second conductive glass by a polymeric electrolyte, in 
which in advance Lithium ions are inserted. If a small voltage is applied to 
the conductive glass electrodes, electrons from the electrode get injected in 
the film, ions from the polymer intercalate also in the film, Fig.1. The building 
block of film structure, namely the metal octahedron in presence of electron, 
ion, and photon (the EC effect makes sense only in light, it is effect 
provoked by light, human eye is a detector of it) form absorptive structure. 
As a result the film absorbs part of the solar light, and what we see as a 
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color of the film is the complementary color. If the polarity is changed, 
electrons and ions go back to the initial places and film, respectively the 
device, is bleached. 

 
 

Fig. 1. Electrochromic device - smart window 
 
EC effect in case of tungsten oxide as functional layer is explained 

as follows: in presence of a photon, a reversible reaction takes place in the 
EC device hν 

(Transparent phase) WO3 + xe- + xM+ ↔ MixWO3 (Colored phase) 
 
 M+ can be H+, Li+, Na+ etc. – small alkali ions or protons. The effect 

goes in presence of a photon (hν).   
 
 The microstructure plays considerable role, for instance in its 

orthorhombic modification MoO3 has the unique layered structure (right side 
of Fig. 2), facilitating the intercalation of ions in between the double layers 
connected with each other only with bridging oxygen atoms. The monoclinic 
MoO3 (left side on the figure) has also an arrangement of its structure 
forming free spaces where ions can intercalate.   
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Fig. 2 Crystalline modifications of molybdenum oxide structure 

Surface morphology of the films is especially important for the 
intercalation of ions in the film, thus defining the kinetics of the 
switching process from colored to bleached state. 

Field emission scanning electron microscopy (FESEM) was used to 
study the films structure.  Such structure facilitates the ions intercalation and 
de intercalation processes. As it can be seen in the orthorhombic MoO3 
there are double layers, between them   channels are formed, and ions can 
easily propagate in these channels.  

Optical transmittance of the films is measured by UV-VIS-NIR 
Spectroscopy. The results show high initial transparence of the films (oxides 
are large-band semiconductors).  Cyclic voltammetry is used for 
determination of color efficiency, and optical modulation. Raman and FTIR 
spectroscopy were used to find the specific Raman bands for a certain 
crystalline modification. Centering the bands on the X axis corresponds to 
modes of vibration of atoms at specific chemical bonds, characteristic of 
material crystalline modification.    

Optoelectronic properties of transition metal oxides are of great 
research interest especially concerning their electrochromic properties [1, 
2]. These materials find applications in controllable devices for optical 
information and storage, anti-glare automobile rear and side-view mirrors, 
sunglasses, glare reduction systems for offices and “smart windows” for 
buildings and cars [3]. Examples of successful electrochromic devices 
already exist in rear-view mirrors for cars and in smart windows [4]. 

 Tungsten oxide is the first and most extensively studied 
electrochromic material [5-7]. However, for practical electrochromic devices, 
further improvement in some of the EC properties (reversibility, stability, 
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optical modulation, color, etc.) is needed. The mixture of two electrochromic 
oxides possessing different desired properties can lead to oxide films 
combining of the good characteristics of the single oxides [2]. In mixed 
metal oxide films a stronger optical absorption is expected in result of more 
intense electron transitions between electronic states like W5+, W6+, and the 
corresponding lower energy electronic states of Mo, leading to better 
expressed electrochromic effect [2]. 

  MoO3 as added to WO3 was expected to improve the adhesive ability, 
coloring efficiency, and prolong the cycling life [8]. Improved 
photoelectrochromic behavior was reported for MoO3-WO3 films [9] due to 
the occurrence of the maximum optical absorption of mixed films at 2.15eV, 
which is significant because it is very close to the maximum of the eye 
sensitivity. Gas sensing properties can also be modified by mixing these two 
metal oxides [10].  

An important issue for the readymade electrochromic window device is 
the polymer electrolyte. This specific layer in the EC device should possess 
suitable electrochemical  stability, good ionic conductivity, and long term 
durability. Various systems have been investigated during the last three 
decades and applied in high-energy lithium-ion batteries. 

The present status of the problem is related to the practical application 
of the “smart windows”, the purpose is to decrease the still high price, 
around 850 -1200$/m2 down to around 200$/m2. The effect is well studied, 
and now the efforts are concentrated on cost-effective technologies. 

Demonstration projects were developed, one of which is the Lawrence 
Berkeley National Laboratory test room project (Fig.3). 

 

 
Fig 3 Interior view of test room, the electrochromic windows are in the 

clear state (left side) in the morning under a diffuse light, and in active 
coloured mode when the sun shines through the window ( after Eleanor S. 
Lee, Dennis L. Di Bartolomeo, and Stephen E. Selkowitz, Lawrence 
Berkeley National Laboratory, (11). 
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Atmospheric pressure chemical vapour deposition technology, which 
the Optical coatings group at the Central laboratory of Solar Energy and 
New Energy Sources at the Bulgarian Academy of Sciences (CL SENES-
BAS) has employed through the years for   developing of different optical 
coatings for effective solar energy utilization, is promising since it can 
assure flow through process.  No vacuum system is required. In industrial 
type APCVD reactor, by assuring homogenous heating of the window-size 
glass substrate (usually disposed on heated graphite susceptor), and 
developing a coating deposition process of high growth-rate, a continuous, 
flow-through production process is possible.  

In this paper we show a representative study, part of the research 
related to APCVD technology for electrochromic “smart window”, developed 
at CL SENES-BAS. 

  
2. Experimental 

 
 By atmospheric pressure CVD, utilizing carbonyl process with 

precursor metal hexacarbonyls, mixed oxide films based on molybdenum 
and tungsten, as well as molybdenum and chromium were obtained. The 
microstructure of the coatings is studied by electron microscopy techniques, 
and field emission microscopy. The films optical properties were 
characterized by UV-VIS-NIR, and vibration properties were studied by 
analyzing FTIR spectra in the range 4000 cm-1-350 cm-1. Electrochromic 
characteristics, color efficiency and optical modulation were derived from 
the voltametric curves measured by a voltammetry set-up especially 
installed. 

A larger-area electrochromic device is constructed, and by Ellipsometry 
the homogeneity of the coating is evaluated  by measuring and determining 
the optical constants for different areas over the coating surface. The area 
is  75/75 mm, which is  the standard size researchers use for comparison of 
the results, published in literature.   

Polymeric electrolyte   is developed to laminate the two glasses. The 
electrochromic characteristics of the ready-made device are studied. 

Mixed oxide films based on Mo and W are deposited using atmospheric 
pressure CVD method [12, 13], employing a horizontal quartz reactor with 
cold walls. High frequency generator (HFG) was heating a graphite plate 
covered with silicon carbide layer. Over the plate in advance, glass 
substrates are placed. The glass is conductive, indium-tin-oxide covered.  
The mixed Mo/W oxides based coatings require substrate heating up to 
200oC. Single MoO3 grows at lower substrate temperature (150oC). The 
growth-rate of these films is much higher than of WO3 films. The chemical 
precursors, are the metal hexacarbonyls, W(CO)6 and Mo(CO)6. The mixed 
precursor powder was placed in a sublimator, immersed in a silicon oil bath, 
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heated by a magnetic stirrer heater to sublimation temperature of 90oC. The 
carbonyls vapors were carried by Ar flow from the sublimator to the CVD 
reactor, and this Ar flow rate is related to the flow rate of separately running 
oxygen flow (the reactive gas), and to this specific gas flow ratio we refer as 
to a definition of the oxygen content. Here in the paper some results for two 
different ratios are presented - ratio of 1/16 and 1/32. After deposition, the 
samples were additionally annealed at elevated temperatures, reaching the 
most of 500oC, for 1 hour in air. The larger area substrates were covered by 
W/Mo based mixed oxide film obtained at the above described technological 
conditions with the purpose to make an electrochromic device - smart 
window.  

Optical transmittance and reflectance spectra were measured with UV – 
VIS 3600 Shimadzu spectrophotometer in the range of 300 to 1200 nm. 
Reflectance spectra are performed by using 5o incident reflectance 
attachment and the reference sample is aluminum mirror.   

Cyclic voltammetry experiments were performed in a standard three-
electrode cell arrangement. The three electrodes are: the working electrode-
glass with the film above, reference electrode is calomel electrode (SCE) 
and the counter electrode Platinum. The voltage sweep potentials were 
provided by a computer controlled Bank-Electronic Potentiostat. 
Monochromatic light was providing by a monochromator. Chopped light 
source and lock-in amplifier were available in the system, as well.  A quartz 
cuvette with  three electrodes inside was filled with electrolyte used, namely 
either 1mol/l LiClO4 in propylene carbonate (PC) or acid types electrolytes 
like 1 M H2SO4+ 50% glycerin. The glycerin is necessary to prevent film 
deterioration by the acid electrolyte.  

Surface morphology was observed by ultra-high resolution field 
emission FE-SEM Hitachi S-4800.  

 
3. RESULTS AND DISCUSSION 
 
    3.1 Microscopy study 

  
 
 Columnar structure, typical for the CVD thin films was proved by Field 

Emission microscopy (FE-SEM) study. The micrograph on Fig.4 presents 
the image of a substrate-film system, observed by the beam falling under 
angle on the cross section surface.  Columns would favor easy intercalation 
and deintercalation of ions at the place of their boundaries. 
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4. Field Emission SEM (at angle) micrograph of CVD as-deposited 

MoO3-WO3 слоеве, oxygen 1/16 on Si substrate. 
 

 
a b 

Fig.5. FESEM micrographs of CVD MoO3-WO3 thin films, grown on 
conductive glass at: a) gas flow ratio 1/16 and b) 1/32 in as deposited state.  

 
The two groups of samples deposited at different oxygen amounts show 

different features.  The first set samples grown at lower oxygen 
concentration contains grains, on the surface of which a contrast change is 
observed. These grains look like clusters. The inter-grains areas could also 
facilitate the ions intercalation process. Higher amount of oxygen (b) leads 
to smaller size of the grains, part of them look brighter than others.  The 
brightness is probably connected with existence of   sub oxide phase.   

 
3.2 Optical transmittance and reflectance   

   
The optical behavior of the studied films was monitored by 

transmittance and reflectance measurements.  
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Fig.6. UV-VIS transmittance and reflectance spectra of  MoO3 -WO3 oxide 

films, grown on glass at different oxygen flow-rates. As-deposited films are 
additionally treated at 500oC.  

 
 Figure 6 presents the UV-VIS spectra of annealed at 500oC films, 

obtained at the two gas flow ratios. As it can be observed, the transmittance 
of film grown at higher oxygen amount is higher than the other set. 
Respectively, its reflectance is lower. This is due to the fact that the films 
growing at higher oxygen content are probably more stoichiometric and 
visually they are more transparent.  
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Fig.7. UV-VIS spectra of CVD MoO3-WO3 thin films, grown at gas flow ratio 

1/32 and additionally annealed at 300 and 500oC. The substrates used are 
conductive glass. 

 
 As it is seen from the two curves on Fig. 7 the transmittance of mixed 

oxide films deposited at lower oxygen amount considerably decreases with 
annealing temperature. Transmittance of 500oC annealed film is lower than 
that of 300oC (close to deposition one, 200oC) treated sample.  This shows 
that the second stage of the overall technology, namely the annealing of as-
deposited films is not necessary. A number of other our studies have proved 
this result. This is a good technological result, makes the technology more 
simple, more cost-effective 

  The optical properties of the mixed oxide films are suitable for 
electrochromic applications, as they manifest high transmittance in the 
visible spectral range, reaching 80 % even in case of the conductive glass 
substrates.  

 
3.3 Electrochromic properties – color efficiency and optical modulation 

 
Color Efficiency (CE) is determined: 
 
                                                 CE = ∆ (OD) / ∆ Qinj.               (1) 
 
Where the optical density is related to extinction and film thickness: 
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OD = (4π/λ)kd               (2)        
Experimentally, ∆(OD) is determined from the relation: 
 

∆ (OD) = - log10 (Tcolored/Tbleached)     (3) 
 

 Tcolored – transmittance measured after ion injection, and Tbleached – 
transmittance of bleached film (extraction of alkali ions). These values are 
determined by a computer program running the voltammogram (current-
voltage dependence) measurements.  The surface area of the 
voltammogram gives the charge transferred through the system, and 
injected in the film (∆ Qinj). 

 
From the volammograms measured (not presented here) in the three-

electrode configuration cell, the determined values of the color efficiency 
and optical modulation (see Table 1 below) are high enough for the films to 
serve as working electrodes in practical electrochromic devices [5]. 

 
Table 1. Electrochromic characteristics of CVD MoO3-WO3 films, obtained 
at gas flow ratio 1/16 and 1/32 derived from cyclic voltammetric data.  

MoO3-
WO3 films 

λ [nm] CE [cm2/C] ∆T [%] 
As 

deposited 
Ann. 

500oC 
As 

deposited
Ann. 

500oC 
Ar/O2=1/16 500 32,7 28,8 17,8 28,8 

 550 37,3 43,7 20,0 43,7 
 600 29,0 23,4 15,9 23,4 

Ar/O2=1/32 500 51,6 51,6 20,3 26,9 
 550 140,8 86,3 73,2 20,0 
 600 75,6 75,6 29,7 28,1 

 
In Table 1 the colour efficiency (CE) and the optical modulation (∆T), 

derived from cyclic voltammetry data are summarized. Other authors 
reported that mixed oxide systems show better electrochromic performance, 
when the single oxides are in the optimal range of ratios [2]. The annealing 
leads to decreased values of the colour efficiency and optical modulation. 
The annealed films show considerably lower optical modulation. The 
wavenumber dependence of the colour efficiency is obvious. The highest 
value of 140, 8 cm2/C is obtained for the colour efficiency of as-deposited 
films for λ = 550nm, which is the maximum of the solar spectrum. The three 
digital value of the colour efficiency, and optical modulation of around 73% 
(see the table) are very promising results for practical application. Thermal 
treatment seems not necessary, since the transmittance is decreased, and 
the measured electrochromic characteristics for as-deposited films are 
superior compared to the ones of annealed films. The technological process 
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for deposition of MoO3 - WO3 thin films can be shortened by avoiding the 
second stage of annealing process. This would result in energy saving, 
cost-effective  “smart window” technology. 

 
3.4 Optical constants evaluation 

 
The larger area substrate of Donnelly type conductive glass was covered by 
mixed Mo/W oxide film. Three samples were prepared, a larger area one, 
and two control ones The Data for the refractive index at different places of 
the coating are evidence how the homogeneity of the graphite susceptor 
heating assures homogeneity of the films disposed over its surface. The 
75/75 mm sample, refractive index calculated in result of measurements, 
N1=2.117; sample smaller area 25/25 mm, N2=2.205; second sample 
smaller surface area 25/25mm, N3=2.2; The corresponding film thicknesses 
are: 534nm, 515nm, and 505nm.  We should note that the substrate was 
conductive glass and the evaluation of the coating is made considering the 
substrate as a glass covered by ITO film, the optical constants for which 
were in advance evaluated, as follows: n=1.859, and the extinction 
coefficient K=2.16.10-5, showing too small absorption value. 
 
 
 
4. CONCLUSION  

 
 The chosen CVD technology is suitable for preparation of smooth and 

transparent MoO3-WO3 thin films. Different flow-rate of the oxygen entering 
the CVD reactor produces different structure and optical performance of 
Mo/W mixed oxide films. The higher amount of oxygen leads to crystalline 
films with columnar structure even in as deposited state. The optical and 
electrochromic properties are superior for the case of as deposited MoO3-
WO3 films. Their microstructure and optical characteristics facilitate the 
electrochromic effect.  

 The proposed APCVD MoO3-WO3 films are promising materials for 
application in electrochromic devices. The obtained values of color 
efficiency and the optical modulation are high enough for the films to be 
applied as working electrodes in smart windows. 

 
The authors acknowledge the help of Stefan Boyadjiev (TU–Sofia), our 

coauthor in previous publications, for FESEM micrographs, made in Japan, 
and of Zoya Nenova (CL SENES-BAS) for the ellipsometry measurements.  
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Introduction 
Bulgaria is a country rich in renewable energy sources. There are all 

types of RES including: solar, geothermal, biomass, wind energy and 
hydropower. Per capita it ranks among the top in Europe. Bulgaria's target 
for 2020 is 16% of final consumption of electricity should be from renewable 
energy. To achieve this goal, the first and most important task is assessing 
the potential of renewable energy and its geographical distribution. Creating 
a database of renewable energy is essential for implementation of 
investment projects in this area. 

  
Models for assessment of RES potential 
Currently there are different models for the assessment of RE potential. 

One of the first is SAFIRE (Strategic Assessment for Implementation of 
Rational Energies). It was developed in the early 90's of last century by ESD 
Ltd. UK and Freiburg University Germany. The model assesses the macro 
level. 

It has a complex structure and is designed to work on renewable energy 
experts with high experience. Evaluate: the technical and theoretical 
potential,   financial and economic indicators including market potential and 
market penetration. Results are intended for policy makers and decision 
makers. The results do not give a response where the resource is located 
and what are the investment opportunities. SAFIRE has been used in over 
40 countries worldwide. During the period 1995-1997 it was made a first 
assessment of the potential of renewable energy in Bulgaria. 

Another group of models such as: RETScreen, Energy software, 
Renewable software and others. They are designed for pre investment 
studies for specific RET. They work with a detailed database on specific RE 
technologies. From the foregoing it appears that at present there is no 
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model for the assessment of renewable energy potential and its geographic 
distribution in a given area and / or region. 

Calculation model  AREP-LP. General description. 
(Assessment of Renewable Energy Potential - Local Planning)  
  
 The lack of a suitable model for assessment of RES potential has 

forced our company (ESD-Bulgaria Ltd) to develop their own calculation 
program. The computational model AREP-LP was established.                      

The main objectives of the model were: 
•  To fill the gap between assessment models on the macro level and to 
those for investment research (Figure 1). 
•  Evaluate the theoretical and technical potential, depending on the RET 
•  Evaluate the commercial applicability of the RET 
•  Evaluate the market potential and market penetration 
•  Evaluate under different scenarios 
•  To be able currently to introduce modifications 
• Be friendly (can be used by non professionals) 
• Ability to make evaluations at the macro level and feasibility studies for 
investment projects. 
• To serve to create a database of renewable energy potential of municipal, 
regional and national level. 

 
Fig.1. 

 
On Table 1 is a comparative assessment of different computational 

models made by a team of TU - Sofia. Comparison is based using the 
following criteria: 

• Range of models - a variety of categories and components of the model 
(1) 
•  Structure of the model - allowing easy access and use its various 
modules (2) 
•  Functionality of the model - flexibility of the model (3) 
•  Sensitivity and accuracy of model (4) 
•  Applicability (universality) of the model (5) 
•  Accessibility for use by non-specialists (6) 
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•  Number of RET, which can be used to model their energy assessment 
(7) 

 
Tabl.1 

Calculation model
Criteria 

1 2 3 4 5 6 7 

RETScreen ♦♦ ♦♦♦ ♦♦♦ ♦♦♦ ♦♦♦ ♦ 8 

Energy software ♦ ♦ ♦ ♦♦ ♦♦ ♦ 2 

SOMES ♦ ♦ ♦♦ ♦♦ ♦ ♦ 2 

Siterra software ♦ ♦ ♦♦ ♦♦ ♦♦ ♦ 2 

Renewable software ♦♦♦ ♦♦ ♦♦♦ ♦♦♦ ♦♦ ♦ 5 

Renewable fuels 
module ♦♦♦ ♦♦ ♦♦♦ ♦♦ ♦♦ ♦♦ 5 

SAFIRE ♦♦♦ ♦♦♦ ♦♦♦ ♦♦♦ ♦♦ ♦♦ 8 
AREP - LP ♦♦♦ ♦♦♦ ♦♦♦ ♦♦♦ ♦♦♦ ♦♦♦ 9 

 
 
AREP-LP – Structure 
The model includes three main groups: input data, computation part and 

generate results. Input data is consistent with the format in which are 
represented by official institutions. 
Computational part is designed based on precise engineering methods of 
calculation. 
The results are generated in tabular and graphic form. 

On Figure 2 presents the type of input data. 
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Fig.2 

 
The model make the following groups  of evaluations - Fig.3. 
 

 
Fig.3 

Input data and results   
 

All inputs and outputs are presented in tabular and graphic form. 
Examples are given in fig.4 and fig.5 



Workshop: “Renewable Energy Technologies” 

459 
 

 
Fig.4. Geothermal energy potential – Velingrad municipality 
 

 
Fig.5. Data present in graphs - Examples  

 
Applicability 
Computational model "AREP-LP" was established as a universal tool for 

development of municipal energy plans 

 
Fig.6. 
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Estimates with him are extremely effective in applying the bottom up 
method. First, evaluate the potential of municipal level and then aggregating 
the results of regional and national level - fig.7 

 
Fig.7. Assessment of RES potential. The method  bottom-up 

Computational program is a type of "open source", which gives the 
model greater opportunities. Based on the basic model different versions 
were developed such as AREP-Geothermal, REScan and others. REScan 
version was specifically developed for use by municipal and regional 
administrations. 

 
Where used 
AREP-LP  and its various  versions began to be used by 2001 
Most important applications 

• 2010. Assessment of renewable energy potential in all 11 municipalities 
in Stara Zagora. Establishment of municipal and regional database. 

• 2009. Assessment of renewable energy potential of the municipality of 
Sofia. Establishment of a municipal database 

• 2008. Assessment of RE potential of the municipality of Petrich. 
Establishment of a municipal database 

• 2006. Assessment of RE potential in all nine municipalities of Smolyan. 
Establishment of municipal and regional database. 

• 2001 – 2008. Assessment of RE potential in municipalities: Silistra, 
Kyustendil, Kocherinovo, Teteven, Velingrad and others 

• 2002 –Poland 
• Sins 2005 in UK 

 
Why AREP-LP   
The model give opportunities to estimate: 

•  The energy equivalent of theoretical and technical potential of RES 
•  The market potential and commercial applicable RET 
•  Assessments may be made under different scenarios  
•  Ability to create and maintenance of database 
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Key tool in the development of local sustainable energy plans 
Flexible - with the possibility to include additional modules in the model, 
depending on the specific task 

A universal - can be applied in all countries, allows to obtain 
information additional to that implied by the model 
It can be used for pre investment studies and also for the development of 
investment project  

It has high sensitivity and accuracy of assessment of the results.  
Easy to use 
Identify investment projects in renewable energy and energy efficiency 
areas 
Assessment of CO2 emission reduction. 

 
Conclusions 
  
Computational models AREP-LP and its versions: AREP-Geothermal 

and REScan are with proven qualities. 
It can be widely used at home and abroad. 
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From India 
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ABSTRACT 
 
The study of Geography in India encompasses the Physical Geography : 

consisting mainly of Geomorphology -  factors controlling landform development, 
geo-hydrology, economic geology and environment ;   Climatology -  temperature 
and pressure belts of India and  the world and  heat budget of the earth ; 
Oceanography -  bottom topography of the Atlantic, Indian and Pacific Oceans, 
temperature and salinity of the oceans, heat and salt budgets and  ocean deposits ;  
Biogeography -  genesis of soils, causes of soil erosion and conservation 
measures; Environmental Geography -  principle of ecology; human ecological 
adaptations; influence of man on ecology and environment; global and regional 
ecological changes and imbalances; ecosystem their management and 
conservation; environmental degradation,  management and conservation; 
biodiversity and sustainable development; environmental policy; environmental 
hazards and remedial measures; environmental education and legislation and the 
Human Geography :  perspectives in human geography, economic geography, 
population and settlement geography, regional planning and models, theories and 
laws in human geography.   However, for raising the socio-economic level of the 
country,  India has over exploited its  resources including land, surface and 
ground water, energy, minerals, biotic and marine resources; forest and wild life 
resources. This has  endangered the environment and ecology with disastrous 
consequences to natural resources.   Some of the Contemporary Ecological 
issues which have arisen from these activities are : environmental hazards -  
landslides, earthquakes, tsunamis, floods and droughts, epidemics. The 
Government of India is going high-tech in issuing early warning system against to 
these natural calamities. The Government has enacted the Environmental 
Protection Act, 1986 to deal with the  issues pertaining to environmental pollution 
due to increased industrial activities.  Keeping in view the  principles of 
environmental geography,  the Government  has now  constituted the 
environmental impact assessment committee (EIA)  under the patronage of Ministry 
of Environment and Forest to deal with the changes in patterns of  land use  owing  
to increased urbanization.   The Government has now further  enforced the Forest 
Conservation Act in 1980 more vigorously to check the environmental degradation, 
deforestation, desertification and soil erosion. India, being an agrarian county, is 
facing serious   agricultural  problems, specially after adopting the Green 
Revolution –  the  Government  has now banned the faulty agricultural practices 
such as shifting cultivation and use of chemical fertilizers / pesticides and promoting 
the organic farming.  The principles of Human Geography has helped in creating an 
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environmental awareness -  in this regard,  Chipko (literally means  sticking to  the 
trees)  movement initiated  in 1973  in which a human chain  around the tree was 
made by the local people, specially the women, to save the trees/ forest from 
cutting by the loggers,  has  played an important role in restoring ecosystem of the 
Himalayan region. The top soil did not lose its contact with underlying layer when  
the area remained forested. The roots of  the plants held the soil from sliding down.  
The approach of involving and educating the local women in the protection and 
management of forests and environment proved to be a great success in India. 
Thus, it is very logical to study geography to understand and resolve the ecological 
problems.  

 
Key words : Chipko movement, environmental hazards,  human geography, 

physical geography  
 
INTRODUCTION 
The total forest cover of India as per State of Forest Report 2003 is 

678,333 km², which constitutes 20.64 % of the geographic area of the 
country,  plays a significant role in biodiversity protection (gene / 
species protection - harboring more than 45,000 floral and 81,000 
faunal species of which 5150 floral and 1837 faunal species are 
endemic), global environment conservation (global warming mitigation, 
global climate stabilization and air purification), landside prevention 
and soil preservation (soil erosion prevention, surface landslide/soil 
run-off and other natural disaster prevention), headwater conservation 
(flood mitigation, water resource reserve, water flow control and water 
quality purification), health, recreational and cultural (cure, recreation, 
landscape and scenic beauty, religious festivals and traditional 
culture), material production (timber, food such as mushroom etc, 
fertilizers, feeds, raw material for pharmaceutical and other industrial 
products, extracted ingredients, greening materials etc) and  poverty 
alleviation. The nation has established 597 Protected Areas 
comprising 95 National Parks, 500 Wildlife Sanctuaries 2 conservation 
reserves covering 1.56 million ha area or 4.75 per cent geographical 
area of the country for in-situ and ex-situ conservation of flora and 
fauna. The Environmental Geography comprising the   principles of 
ecology; human ecological adaptations; influence of man on ecology 
and environment; global and regional ecological changes and 
imbalances has helped the country to understand the ecosystem its 
management and conservation; environmental degradation,  
management and conservation; biodiversity and sustainable 
development; environmental policy; environmental hazards and 
remedial measures; environmental education and legislation. India is a 
fortunate country for having rich and varied heritage of biodiversity 
representing almost all the bio geographical regions of the world. It 
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has a variety of habitats of ranging from tropical rainforests to alpine 
vegetation and from temperate forests to coastal wetland. Fig. 1 shows 
the rich biodiversity regions of India which is  a center of agro 
biodiversity. It is a homeland of nearly 167 cultivated species and the 
global exchange of biota existed since historical times.  The 
restrictedness of Indian biodiversity is very high. About 33% of the 
country’s recorded flora and fauna are endemic to the country and are 
concentrated in four regions which are represented by green color in 
the figure viz: North-East, Western Ghats (UN Heritage Site), North-
West Himalaya and the Andaman Nicobar islands [1].  

 
Fig. 1  Rich biodiversity  Hot Spots in India 

The biodiversity is used for different values : primarily as -  Direct 
values – for food and medicinal values which are the most important 
assets of biological diversity.  

 
HUMANS, NATURE AND ECOLOGY - THE VITAL CONNECTIONS 
It is a well known fact that the humans are a part of nature, 

dependent on natural systems for a variety of economically important 
resources and ecological services essential to our survival and long-
term prosperity whereas the Ecology is a field of science that seeks to 
describe relationships between organisms and their chemical and 
physical environment.  
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IMPACT OF HUMAN ACTIVITY ON ECOSYSTEM AND FORESTS  
Ecosystem which Function for the  Photosynthetic organisms such as 

plants and algae produce food within ecosystems. Their well-being is 
essential to the survival and well-being of all other species. However, the 
rising demand for forest based products and resultant deforestation and 
encroachment has led to a severe loss of natural resources and destruction 
of habitat, Fig.2 and 3.  

 

 
Fig.  2  Forests are the natural habitat of India’s rich fauna and flora 

 

 
Fig.3 Deforestation for meeting various human needs 

In the northern most states of India, forests meet nearly 40% of the 
energy needs  in the form of fuel wood which is of the order of about 
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235 million m3 annually and the green fodder for livestock which is also 
of the order of 882 million tons per year making it 50% of the 
requirement while remaining is met by destructive over-grazing within 
forests [3]. This has lead to massive deforestation, fig. 4.  

 
Fig. 4  Fuelwood collection by local villagers 

Deforestation is one of the major reasons for wildlife loss and an 
increase in Global Warming leading to  Climate Change. The Gangotri 
glacier is now has been receding since 1780 and started retreating 
rapidly after 1971 due to climate change attributed mainly to the 
deforestation, Fig 5. The expected  danger of the melting down the 
glaciers is the widespread flooding followed by  irreversible droughts, 
threatening the livelihood of millions of people. The climate pattern 
change is  bringing in the variability in monsoon and seasonal rainfall 
is leading to 10-40% fall in agricultural food production as  the water 
balance is disrupted leading to droughts in traditionally fertile zones. 
This would not only mean unprecedented food shortage but also a 
massive water crisis.  The Indo-Gangetic basin in North India  alone is 
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a home to more than 500 million people. Nearly 70% of the discharge 
into the Ganga is from the rivers in Nepal, which means that if the 
Himalayan   glaciers dry up by 2050, as predicted, so will the Ganga 
downstream in India causing water shortages for nearly 37 % of India’s 
irrigated land.  The Himalayan glaciers receding at "an alarming rate, 
influencing the stream run-off of Himalayan rivers."  Six per cent, or 
63.2 million, of India's population live in low elevation coastal zones 
that are vulnerable to sea-level rise.   

 

 
Fig 5  Retreat of Gangotri Glacier 

 
However, despite large-scale tree planting programs, forestry is 

one arena in which India has actually regressed since independence. 
Annual felling at about four times the growth rate are a major cause. 
Widespread pilfering by villagers for firewood and fodder also 
represents a major decrement. In addition, the forested area has been 
shrinking as a result of land cleared for farming, inundations for 
irrigation and hydroelectric power projects, and construction of new 
urban areas, industrial plants, roads, power lines, and schools, Fig. 6. 
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Fig. 6  Forested area cleared for faulty way of farming 

CONSERVATIONS MEASURES   

Since the early 1970s, as they realized that deforestation threatened not 
only the ecology but their livelihood in a variety of ways, people have 
become more interested and involved in conservation. The best known 
popular activist movement is the Chipko Movement In India, in which local 
women decided to fight the government and the vested interests to save 
trees. The women of Chamoli District, Uttarakhand, declared that they 
would embrace--literally "to stick to" (chipkna in Hindi)--trees if a sporting 
goods manufacturer attempted to cut down ash trees in their district, Fig. 7. 
Since initial activism in 1973, the movement has spread and become an 
ecological movement leading to similar actions in other forest areas. The 
movement has slowed down the process of deforestation, exposed vested 
interests, increased ecological awareness, and demonstrated the viability of 
people power [2]. 
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Fig. 7  Tree hugging to save forests 

 
A few years later  the news of this movement crossed the 

international boundaries and ‘Chipko-Day’ was observed at New York 
in USA  on the 29th April, 1983.  In addition to it, number of eco-task 
force have been created by the Government of India by enacting “The 
Forest Conservation Act, 1980” to conserve the forests for protecting 
the valuable soil cover,  acquiring  fresh water and air, shelter, and a 
clean and healthy environment in which we live.  
 

LONG-TERM PREVENTIVE MEASURES   
India's long-term strategy for forestry development reflects three 

major objectives: to reduce soil erosion and flooding; to supply the 
growing needs of the domestic wood products industries; and to supply 
the needs of the rural population for fuelwood, fodder, small timber, 
and miscellaneous forest produce. To achieve these objectives, the 
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National Commission on Agriculture in 1976 recommended the 
reorganization of state forestry departments and advocated the 
concept of social forestry. The commission itself worked on the first 
two objectives, emphasizing traditional forestry and wildlife activities; 
in pursuit of the third objective, the commission recommended the 
establishment of a new kind of unit to develop community forests. 
Following the leads of Gujarat and Uttar Pradesh, a number of other 
states also established community-based forestry agencies that 
emphasized programs on farm forestry, timber management, extension 
forestry, reforestation of degraded forests, and use of forests for 
recreational purposes. 

The role of India's forests in the national economy and in ecology 
was further emphasized in the 1988 National Forest Policy, which 
focused on ensuring environmental stability, restoring the ecological 
balance, and preserving the remaining forests  [4]. Other objectives of 
the policy were meeting the need for fuel wood, fodder, and small 
timber for rural and tribal people while recognizing the need to actively 
involve local people in the management of forest resources. Also in 
1988, the Forest Conservation Act of 1980 was amended to facilitate 
stricter conservation measures. A new target was to increase the 
forest cover to 33 percent of India's land area from the then-official 
estimate of 23 percent. In June 1990, the central government adopted 
resolutions that combined forest science with social forestry, that is, 
taking the socio-cultural traditions of the local people into 
consideration. 

In addition, Government of India has now started  encouraging the 
Eco-Tourism in the country which is still at a very nascent stage, but 
there are for sure conscious efforts to save forests and its biodiversity 
specially, the fragile Himalayan Eco System and culture and heritage 
of the indigenous people, which is probably the largest concentration 
in the world. But in the recent past,   the movement of Eco-tourism  in 
Garhwal Himalayas in the northern part of India, is gathering 
momentum, not only for geological reasons but also  by virtue of its 
archaeological, ecological and cultural values. Eco-tourism involving 
traveling to this relatively undisturbed natural areas with the specific 
objectives of studying, admiring and enjoying nature and its wild plants 
and animals as well as  existing cultural aspects found in these areas. 
It stresses on the total environment while making an economic 
contribution and local community and is distinguished from mass 
tourism and general resort  tourism by having a lower impact on the 
environment and require less infrastructure development. Such 
responsible travel to natural areas  conserves the environment and 
improves the well-being of local people. Eco-tourism has played a 
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significant role in reducing the dependence of local communities on 
the forests. 
CONCLUSIONS   

Human well-being is highly dependent on ecosystems and the 
benefits they provide such as food and drinkable water. Over the past 
50 years, however, humans have had a tremendous impact on their 
environment. The principles of Physical Geography and Environmental 
Geography has helped the government to opt for Long-Term 
Preventive Measures  and to better understand the consequences of 
current changes to ecosystems and to evaluate scenarios for the 
future and  
what actions could be taken to limit harmful consequences of 
ecosystem degradation. 
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Population density modeling of the Blagoevgrad 
district using ArcGIS tools 

 
Penka Kastreva, Emilia Patarchanova, Galina Kuleva 

South –West University, Blagoevgrad, Bulgaria 

Abstract: This paper presents the theoretical and practical use of 
nonparametric techniques for creating a surface model of population and 
population density. This surface is modeled as a raster data set in grid cells. 
In this way data for each point from the territory of mapping is ensured. 
ArcGIS tools (Simple density and Kernel density) are used. These methods 
ensure more accurate representation of the population into territorial units in 
comparison with traditional choropleth techniques.  

Keywords: population density, density surface, interpolation, ArcGIS 
tools. 

1. INTRODUCTION 
Census data are used for determination of various social indices 

such as population density. Many of these indices are related to 
government policy. Most of them conventionally are derived from the 
decennial population censuses and are normally computed at the 
administrative level as the spatial unit. This unit in Bulgaria is the 
settlement. The data are gathered and manipulated from the Institute 
of National Statistic (INS). The coverage of Bulgaria is spatially 
complete, and the data are spatially comprehensive in all censuses 
units. The increasing use of information technology in such 
administrative level has greatly expanded the volume of such data and 
its potential use for spatial analysis. 

The advantages of indicators based on a census are that the data 
are available as a regular series and that they are immediately 
available in machine readable form. However there are some 
difficulties.  

As we mentioned the settlement with its belonging land is the basic 
unit for which data are published involving the assembly of information 
for persons. It is known that urban and rural areas include areas of 
‘un-populated’ land, such as commercial and uncultivated areas and 
farmland. The traditional cartographical method for representation of 
such statistical data as choropleth doesn’t show this specific. For 
practical purposes, standard choropleth techniques are frequently 
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used to display data at the administrative level as commune, 
municipality or district instead of a settlement. Such mapping is now 
very easily produced by many GIS. Such displays can be highly 
misleading, mainly because of the ‘fixed’ areas that have no 
relationship to the distribution of the phenomenon. 

The main problem is however more theoretical and concerns the 
most appropriate way in which population and population-related 
phenomena, should be represented in a spatial data structure, and 
hence be portrayed by graphic and cartographic means. One way in 
which this can be achieved is to transform gathered census data into a 
data structure that represents population distribution more verisimilar 
as a continuous surface. This approach requires a change in the basic 
assumption of data representation, namely that the data value can be 
seen not as a property of an area or a point, but rather as a property of 
a location at which the population is distributed. The useful information 
about this distribution can be derived from a spatial analysis of a set of 
the basic area or point data values. Using such data, a model can be 
created as grid surface with fine resolution to represent a spatial 
distribution of population.  

2. A REVIEW OF THE CREATING DENSITY SURFACES 

2.1 A DEFINITION FOR A SURFACE  
Surfaces represent phenomena that have values at every point 

across their extent. The values at the infinite number of points across 
the surface are derived from a limited set of sample values. These may 
be based on direct measurement, such as height values for an 
elevation surface, or population values for a population surface. The 
surface is assigned between these measured location values by 
interpolation. To create a continuous surface from discrete samples 
with measured values different interpolation methods are used. 
Surfaces can be represented using contour or iso-lines, arrays of 
points, TINs, and rasters; however, most surface analysis in GIS is 
done on raster or TIN data.  

Linear interpolation or TIN: It is applied for territories with known Z-
values (for example population values) of the measurement points. 
This allows precise linear interpolation among the Z-values of the 
nearest neighbouring points. The idea here is that the unknown value 
in a given point and is calculated proportionally to the distances among 
the measured points. This method is standard especially in the 
production of topographic maps for a relief representation. 
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GRID interpolation: The non-linear spatial interpolation calculates 
the unknown values using a set of points with known values that are 
distributed on the whole area of the territory. The distance from a point 
with an unknown value to a point with a known one helps to define the 
unknown value. In the previous paper [6] several interpolation methods 
of grid interpolation were discussed in detail: Inverse Distance 
Weighted (IDW), Natural Neighbor, Kriging and Spline.  

2.2 CREATING A POPULATION DENSITY SURFACE  
Population density is the measurement of the number per unit 

area. The density can be calculated for countable objects: discrete 
objects or phenomena (for example trees, car thefts, seismic 
epicenters) and their attributes (kind of trees, number of stolen cars, 
and magnitude of earthquakes). 

Population density of people is an often reported and commonly 
compared statistic for places around the world. It is commonly 
represented as people per square kilometer, which is derived simply 
by dividing total population to land area in square kilometers. The 
density can be computed for any area if we know the size of the land 
area and the population within that area. The population density of 
cities, states, entire continents, and even the world can be computed. 

The density functions in GIS allow to set the highest and the lowest 
concentration of the object’s data with we are available. Two methods 
for density calculation are used: simple and kernel. Both methods 
apply searching into an area (window) with circle form in order to 
calculate the density. The distance for the density function is 
measured from each cell to the most neighboring source with known 
value. The cells’ values always show number of objects per unit area 
(as people per square km). Surfaces received in this way are best 
used for visualization of some trends in data that are otherwise 
invisible. 

2.2.1 SIMPLE DENSITY CALCULATIONS 
This method for creating a density surface uses circle area for 

searching in order to calculate cells’ values. This circle is placed into 
every cell center (pixel) with unknown value. The particular values of 
cells are calculated by dividing the number of objects contained into 
the search area (for example observations) to the area size. The 
obtained result references to the cell. If no points or line sections fall 
within the neighborhood of a particular cell, that cell is assigned as 
NoData. Each surface cell is processed in the same way. The result of 
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the surface calculations depends of search radius size. The smoother 
surface is obtained with longer radius because probably more points 
can be included. Smaller values of the radius produce a raster that 
shows more details. 

There are density tools for point and line features in ArcGIS 
software. We can compute a raster density map from vector point data. 
Point density function calculates the density of point features around 
each output raster cell. Units of density are points per unit of area. 
Line Density calculates the density of linear features (as roads, rivers) 
in the neighborhood of each output raster cell. Density is calculated in 
units of length per unit of area.  

2.2.2 KERNEL DENSITY CALCULATIONS  
Statistical smoothing consists of a range of nonparametric 

techniques for processing a data set. In a spatial context these may be 
techniques for identifying possible models and for analysing how well 
models fit to the observed data. Various simple smoothing ideas are 
available but more sophisticated methods stem from the idea of kernel 
smoothing. 

The Kernel method is vastly complicated mathematical way of 
calculating the density surface that is based on the quadratic kernel 
function described in Silverman in 1986. Kernel Density can be use for 
point or polyline features.  

When applying this method for point features a circle is drawn 
around every point with known value (not every cell). After that a 
mathematical function is applied that can take values from 1 to 0. The 
highest value is at the point location. The value diminishes with 
increasing distance from the point and is zero for a distance equal to 
the radius. We can image kernel as smooth bend curve that is fitted to 
every point. The greater the search radius is the flatter the kernel 
curve is. The kernel function creates a smoother surface than is 
created using the simple method. The density at each output grid cell 
is calculated by adding the values of all the kernel surfaces where they 
overlay the grid cell center. As we mentioned in the analysis, a window 
is positioned over each data point (fig.1). The window’s size can vary 
according to the density of points around that location. 
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Fig.1 The density of every cell i is calculated using the values of the known points 
that fall into a circle with a search radius r drown around the known point j and 

circle size area 
 
The cells falling within this window derive population values, 

according to weights that depend on their proximity to the data point. 
The output values for people density are only integers (i.e. whole 
person). In summary, the assignment of the value to each cell in the 
grid is obtained as: 

(1)  ∑
c

1i
ijji W.PP

=
=  

where Pi is the estimated population of cell i, Pj is the empirical 
population recorded at point j, c is the total number of data points, and 
Wij is the unique weight of cell i with respect to point j.  

The calculated cell i will not receive population from every point 
location but only from any points in whose window it falls. Wij will be 
zero for all other cell-point combinations. The window (it is called 
kernel) is initially defined as a circle with radius r, and depends on the 
density of other points falling within this circle. Weights are assigned to 
every cell whose centre falls within the adjusted kernel by the formula: 
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where f is the distance function; dij is the distance from cell i to 
point j, and rj is the radius of the circle window defined as average 
arithmetic means for the distance for the known point j and other 
known points l in the initial kernel window: 
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Finally we can calculate the density. As we mentioned above the 
density value for every raster cell i can be computed by dividing Pi 
(number of objects that are contained into search area) to the area 
size Si. This can be expressed in the following way: 

o Known points that participate  
in the density calculation 

 Known points that do not 
participate in the density calculation 



Faculty of Mathematics & Natural Science – FMNS 2011 

478 
 

(4)  iii S/PD =  
Si is the sum of cells’ areas falling into kernel window of the cell i. 
The explanations for kernel density calculation for line features are 

similar. 

3 PRACTICAL APPLICATION OF THE METHODS USING ARCGIS 
TOOLS AND THE RESULTS FROM POPULATION DENSITY GRID 
OF BLAGOEVGRAD DISTRICT 
It is theoretically and practically proven that some interpolation 

methods are more precise than others. Each of them has a variety of 
parameters that influence the resulting surface. In our previous paper 
are given examples of how different interpolation techniques can 
produce different output surfaces from the same input data. More 
widespread ways to create raster density surfaces are these discussed 
above. They are including interpolating values stored at measured 
point locations, as settlement positions. In this paper we will show the 
results from using ArcGIS tools to create a surface of the density of a 
given phenomenon. We use these possibilities of ArcGIS software in 
order to create raster surface of the density people population. The 
results of Simple density and Kernel density functions we‘ll use farther 
for comparison of the different cartographical techniques.  

In the current example, the census tract density can be connected 
to a “centroid” point (center of gravity) for each settlement. The 
centroids are determined by specially ArcGIS function that uses the 
coordinates of boundaries. This function is very useful for extraction of 
mean center for several settlement formations with the same names 
which can be always found in the Blagoevgrad district.  

Study area: The Blagoevgrad district is located in the southwest 
part of Bulgaria and has an area constituting 5.9 % of the total area of 
the country which makes it the third largest district in Bulgaria. The 
Blagoevgrad district is divided into 14 communes (1 urban, 7 urban-
rural and 6 rural according to Eurostat methods). The largest town in 
the region is Blagoevgrad with 71144 thousand inhabitants (according 
to the census from 2001 year). The other major towns are: Petrich, 
around 29606 thousand inhabitants, Sandanski, around 26507 
thousand inhabitants, Goce Delchev around 20426 thousand 
inhabitants and Razlog around 12738 thousand inhabitants.  

The Blagoevgrad district is inhabited by 341283 people distributed 
into 281 settlements (according EKATTE). Rural settlements are 
dispersed and fragmented. The populated territory of settlements 
constitutes around 3.6 % of the total area of Blagoevgrad district. Most 
of the territory out of settlements is uncultivated land. Around 17 882 
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HA (excluding THE AREA OF THE PIRIN NATIONAL PARK AND 
PART OF THE AREA OF NATIONAL PARK RILA) of the area of the 
Blagoevgrad district is under protection. There are two national parks, 
eight nature reserves, two MAINTAINED reserves, nine protected 
landscape areas and sixteen NATURAL LANDMARKS.  

Data: Population data was obtained from the 2001 Bulgarian 
Census. The mapping unit for population density was settlement, the 
lowest level of administrative division in Bulgarian. It is used database 
with settlement boundary, available in a vector format. The polygon 
objects were transformed into point ones, in order to apply Simple 
density and Kernel density functions. 

Statistical results: The settlement network consists of 12 towns and 
269 rural settlements units. One of the regions where population is 
distributed unevenly and rarely is in the central part of Blagoevgrad 
district with north-south direction. This territory is with a significant 
area of lakes, forests and protected areas limiting inhabited areas.  

At present about 57.5% of population Blagoevgrad district lives in 
towns, and 42.5% is residing in rural areas. The average population 
density in urban areas amounts to 3188 inhabitants per km2 in contrast 
to 1005 people per km2 recorded in rural areas. The mean population 
density 1099 persons per sq. km is calculated as an arithmetic mean 
of all values of the population and the settlement areas. The maximal 
value is 7702. These data are obtained from calculations for population 
density for every settlement. The same statistical values are obtained 
with other raster interpolation method as Ordinary Kriging. The same 
calculated values for population density are used as input data for 
creating a raster surface. The mean population density obtained with 
Simple density and Kernel density functions is different in comparison 
with the shown methods. These differences are given in table 1.  

 
Tab. 1 

Density  
per sq. km 

From 
calculations 

Ordinary 
Kriging 

Simple 
density 

Kernel 
density 

Mean density 1099,0 1099.0 44.6 44.7 
Max density 7702.1 7702.1 3429.6 10073.2 

 
As we can see from the data the maximum density values are 

vastly different. Let us consider a circle window that is drown around 
point sign which presents Blagoevgrad town with the largest 
population. The calculated density with the real populated territory is 
7702 persons per sq. km. The maximum value in the simple method is 
significantly less than this value because according the technique of 
this method the sum of the settlement’s population falling into circle 
window is divided to its area. It is logical that the total population is 
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almost the same as that of Blagoevgrad because the other settlements 
are villages with less population while the circle window area is 
significantly larger than the town’s territory.  

 

 
1) Simple density  2) Kernel density 

Fig 2. Population density of Blagoevgrad district: The kernel function creates 
smoother surface than the simple method 

 
The maximum value in the kernel method is larger than the 

calculated average value for Blagoevgrad. The maximum density value 
10073 is obtained for the position of the point sign for Blagoevgrad. All 
other pixels falling into town’s delineation receive smaller values. 

These data are generalized and grouped to mapping population 
density. The most suitable classification method should be chosen 
depending on the character of the data distribution in order to visualize 
even the settlements with the least density. Simple density and Kernel 
density allow the obtaining of values for the population density for 
every point of the cartographical extent (fig 2).  

3. CONCLUSION 
Most GIS applications use discrete geographic information. These 

types of data are represented by point, line and area symbols for 
mapping. Continuous data can be represented as a continuous 
surface, generally without sharp or abrupt changes. Such data for 
example are population concentration dispersed over whole territory of 
mapping. The new technologies enable to do density mapping using 
points and to create a raster surface. This method has series of 
advantages but it is very important to represent precisely the spatial 
distribution of variables. 

It is known that the traditional cartographical method for creating 
choropleth map for density representation uses administrative units for 
mapping as municipality or district and it shows the mean population 
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density in these boundaries. This cartographical technique doesn’t 
represent the exact distribution of the data. In our research we use the 
census tracts namely the settlements represented with point 
cartographical symbols instead of shown territorial units.  

The mapping in this way is different from the choropleth map in 
that the borders of the cartographical representation aren’t arbitrary 
and they concern the spatial distribution of the variables that will be 
mapped. Simple density and Kernel density create a surface model of 
population and population density. This surface is modeled as a raster 
data set in grid cells and then we calculate values or density for each 
cell. In this way the data for each point from the territory of mapping is 
ensured. These methods ensure more accurate representation of the 
population into territorial units in comparison with choropleth 
technique. Finally, this method for density mapping is suitable for the 
cases of small scale thematic mapping because the settlements are 
presented with point symbols that show only the spatial positions but 
not their area size. 

The shown methods and the obtained results are very suitable for 
defining the population density of urban territories. They show the 
density changes of very short distance (from the center to periphery) 
or into the settlement boundary. This will be useful for the local 
government during planning and constructing of different types of 
infrastructure. For example, planning of new kindergartens, school 
capacity assessment, urban transport construction and others. The 
effect will multiply – good planning, followed by a developed 
infrastructure and quality services for inhabitants.  
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population density 
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Abstract: This paper discusses various techniques for calculating and 

mapping density population. Density surface of the territory of the 
Blagoevgrad district is created in two ways. The first is to calculate the 
density with spread point values over the surface. These points represent 
settlement positions. The surface is modeled as a raster data set in grid 
cells and then the values or density is calculated for each cell. In the second 
way the settlements are used as polygons. They outline the territories that 
are populated. The conclusions made are based on the comparison of the 
methods. All interpolation methods for creating density surface with ArcGIS 
software are used.  

1. INTRODUCTION  
Mapping of the density shows the concentration of features per unit 

area. For example we use density surfaces to represent the distribution of a 
wildlife population from a set of observations, or the degree of urbanization 
of an area based on the density of roads. The density mapping is used more 
often for calculation and mapping population per square kilometers 
(population / area) in census tracts to calculate density. Mapping density is 
particularly useful when we compare data in areas of greatly varying sizes. 
For example, larger census tracts may have more people in total, but 
smaller census tracts may have higher population density or more people 
per square kilometers.  

We may do density mapping using point or line symbols and area 
symbols (polygons). Normally when we map densities we create “density 
surface”. Traditionally for mapping density of point or line features a dot and 
isoline cartographical techniques are used. Then we must: 1) define the 
area of mapping; 2) create Z-values that represent the number of features 
and 3) create a continuous surface (contour map) from the Z-values as we 
use suitable interpolation methods. 

If we map densities by using defined areas, such as census tracts or 
administrative boundaries (city boundaries, municipality, district or others) 
normally we use dot and chloropleth mapping. In this way we receive 
discontinuous surface whose values vary sharply in boundaries. If we use 



Section: “Geography and Ecology” 

483 
 

dot density maps, where a dot represents a specific value, we must 
determine the number of features for each dot, and a census tract that has 
a number of definite features (for example people living in it). We have to 
know that the actual locations of these features are not accurate. This type 
of map can give us a more detailed visual concept for a density. 

Chloropleth map can be created as we divide the total number of 
features (or the total of their values) by the area of the polygon that contains 
the features. As a result a density value for each polygon in units of number 
of people per sq. km is received. The polygons can be shaded according to 
the number of features contained in each polygon. 

The new technologies enable the density to be created as a raster 
surface. Each cell of the surface receives a density value. In this case like 
traditional cartography the density values can be created from points or 
lines. If the features are lines, the density will be in units of length per unit 
area, for example kilometers per square kilometers. 

In the next lines we’ll do a brief review of the techniques for modeling 
raster density surface. In 1989 Bracken and Martin describe a more 
sophisticated approach to developing surface representations of 
demographic data for census enumeration districts in the United Kingdom. 
Their method is a variant of Inverse Distance Weighted (IDW) interpolation. 
Population counts are assigned to a set of summary points generated from 
the centroids of the original areal units. A moving window operation over an 
‘‘empty’’ raster grid then assigns to the window kernel a value according to 
the population values of those centroids contained within the window, with 
closer centroids having more ‘‘weight’’ than those centroids farther away. 
The relative density of centroids around the kernel determines the size of 
the window. This method assumes that population density decreases away 
from the centroid according to some distance function and allows for some 
areas of the raster surface to contain zero population. 

We can summarize the choice of density modeling: 1). mapping by 
defined area if the data is already summarized by area; 2). creating a 
density surface (through TIN or raster creation) if we desire to “see” the 
concentrations of point (or line) features. As a result we can see that there 
is a dramatic difference in this example between “census tracts shaded by 
population” vs “density surface of population”.  

2. COMPARATIVE ANALYSIS OF THE METHODS 
In order to make the comparison of the basic interpolation methods 

experiments with one and the same population easier data have been made 
with different interpolation methods. Let us consider them. 

Once Z values are created then they can be used to create a TIN and 
raster grid. It is known that depending upon that how the points are 
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distributed - unevenly or evenly it is used respectively TIN and raster 
models. The TIN and raster grid are modeled via 3D modeling of the 
population data with ArcGIS functions named “Create TIN from features”, 
“Point Density” and “Kernel density”. What the GIS do to create a density 
surface or a raster process is theoretically explained in our preview paper in 
detail. All rasters are drawn with pixel size 100x100 meters in order to make 
comparisons. Automated means for modeling the surface with contour lines 
have been used too.  

However the main emphasis will be on that how to create a density 
surface map from data already summarized by area. This looks to be a 
useful and not particularly difficult way of creating a density surface map, 
once the population density field is created into attribute table.  

It is better to give the number of the inhabitants who live within the 
settlement as well as outside of it. This detailed information is needed for 
precisely cartographical representation. During the last 20 years in Bulgaria 
some parts of the agricultural and forest lands are assigned for construction 
aims (for industrial or residential buildings). A small part of them is 
populated. This means that the territories outside of the settlements have to 
obtain population distribution from the entire population living into the 
belonging land of village. It is similar for unpopulated territories within the 
borders of the settlement with vast areas of parks, industrial areas, and road 
infrastructure. Generally we can say that the urban territories are more 
densely populated than the villages’ territories.  

The base of this method is dasymetric mapping. The most researches 
from different authors use land-cover maps produced by satellite images. 
Working with various land cover classes the key question becomes how to 
distribute the population among those classes. The basic technique is 
known as binary classification, wherein all classes are designated as either 
inhabitable or non- inhabitable. The population is distributed by areal 
weighting into the inhabitable areas of each enumeration district. This 
simple method can improve accuracy of traditional choropleth maps. The 
result is modified choropleth map that presents discontinuous surface. Our 
idea is to use cadastral map that in detail presents all territories. More 
details for this method we be given in the next research.  

The paragraphs below analyse the used methods: 
Choropleth: In the general case for creating choropleth map are used 

administrative units for mapping as municipality or district and it shows the 
mean population density in these boundaries. The most densely populated 
is the Blagoevgrad municipality; the most rarely populated is the Strumiani 
commune.  

Statistical data: Min 16.27 p/km2; Max 125.8 p/km2 ; Mean 49.14 
p/km2; Median 35.82 p/km2; Standard deviation – 31.39 p/km2 
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Fig. 1 Choropleth map and 3D model of population data 

 
Modify Choropleth: In this case we use the census tracts namely the 

settlements except for the unpopulated. In order to outline the borders of the 
settlement extend the regulation plans are. The approved circular polygons 
are used for the settlements that do not have such plans. These borders 
together with advanced modifications (settlement expansions) are drawn on 
cadastral maps. This method is used to create raster surface model of 
population and population density and this method ensures more accurate 
representation of the population into territorial units. In order to obtain 
continuous raster surface we have to add to the settlement territories all 
other territories without settlements with population value equal to zero. 
These data have to be in common map layer. We have to outline again that 
it is possible to have other population territories with small areas into the 
belonging land of the settlement as well as there may be unpopulated areas 
into the settlement. Because such information is missing in our research the 
unpopulated territories will obtain zero for population values. The aim is to 
explain the nature of this method that has been implemented due to new 
technologies.  

Statistical data: Min 0 p/km2; Max 7702 p/km2; Mean 1107 p/km2; 
Median 704 p/km2; Standard deviation – 31.39 p/km2. 

 
Fig.2.Modified choropleth map and 3D perspective view of population density 

 
TIN method: The TIN model is the basic vector form for presenting a 

surface with the help of a computer, based on the triangular interpolation 
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method. A key moment in the modeling of our surface is that the available 
measured point data are the settlements and they are irregularly distributed 
on the territory. The connected neighboring points form a network of 
irregular triangles. Subsequently the TIN model can be converted into a grid 
surface. 

 
 

Fig.3. TIN model 
 
Statistical data: Min 0 p/km2; Max 7702 p/km2; Mean 1105 p/km2, 

Standard deviation –835. 9 
Ordinary Kriging: The non-linear spatial interpolation calculates the 

unknown values using a set of points with known values that are distributed 
on the whole area of the territory. The distance from a point with an 
unknown value to a point with a known one helps to define the unknown 
value. There are some interpolation methods. Four of the most often used 
methods are weight (Inverse Distance Weighted – IDW), Natural Neighbor, 
Spline and Kriging. The details for this interpolation method are given in [5]. 

Statistical data: Min 0 p/km2; Max 7702 p/km2; Mean 1099 p/km2; 
Median 697 p/km2; Standard deviation –1097.4. 

 

 
 

Fig. 4 Grid model: Ordinary Kriging method 

Isolines: In order to accomplish comparisons easer isolines, obtained 
with different methods for density modeling are interpolated. In our example 
the isolines are obtained from vector point data (the settlements) and grid 
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surface obtained by Ordinary Kriging method. Both methods use as input 
data calculated density for every settlement. The isolines in the TIN 
interpolation are broken lines but as a whole their image is the same as in 
smooth isolines obtained in Ordinary Kriging method. 

 

 
 

Fig.5. Population density isolines obtained from: 1) TIN model;  
2) Ordinary Kriging 

 
Simple and Kernel density: These cartographical techniques represent 

the exact data distribution. In our research instead of administrative 
territorial unit municipality or district we use the census tracts namely the 
settlement. The kernel method gives more detail and smoother surface than 
the simple method. This depends on the average value that the cell 
presents.  

Statistical data: Simple density: Min 0 p/km2 ; Max 3429.6 p/km2 ; 
Mean 44.6 p/km2; Standard deviation –218.2 

Kernel density: Min 0 p/km2; Max 10073.2 p/km2; Mean 44.7 p/km2; 
Standard deviation –290.87 

 

 
 

Fig. 6. Density surface: 1) Simple method 2) Kernel method 
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3. CONCLUSION 
As it can be seen there is a rich variety of interpolation methods and the 

correct choice in their application is especially important. The different 
methods give different results. It is appropriate the interpolation to be 
carried out according to two different methods, to analyze the differences. 
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Abstract: European ecological action programs are regulatory strategic 
instruments for pursuing policy in the field of sustainable development and 
environment. Sixth action program 2002 – 2012 of EU has defined four 
priority fields – climate changes, biodiversity, natural resources and wastes, 
environment and people’s health. Combining categories “natural resources 
and “wastes” is hardly a coincidence, because the possibility of replacing 
natural resources for wastes that are valuable scraps is of great importance 
for the protection and rational use of natural resources. The present report 
focuses on the management of construction wastes piled in Blagoevgrad 
Municipality, on the already existing problems and describes the 
possibilities for their use. 

Keywords: construction and building demolition wastes, recycling, use, 
household wastes landfill, construction wastes landfill 

1. INTRODUCTION 
In compliance with Priority Axis 2 – Improvement and development of 

waste treatment infrastructure of Operational program “Environment” 2007 – 
2013, the Ministry of Environment and Waters (MEW) indicates leading 
priorities as follows: implementation of facilities for use and final disposal of 
household and construction wastes. While household wastes management 
on regional principle records a significant progress during the last years 
(there are 27 regional landfills built), procedures for regulation of 
environment friendly management of construction and building demolition 
wastes (CBDW) are being merely now started. MEW is currently developing 
drafts of National Strategy for CBDW 2010-2020 and Regulation for CBDW 
Management. At the development of the Strategy there are two stages 
provided for: Stage 1 – Preliminary research on the current status of 
construction wastes and building demolition wastes on the territory of the 
Republic of Bulgaria and assignment of models for building a system for 
their treatment; Stage 2 – Development of National strategy for CBDW 
management and Action plan. National aims and priorities are being 
developed in accordance with the adopted policies, strategic initiatives and 
good sustainable practices within EC, as well as the engagements 
undertaken by the country before EU. 



Faculty of Mathematics & Natural Science – FMNS 2011 

490 
 

2. PURPOSE OF RESEARCH 
Analysis of the current condition of construction wastes and building 

demolition wastes management of Blagoevgrad Municipality and outlining 
recommendations for reaching a reasonable management with ultimate use.  

3. RESEARCH ANALYSIS AND RESULTS  
Management and organization order in collection, transportation and 

landfill of construction and building demolition wastes is specified in the 
Regulation for waste management on the territory of Blagoevgrad 
Municipality. As it stipulates, treatment and transportation of earth piles 
(EP), construction and building demolition wastes (incl. construction wastes 
from inner reorganizations and current repair of buildings and facilities) shall 
be made by the owner, investor or contractor of the activity lead to their 
piling. In cases where CBDW and earth pile treatment and transportation 
activities are made for sites to which is issued a construction license and a 
construction line is opened, and/or sites from which total quantity of wastes 
goes over 1m3, physical and juridical bodies shall submit a standard 
application at Blagoevgrad Municipality and pay a deposit for cleaning and 
washing of street and sidewalk soiled areas due to the construction and/or 
demolition of building. Paying the fee due, the body is given tickets for 
delivered waste from the site as well as a vehicle pass. Tickets shall be 
given to the depot operator (at depot entrance) for reporting on daily land 
filled quantity by stamping each course. Amount of washing and cleaning 
works costs shall be calculated on the basis of actual costs of their 
execution. At the time the license is issued, the investor shall be given a 
Precautionary Record, which obliges him to fulfill the requirements of 
Municipality Regulation, Environment Protection Act (EPA) and Waste 
Management Act and represents a ground for issuance of a violation ticket if 
pollution due to the construction or sites demolition has been established. 
The person, responsible for waste treatment and transportation activities, 
depot location and its license number shall be filled in the certificate of 
construction site opening. Obligations for waste treatment and 
transportation of respective responsible persons shall be in effect until 
signing a Statement of Ascertainment – Form No. 15, regardless of 
construction period.  

Ninety-two companies carry out construction activity on the territory of 
Blagoevgrad Municipality, 20 of which have licenses for trucking 
construction wastes to a depot in Izgrev village. 1670 construction licenses 
and regularization statements have been issued in the period 2006 – 2009.  
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Fig. 1: Construction licenses and regularization statements issued in 2006 - 2009 
 

Most construction licenses and regularization statements we issued in 
2006 – 466.  

Data from Municipal Administration – Blagoevgrad show that near 70% 
from wastes piled come from construction companies, 10% from building 
demolition and near 20% - from construction and building repairs of physical 
persons. Those 20% include also quantities the Municipality cleans every 
year because of non-regulated disposal from citizens. Calculations on 
construct and building demolition waste quantities are based on landfill fee 
paid at Blagoevgrad Municipality. The existing landfill for inert materials and 
earth piles of Blagoevgrad Municipality, located on the territory of Izgrev 
village, are landfilled 7 types of wastes altogether – Table 1 [1] – that fall 
within group 17 – “Construction and building demolition wastes” of 
Regulation 3 [2]. This group consists of 44 types of wastes, 16 of which are 
defined as hazardous. Hazardous wastes generated by Blagoevgrad 
Municipality and entered for landfilling represent a small part of this flow. 
They have included the following materials: asbestos, lead pipes, paints, 
glues, conservative-processed wood, contaminated soil and various 
materials containing polychlorinated biphenyls. These quantities are 
relatively small in comparison with the whole quantity of waste flow although 
special precautionary measures for their management are of great 
importance to be taken.  
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Tab. 1: Quantity and type of construction and building demolition wastes (CBDW) 
 Waste type Waste name Landfilled 

quantity, t
Piled quantity, t 

Waste No. 1 170101 Concrete 5400 8000 
Waste No. 2 170102 Bricks 4320 6400 
Waste No. 3 170103 Roof-tiles, tiles, 

faience and 
ceramic 

products  

2700 4000 

Waste No. 4 170107 Mixtures of 
concrete, bricks 

and other 
different from 

the ones 
mentioned in 

170106

8100 12000 

Waste No. 5 170301 Asphalt 
mixtures

2700 4000 

Waste No. 6 170504 Rocks and soil 1080 1600 
Waste No. 7 170506 Excavated 

earth piles
27002 40003 

Construction waste quantities disposed at landfill for construction 
wastes, located on the territory of Blagoevgrad municipality, Izgrev village, 
and for non-hazardous wastes (household, production and construction) – 
Buchino village, in the last three years are shown in Fig. 2. 

126 000
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132 000
134 000
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138 000
140 000
142 000
144 000
146 000
148 000

2007 2008 2009
 

Fig. 2: Generated construction and building demolition wastes in 2007 - 2009 
Problems of construction and demolition wastes management: 
• insufficient number of employees to control the order stipulated in 
the Regulation for waste management on the territory of Blagoevgrad 
Municipality; 
• one fee for landfill or recyclable and non-recoverable wastes; 
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• one fee for companies and physical persons; 
• lack of weighing scales to establish the actual quantity of wastes 
entered for landfill; 
• incorrect accounting of construction waste quantities entered 
together with household wastes at the landfill for hazardous wastes on 
the territory of Buchino village; 
• lack of facility for preliminary treatment of CBDW and their recycling; 
• criminal pollutions with construction wastes by citizens in their partial 
repairs of their homes. 

Recycling of construction and building demolition wastes (CBDW) is 
made predominantly in EU member countries and in USA, Canada, Japan, 
etc. Significant achievement in CBDW recycling has been made by: 
Germany, England, France, Italy, Spain, Holland, Belgium, Austria, 
Portugal, Denmark, Greece, Switzerland, Finland, Ireland, Luxembourg, etc. 

Main materials allowing secondary use and/or recycling: 
• materials excavated at construction, natural disasters, etc. (soil, 
gravel, clay, sand, rocks); 
• materials from road construction (tar, sand, gravel, bitumen, etc.); 
• materials from building construction/demolition (cement, bricks, 
ceramics, plaster, plastics, wood, metal, glass, cables, etc.); 

Fields where construction materials allow re-use with/or without 
preliminary recycling: 

• used as primary substance in the construction of new buildings (for 
an instance, re-use of bricks, roof-tiles, metal structures, joinery, 
materials of non-damages insulations); 
• road construction or tracing of access roads (for an instance, 
cement, broken concrete from demolished buildings); 
• production of construction materials (brick, roof-tile, wooden 
structures, insulations); 
• grassing and closing of abandoned mines; 
• realization of plastic and metal materials; 
• utilization of gardens and parks 

Considering the upcoming regional development of non-hazardous 
wastes in Kocherinovo landfill (11 municipalities in Kyustendil and 
Blagoevgrad region) as well as the great quantities of construction wastes 
generated by Blagoevgrad Municipality, it is rationally to ultimately use them 
on the territory of the Municipality, instead of being transported. Pre-
investment research is therefore required. As possible grounds for the 
preliminary sorting, breaking of large-scale construction wastes, recycling 
through formation of various factions of homogenous waste flows shall be 
investigated the following: 
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• Ground planned for transfer station of Blagoevgrad and Simitli 
Municipality (as of the draft for regional management of hazardous 
wastes), located in the area of Tserovo village – 9 km away from 
Blagoevgrad and 13 km away from Simitli. Ground area is 20,545 
decares. The property is owned by the Mayor hall of Tserovo village; 
• Existing landfill for construction wastes – Izgrev village – after 
reconstruction and expansion 

4. CONCLUSIONS 

• Realization of investment intention will prerequisite the creation of 
conditions for fulfilment of the national and European legislation 
requirements that will be of help for Blagoevgrad and Simitli 
Municipalities at the establishment of integrated system of facilities and 
installations securing environment friendly waste management; 
• Putting into operation the regional installation for recycling of 
construction and building demolition wastes will reduce the volume of 
received for landfilling wastes, and after putting into operation the 
Regional landfill in Kocherinovo – it will result in reduce in transported 
quantities; 
•  Part of recycled wastes can be realized on the construction market 
after proving good technical and economic characteristics, and the other 
part – for technical re-cultivation of broken terrains representing 
grounds for road construction, etc; 
• Development of normative municipal regulation to provide clear rules 
for interrelation between the issuance of construction licenses and 
waste separation requirement. 
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Abstract: Very prolonged period (for about 40 days) of abnormally 

warm weather was observed in late autumn 2010 in Bulgaria. Mean monthly 
temperatures in November in all stations in Bulgaria were significantly 
above the norm. Using meteorological maps and satellite images an 
analysis of atmospheric circulation is made. Regardless the change of 
NAO+ with NAO- phase, the advection of air masses in SE Europe retains 
for all the time predominantly from S-SW to N-NE. Giving in account this 
quick alternation of NAO index, preservation of almost constant atmospheric 
circulation pattern in SE Europe for more than a month may be defined as a 
very occasional event. 

 
Key words: Atmospheric circulation, North Atlantic Oscillation (NAO) 

phases, East Atlantic – Western Russia (EAWR) pattern, Mediterranean 
(MR) storm track 

INTRODUCTION 
In November and first decade of December 2010 in Bulgaria was 

observed unusually prolonged period of abnormally warm weather. In 
November 2010 in all meteorological stations in Bulgaria very significant 
excess of mean monthly temperatures was recorded. Predominantly it is 
between 4 to 7 0C, with minimal values in SW Bulgaria, and maximal in NE 
Bulgaria. At the same time a very low monthly amount of precipitations was 
measured in the whole country. It varies from 11% to 78% for different 
stations. As a rule the bigger rainfall sums were recorded in the western 
part of the country with considerable decrease in the East. Simultaneously 
in many stations a significant number of days (5 to 10) with strong wind 
(speed ≥14 m/s) were registered. 

All abovementioned is very rare phenomenon for the weather in late 
autumn in Bulgaria. The explanation of this case is connected with a unique 
long lasting pattern of atmospheric circulation in Europe and Mediterranean 
and it periodical variations.  
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DATA 
The official data from Monthly November and December hydro-

meteorological bulletin 2010 of National Institute of Meteorology and 
Hydrology in Bulgaria [8] are used. The analysis of atmospheric circulation 
is made on the basis of satellite images and meteorological maps from the 
Wetterzentrale website [9] (for the temperature at 850 hPa level and 
geopotential height from 500 hPa level).  

WARM ADVECTIONS IN BULGARIA 
Warm advections in our country may occur in three typical situations [7] 

– with zone circulation (from West to East), or with two subtypes of 
meridional circulation (from North or from East). The mean duration of warm 
advections is about 3,8 days (from 1 to 8 days). Under the terms of 
circulation conditions the warm current is caused by North Atlantic cyclones, 
moving from West, or by Mediterranean cyclones, moving by South-West to 
North-East. In both cases Bulgaria is situated in eastern part of the cyclones 
and get into its warm sections. Winds blow from South-West or from South.  

There were very rare occasions, when extremely warm weather lasted 
whole month as in February 1966 [4]. The mean monthly temperatures were 
about 5 to 9 0C above the norm with average value of 6,7 0C. 

ATMOSPHERIC CIRCULATION IN LATE AUTUMN 2010 
Many scholars were pointed that the decisive factor for preservation of 

uniform atmospheric circulation in Euro-Atlantic sector has NAO index 
(NAO+, or NAO-) [1, 5, 6].  

In the first half of the examined period NAO phase is positive and 
atmospheric circulation pattern with strong westerlies exists. There is 
alternation between deep Atlantic depressions, with centers moving far 
north from Bulgaria and shallow Mediterranean cyclones (Fig.1). As [3] 
mentioned during the positive NAO phases, the EAWR storm track is 
intensified and shifted northward, produces increased wind activity over the 
middle and eastern part of the Mediterranean basin.  
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Fig. 1: Atmospheric pressure map at 500 hPa and ground level – 14.11.2010 

 
In the beginning of second part of the examined period a quick change 

in NAO index is observed from NAO+ to NAO-. During the negative phase 
of the NAO westerlies weaken, often accompanied with blocking 
anticyclones occurring over Iceland or Scandinavia, and the Atlantic cyclone 
tracks move further south (circulation become predominantly meridional) 
resulting in more cyclonic activity in the MR (Fig.2). This can be explained 
by strengthen of energy transfer from divergence zone of the North Atlantic 
and northern Europe to the convergence zone in southern Europe in the 
NAO- phase [2]. 

In such cases the duplication of 500 hPa level frontal zone over Europe 
is observed. The northern one lied from British Isles through Baltic Sea to 
northern Ural. The southern one is stretched from Azores Islands toward 
coast of North Africa to Black and Azov Sea.  
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Fig. 2: Atmospheric pressure map at 500 hPa and ground level – 26.11.2010 

 
In the beginning of December inpouring of cold air to South reaches his 

maximum (Fig.3) and in the north coast of Africa cyclogenesis takes place.  

 
Fig. 3: Map of temperature at 850 hPa level – 04.12.2010 
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Formed Mediterranean cyclone moves quickly to NE through territory of 
Bulgaria and causes pelting rains and river floods. In it back crest of high 
pressure moves warm air from North Africa and in prefrontal zone of new 
Atlantic cyclone the maximal temperatures in Bulgaria for five days (from 5-
th to 9-th December) overcome 20 0C (Fig.4), marking the end of the period 
with extremely warm weather. 

 

 
Fig. 4: Map of temperature at 850 hPa level – 04.12.2010 

COMMENTS 
The observed case is interesting because two main reasons: 1) the 

period of abnormally high temperatures for the season lasts about 40 days 
and 2) regardless the change of NAO+ with NAO- phase, the advection of 
air masses in SE Europe retains for all the time predominantly from S-SW to 
N-NE. Nevertheless that in the both NAO phases exists a band of energy 
convergence over the southern Europe, extended from divergence area in 
the eastern edge of the North Atlantic to the western Caspian Sea [2], 
preservation of almost constant atmospheric circulation pattern in SE 
Europe for more than a month is very occasional event. 
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CONCLUSIONS 
In the most research works on NAO, the emphasis is made only on the 

changes in atmospheric circulation over the North Atlantic and Europe in 
winter or spring, but not in late autumn. Obviously nevertheless of 
alternation of two opposite NAO phases within short time, the atmospheric 
circulation in SE Europe (southerly convergence flow) can remain similar for 
a sufficiently long period, independently of its untypical character for the 
season. 
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Abstract The material presents the state of unemployment in times of 
economic crisis in one administrative area. It Analyzes the impact of 
economic crisis on unemployment in Blagoevgrad region, which traditionally 
has a very low unemployment rates below the national average. The 
emphasis is on the dynamics of unemployment in 2009 and several key 
structures of the registered unemployed are characterized. 

Keywords:  unemployment, economic crisis, labor market 

 INTRODUCTION 
As in the U.S. and Western Europe and in Bulgaria the manifestation of 

the economic crisis on the labor market is observed with some delay. The 
first signs of slowdown in economic growth and negative effects on certain 
sectors and activities are noted at the end of 2008. Throughout 2009 was 
marked by the economic crisis. Crisis that hit the positive results in terms of 
employment and unemployment in the country in recent years. It has 
changed the labour market and raise serious unemployment in the country. 
At the end of the year under usually unemployment rises under the 
influence of factors such as end of seasonal employment in agriculture, 
tourism, construction and manufacturing, the negative effects of the crisis 
have superimposed. The negative impact of deteriorating economic 
situation has begun to feel more and more sensibly. At employment offices 
have been registered more persons exempt from companies from all areas 
and industries for reducing the workload and insufficient demand for 
manufactured goods and services. 

 
MATERIALS AND METHODS 

 The aim of this paper is to analyze the situation of unemployment in 
times of economic crisis in the Blagoevgrad region. For us it is interesting to 
investigate the impact of economic crisis on unemployment in one area 
which has traditionally been characterized by very low levels of 
unemployment below the national average. At the same time it is one of the 
largest in area (third place) and population (V-place) areas in Bulgaria. 
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 It is used statistics provided by the Department of Regional 
Employment Service "- Blagoevgrad, Department of Labour Offices (LO) 
and Regional Statistical Office (RSO) - Blagoevgrad. 
  
 RESULTS AND DISCUSSIONS 

 In 2009 in result of the global financial and economic crisis business 
climate in industry, construction, retail trade and services fell. Growth of 
consumption and investment was slowing; the rate of foreign trade and 
markets are lower. These factors influence the increase in unemployment in 
the area.  At LO on its territory in 2009 the  registration of unemployed job 
seekers increased (Fig. 1). Most often they are released after the end of 
seasonal employment in economic activities (logging, construction, tobacco 
processing, etc.). Registered persons are exempted as a result of mass 
layoffs or in connection with reducing the volume of work in some industries 
(clothing industry, construction, woodworking). During the year, the share of 
newly registered persons who have worked abroad and returned in the 
country because of their loss of employment increase has increased. 

 
• Unemployment State 
 The comparative analysis of unemployment between the two adjacent 

years clearly shows the increase in 2009 as a result of the economic crisis 
of 6.7% to 9.3%. i.e. by 2,6 percentage points (Figure 1). In absolute figures 
these are 15,877 people average number of unemployed persons in 2009 
compared with 11 420 people in 2008. There is an increase of 4,457 
persons or 39% over the same period last year. Total number of registered 
unemployed increased throughout 2009 and at the end of December their 
number reached 18,998 people. Amid the continuing trend of declining 
population in the area (and country) the problem is even more of a social 
nature (Table 1). 

Territorial analysis of change in the number of unemployed persons 
showed an increase of this magnitude in all Directorates Labour Office (LO) 
in the field. Compared to the period of the previous year, the unemployment 
rate has increased as follows: LOD - Blagoevgrad - an increase of 2.25 
points, LOD - Razlog 6.57 points, LOD 1.21 points, Petrich, Sandanski 2.05 
LOD-point LOD - Gotse Delchev 1.65 points. For Blagoevgrad region with 
the highest unemployment rates remain Belitsa municipalities (38%) and 
Yakoruda (32.9%) [1]. 
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Tab. 1 General characteristics of unemployment in Blagoevgrad region 

Blagoevgrad region The year 
of 2009 

The year 
of 2008 

change (+ 
or -) 

Unemployment rate (%) 9.3 6.7 +  2.6 
Registered unemployment 
(average annual) 15 877 11 420 + 4 457 

Long-term unemployed (%) 26.2 41.0 - 14.8 
Unemployed women (%) 54.5 59.5 -5.0 
Unemployed youths under 29 
years of age (%) 17.8 16.7 + 1.5 

Among the newly registered unemployed for more than half have 
worked in the private sector. The largest share are of newly registered 
unemployed in activities of the service sector - 41.6%, next is the industry 
sector - 38.4% and after them - Agricultural sector 3.6%. 
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Fig.1 Dynamics of registered unemployed in Blagoevgrad region 
 
Long-term unemployed persons (staying in the LOD over one year) in 

2009 were 26.2 percent of the total unemployed. Compared with same 
period of 2008 we count greater reduction (41%), amounting to 14.8 points 
(Table 1). However, the proportion of group long-term unemployed to all 
registered jobseekers in persons remains high. Lack of training and 
education is a major obstacle for these individuals to find permanent 
employment. Against the background of the limited number of vacancies 
and the additional negative effects of economic crisis on employment and 
unemployment it has made substantial progress in this group. 

 
• Structure of unemployed by age 
 The age structure of registered unemployed persons is characterized 

by relative uniformity of the distribution of values of different groups, and 
during the period the trend of previous years. The largest is the group of 
registered unemployed aged over 55 years - 3554 annual average (22.4%) 
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should the group of persons from 50 to 54 years - 2421 annual average 
(15.2%) and the group of persons aged 45 to 49 years - 2129 annual 
average (13.4%). In the age structure of the unemployed it is reflected 
directly observed tendency for an aging of population during the past two 
decades in which age group over 45 years  remains as the most numerous 
of the labor market (Table 2). 

 Average number of people over the age of 50 is 5975 or 37.6 percent 
of all unemployed. In previous years it was shown an increase of registered 
unemployed in the group of people over 50 years by about 1500 people on 
average, or about 10%. 

Government policy implemented through the regional structures of the 
LOD is directed mainly to support the return of the labor market of the 
disadvantaged, namely the young people at age of under 29 and people 
over 50 years – the first group begins and the other ends their employment 
activity. 

 Reducing youth unemployment is among the main strategic priorities of 
employment policy at home. In recent years there is a trend of greater 
demand for youths under 29 years of labor market compared to other age 
groups. One of the important factors for the employment of young people is 
that they have good language skills demanded by employers who have said 
jobs. This gives them more chances to realize on the labor market. The 
share to all registered unemployed was 17.8% and compared to the period 
of 2008 we register an increase by 1.5 percentage points (Table 1). 

Tab. 2 Structure of registered persons by age in Blagoevgrad 

Age groups 
 

Absolute value 
ality  (average annual) Ratio (%) 

 under the age of 19     230 1.45 
from age of 20 to 24   1 098 6.9 
from age of 25 tо 29  1 503 9.5 
from age of 30 tо 34  1 571 9.9 
from age of 35 tо 39  1 604 10.1 
from age of 40 tо 44  1 767 11.1 
from age of 45 tо 49  2 129 13.4 
from age of 50 tо 54  2 421 15.2 
over the age of 55  3 554 22.4 
TOTAL 15 877 100% 

 
• Structure of unemployed by sex 
 Still in 2009 the steady trend observed for years continues, the number 

and proportion of women in the sex structure of the unemployed to be 
predominant. Registered unemployed women in Blagoevgrad region are 
54.5% of the entire group of unemployed. With regard to the same period of 
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the previous year the unemployment by sex declined by 5 percentage 
points, which is positive given the appearance that overall unemployment 
increased in 2009. compared to 2008. (Table1). It should hot however be 
ignored that issue indicator of female unemployment was 54.5 percent 
higher by about 10 points of the value of the indicator for unemployed men 
45.5%. 

Direct and substantial impact on the number of unemployed people of 
both sexes have an age, qualifications and education, profession, specialty 
and more. 

 
• Structure of unemployed by occupation 
 The trend typical for the previous years remains and during the 

analized period – 2009, namely the share of the group of individuals without 
specialty (54%) is the largest; followed by the group of individuals with 
working occupations (25. 2%) and the smallest remains the share of 
individuals with specialty (20.8%) (Table 3). Therefore, obtaining higher 
education, the acquisition of additional qualifications and skills is the surest 
way to secure employment during the working life of each person. On the 
other hand we should consider the fact that it is "desired" structure of the 
unemployed rather than the reverse i.e. to dominate those with specialties 
that have already invested in the acquisition of the profession. It will be very 
strong indicator of the gap between business in general on the one hand 
and educational institutions on the other, and between relevant government 
institutions and coordination among them. Unemployed people who have no 
profession could (depending on their age) to obtain such consistent with 
offering of employment of the regional labor market. This would be the 
multiplier effect - solving the unemployment problem as a person and 
reduce the unemployment rate in the studing area. 

 
Table 3 Structure of registered unemployed people according to their 

professional qualification 
 

Indicators 
 2009г. (%) 2008г. (%) 

with working  
professions 25,2% 22.4% 

specialists 20,8% 19.9% 
without specialty 54,0% 57.7% 
Registered-total  100% 100% 

 
In 2009, the average number of registered persons with working 

occupation on the territory of Blagoevgrad region increased comparing to 
2008.  Share of this group was 25.2%, to all registered in labor offices. 
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Compared to the same period last year Blagoevgrad was up 2.8 points. 
Stagnation in the economy led to a reduction of production and release of 
staff from construction, carpentry and tailoring businesses as a result of this 
during the year in the Labour offices an increase in the number of registered 
persons with working occupation is observed. 

 Registered professionals in 2009 were 20.8%. The share of total 
registered professionals compared to the same period of last year also 
marked increase in the value of the index by 0,9 percentage points (Table 
3). 

• Structure of unemployed by educational sign 
The educational structure of registered unemployed in Blagoevgrad 

region is characterized by the highest proportion of those with primary or 
lower education. In total number of registered their share was 44.8% (Table 
4). The trend of decreasing of their share the previous year is positive. 
However it is due to the increase in the share of other groups compared to 
2008. This is evidenced by the higher absolute value of the unemployed in 
the same educational degree. The reason for their large number is in the 
limited capacity of that group of unemployed people to find work and namely 
that is due to poor education and lack of qualifications. 

The educational structure of unemployment in the area is relatively 
unchanged compared to previous periods. 

 
Tab. 4 Educational structure of registered unemployed persons in Blagoevgrad (%) 

 
Indicators 2009г. 2008г. 

Higher education 8.9% 8.9% 
secondary special and 
vocational education 37.8% 35.0% 

with general secondary 
education 8.5% 8.1% 

with primary or lower education 44.8% 48.0% 
egistered-total 100,0% 100,0% 

  
Registered persons with higher education during the period have almost 

the lowest share of 8.9% and it remains unchanged by the actions of the 
economic crisis. It can be assumed that these are people with long-term 
unemployment due to the one part of their advanced age and to the other 
part of their specific occupations for which there is no demand in the labor 
market in the area. 

 Most affected by the effects of economic crisis are those with 
secondary special and vocational education. By them we observe the 
largest increase in absolute and relative value of the unemployed during the 
analyzed period compared to the previous year (Table 4). It is Not only the 
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second largest group (37.8%), but these are people with relatively high 
educational level, which is very disappointing. 

 
• Demand for labor 
 When comparing data on the labor market in the region with those for 

2008, the following conclusions are drawn: 
 » Trend of priority demand of unskilled labor in labor offices is 

maintained; 
 » At the end of the studied period, it is observed even an increase in 

the proportion of seats for the unemployed without qualifications and with 
low education to all advertised vacancies; 

 » Also appear a trend of decrease of jobs advertised for working 
occupations and the number of seats for specialists. 

 In the group of announced vacancies for professionals traditionally has 
a large share of seats for people with technical degrees about 30%, 
followed by those in the service sector 27% -28% and education 12%. In 
Blagoevgrad for the researched period vacancies are 6442. Of these, 5320 
were on the primary labor market and 112 are in employment programs. 
New jobs for 2009 are 1237. 

 The pressure on the labor market (number of unemployed per vacancy) 
in Blagoevgrad region in 2009 is 15 in the indicator value 9 for the previous 
year. 

 There are significant differences between municipalities within the area 
in terms of economic development. These differences have a very strong 
influence on local labor markets. It should also not be ignored the influence 
of factors such as the traditions of the population in employment, specific 
sectoral structure of local economies, and seasonality, which determines 
the demand for labor in the primary market.  
 CONCLUSIONS 

 Economic crisis affects the labor market and unemployment in the 
Blagoevgrad region. The number of registered unemployed increased 
throughout 2009 not only in general, but in all LOD working within its the 
level of unemployment continues to be the highest in the municipialities of 
Belitsa and Yakoruda. The newly registered unemployed people who were 
exempted from the private and public sector are almost equal. The 
distribution of newly registered unemployed persons by sector shows almost 
equal shares of the service sector and industry.  

 Compared to the previous year unemployment in the group of persons 
over age 50 increased by about 10%. Unemployment among women 
increased, too. 
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 In the professional structure of the unemployed the trend, characterized 
for the previous years remains the largest is the proportion of people without 
qualification and with the lowest degree. 

 As positive trends occurring throughout the period in the region we can 
point the reduction of unemployment among young people under age of 29 
years  and preservation i.e. not  increasing of unemployment among people 
with higher education.  

 Announced vacancies on the primary labor market and employment 
measures for the period were 36 less than the same period of 2008. And in 
2009 the trend of reduction of stated in the Labour offices seats for non-
subsidized employment continues. The dominant influence of seasonal 
factors on the primary labor market [1]. 
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Abstract: Assessing the environmental risk can be considered as a 
fundamental factor for the responsible management and the sustainable 
regional development of southwestern Bulgaria. The paper presents a fuzzy 
logic approach for complex estimation of the environmental risk, based on 
the available information sources and the expert knowledge. The risk 
assessment problem is defined as a multicriterial task that evaluates several 
input variables (indicators). A hierarchical system is developed, which 
generates a complex estimation of the environmental risk. The system is 
designed in the MATLAB environment using Fuzzy Logic Toolbox and 
Simulink. The simulation investigations are done. 

Keywords: Fuzzy logic, risk assessment, environmental risk, natural 
hazards, sustainable development, SW Bulgaria 

1. INTRODUCTION 
In the last two decades significant global, regional, and local indications 

of the increasing vulnerability and the changes of environmental conditions 
have occurred worldwide. Many efforts are underway for the improving 
environmental risk assessment, the forecasting, the natural disaster 
preparedness and the risk management to mitigate the negative 
environmental, social and economic effects. 

Bulgaria is exposed to a variety of natural hazards and as a result, the 
public awareness of this exposure is increasing [5]. Southwestern (SW) 
Bulgaria is the region with the most expressed tectonic and seismotectonic 
activity on the whole territory of the country [1, 2, 6]. Besides with the 
seismic activity, which is concentrated in the Krupnik-Kresna and Mesta 
river areas, the combination of many endogenous and exogenous factors 
(recent vertical crustal movements, erosion, surface and ground water level 
fluctuations) provoke the activation of gravitational processes like 
landslides, creep, mud-rock flows, and etc. The greater part of the landslide 
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phenomena occur in the basic landslide regions - the Simitli graben and the 
landslides along some of the faults in the Strouma zone. 

The particular information and the expert knowledge for the natural 
hazards mentioned above are available in the form of the thematic maps 
(for example: seismic hazard, geological hazard, gravitational processes), 
the quantity statistical data and the quality expert evaluations.  

There are many qualitative and quantitative methods for the risk 
assessment. However, it is necessary to point out, that the environmental 
risk assessment is done under the subjective and uncertain conditions. For 
this reason, it is required to use the intelligent assessment methods. An 
intelligent method to assess the risk using the fuzzy logic theory is 
proposed. This approach provides adequate processing the subjective 
qualitative and uncertain quantitative data [8]. 

In this paper a fuzzy logic approach for a complex estimation of the 
environmental risk, based on the available information and the expert 
knowledge is applied. The environmental risk for the SW Bulgaria region is 
assessed only for the seismic and geological hazards taking into account 
the population density. The simulation results using Matlab environment for 
three local areas (Dupnitsa, Blagoevgrad, and Sandanski) are presented. 

2.  SW BULGARIA REGION AND DATA SETS 
The territory of Bulgaria is highly vulnerable to a variety of the natural 

hazards and the climate change. The southwestern region is exposed to the 
potential damages due to the high seismic risk hazard. The present-day 
weak seismicity, as monitored by the National Operational Telemetric 
System for Seismic Information network indicates the formation of two 
seismic zones with obvious differentiation as one of them is a large active 
polygon spread over the southwestern one-third of Bulgaria [2, 6, 7].  

Over the last century several big and destructive landslides have been 
observed with different degree of the landslide hazard, as part of them are 
happened in SW Bulgaria. In this region the manifestation of active 
landslides and mud-rock falls can be closely connected with the 
contemporary tectonic activity, the erosion and the rainfalls [1, 3].  

The actual to 01.02.2011 data from the NSI express census conducted 
in early 2011 are used for the three local regions in the Blagoevgrad and 
Kyustendil districts [4]. 

3. FUZZY LOGIC SYSTEM FOR ENVIRONMENTAL RISK ASSESSMENT 
An approach based on the fuzzy logic expert system for decision 

making is applied for the environmental risk assessment [9]. The used fuzzy 
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system has a hierarchical structure with several inputs and one output. The 
number of inputs corresponds to the linguistic variables, which described 
the natural hazards and the regional vulnerability. The output represents a 
quantitative complex assessment of the environmental risk.  

Here, four indicators for the environmental risk assessment for the SW 
Bulgaria region are defined using the published thematic maps for the 
seismic hazard, gravitational and geological risks, as well as the population 
density data [1, 3, 4, 6]. The input indicators of the fuzzy logic system are as 
follow: 1. Landslides (landslips, creep, falls, flows); 2. Mud-rock flows; 3.  
Seismic hazard; 4. Population density. 

A fuzzy logic system with two hierarchical levels and the defined four 
inputs is proposed. The first level includes two fuzzy logic subsystems each 
of them with two inputs. The fuzzy subsystem output of the second level 
gives the complex risk assessment. A scheme of the two-level hierarchical 
fuzzy logic system is presented on Fig. 1.  

 

 
Fig. 1: Two-level hierarchical fuzzy logic system 

 
The inputs of the first fuzzy logic subsystem are: 1) “Landslides”; 2) 

“Mud-rock flows”. The linguistic variable - the output from this level - is 
defined as “Gravitational processes risk”.  

The inputs of the second fuzzy logic subsystem are: 1) “Seismic 
hazard”; 2) “Population density”. The linguistic variable - the output from this 
level - is defined as “Seismic risk”. 

The two output variables “Gravitational processes risk” and “Seismic 
risk” represent the inputs for the third fuzzy logic subsystem. The output of 
this subsystem gives the complex environmental risk assessment relevant 
to the defined input indicators. The output value is a criterion for final 
decision making about the degree of environmental risk for the studied 
region. The higher value corresponds to the higher risk degree.  

4. DESIGN OF FUZZY LOGIC SYSTEM  
Different criteria exist for each type of the natural hazards, which are 

used to define the levels of the hazard characteristics. Inherently qualitative 
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features of these characteristics are rather than quantitative values, which 
are usually represented by linguistic variables.  

Here, all the input linguistic variables (four indicators and two 
intermediate) are represented by three fuzzy membership functions: “Low“, 
“Middle”, and “High”. The input variables are assessed in the interval [0, 10] 
using trapezoid membership functions as it is shown on Fig. 2a.  

The fuzzy logic system output (complex risk assessment) is described 
by five fuzzy membership functions: “Very low”, “Low”, “Middle”, “High”, and 
“Very high”. The complex environmental risk is assessed in the interval [0, 
100] using triangular membership functions as it is shown in Fig. 2b. 

 
a) trapezoid membership functions for inputs  b) triangular membership functions for output  

Fig. 2. Membership functions of the input indicators (a) and the output (b) 

The inference rules in the fuzzy logic system are defined through “IF - 
ТHEN”-clause. In three fuzzy logic subsystems the rule numbers of the 
knowledge base are 9. Some of the inference rules are defined as follow: 

 
IF “Landslides” is “High” and “Mud-rock” is “Low” THEN “Gravitational 

processes risk” is “Middle”; 
IF “Seismic hazard” is “Middle ” and “Population density” is “Low” THEN 

“Seismic risk” is “Low”; 
IF “Seismic hazard” is “High” and “Population density” is “Low” THEN 

“Seismic risk” is “Low”; 
IF “Gravitational processes risk” is “Low” and “Seismic risk” is “Low” 

THEN “Complex environmental risk” is “Very low”; 
IF “Gravitational processes risk” is “Middle” and “Seismic risk” is “High” 

THEN “Complex environmental risk” is “High”; 
IF “Gravitational processes risk” is “High” and “Seismic risk” is “High” 

THEN “Complex environmental risk” is “Very high”. 
 
The fuzzy logic hierarchical system is design in Matlab environment 

using Fuzzy Logic Toolbox. The three fuzzy subsystems are built in the 
Mamdani type fuzzy inference system. The inference surfaces in 3D for the 
three fuzzy logic subsystems are given on Fig. 3 and Fig. 4. 
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a) Surface of input 1-“Landslides” and input 2-
“Mud-rock” and output – “Gravitational processes 

risk” 

b) Surface of input 1-“ Seismic hazard” and 
input 2-“Population density” and output – “Seismic 
risk” 

Fig. 3. Surface of the fuzzy logic subsystem 1a) and subsystem 2b) 
 

 
 
Fig. 4. Surface of input 1-“ Gravitational processes risk” and input 2-“ Seismic 

risk” and output – “Complex risk assessment” 

5. FUZZY LOGIC SYSTEM APPLICATION 
The designed fuzzy logic system is used to assess the environmental 

risk of three areas in the SW Bulgaria region. These areas - Dupnitsa, 
Blagoevgrad and Sandanski - are exposed to the several types of the 
natural hazards. They have different density of the population. In this region 
of the country many tourist destinations are located, like Bansko, Dobriniste, 
Rupite, Melnik, and etc. Input data indicators for the three local areas and 
the obtained simulation results are presented in Table 1.  

The obtained simulation results for the three local areas in SW Bulgaria 
show that the Dupnitsa area has the highest value of the complex 
environmental risk according to the defined input indicators. For the 
Blagoevgrad and Sandanski areas the risk assessments are comparatively 
equal, but the first region has a little higher risk value. Therefore, the 
Dupnitsa area is more vulnerable to the studied natural hazards. For this 
reason, the stakeholders have to take the relevant management decisions 
to mitigate the potential dangerous consequences by priority for this local 
area. 
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   Tab. 1: Input data and simulation results 
Criterion Dupnitsa area Blagoevgrad area Sandanski area 
Input 1 8 6 8 
Input 2 9 5 4 
Input 3 8 9 7 
Input 4 6 7 6 
Evaluation 85 61 56 

6. CONCLUSIONS 
An approach based on the fuzzy logic for complex evaluation of the 

environmental risk of three local areas in the SW Bulgaria is proposed. A 
hierarchical fuzzy logic system which has two levels and comprises three 
fuzzy subsystems is developed. Four indicators that are interpreted as input 
linguistic variables are chosen. The system output gives the complex 
environmental risk assessment. This assessment can support the 
stakeholders to take more informed decisions for the sustainable regional 
development of SW Bulgaria.  
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The maintenance and protection of soil 
resources natural balance in Yakoruda 

municipality  
Boyko Kolev 

SWU “N. Rilski”, Blagoevgrad, Bulgaria 

Abstract: For potential yield realization from different agricultural crops 
it is necessary to determine crops species, climatic and soil conditions, as 
well as to manage soil cultivations and soil water use efficiency. Modern 
agricultural ecosystems approach the moment when the cost and the 
resulting production will be equal. Therefore, the most important aim is 
reducing the energetic investments in agricultural ecosystems i.e. to reduce 
the expenses. The simulation procedure for soil hydro-physical properties 
(soil moisture at field capacity, wilting point, effective soil water content) 
determination was realized by using soil particle size distribution data only. 
This was realized for the first time for the Bulgarian soils by [2], with 
developed in his Ph.D. thesis simulation model model. The determination of 
soil hydro-physical properties is important for soil resources and fertility 
protection. 

The aim of the study is protection and maintenance of soil resources 
(agricultural land and forests) and ecological balance in the Municipality 
Yakoruda. 

Keywords: environment conditions, soil moisture at field capacity, 
wilting point, effective soil water content, particle size distribution. 

1. INTRODUCTION 
Changed as a result of natural human activity (primary) biotsenozi have 

become secondary in (urban, agricultural lands, plantations) i.e. in 
anthropogenic biotsenozi. All these biotsenozi featuring the green surface 
on which develop the so-called biotope formed agricultural ecosystems. 
According to Odum agricultural ecosystems are semi home systems, i.e. 
mediate between the natural and urban ecosystems. The main energetic 
inputs in one agricultural ecosystem found to be divided among the 
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following groups of costs: investment for machinery and buildings - 14% for 
seed investments - 6% for manual labour input - 1%, pesticides - 14% 
potassium fertilizers - 2 %, phosphorus fertilizers - 4% nitrogen fertilizers - 
43% fuel - 29%. 

Modern agricultural ecosystems approach the moment when the cost 
and the resulting production will be equal. Therefore, the most important aim 
is reducing the energetic investments in agroecosystems i.e. to reduce the 
expenses. 

Major structural elements of each agricultural ecosystem are: 
• sown or planted by human crop. This is the central element of any 
phytocenoses including autotrophic photosynthetic plants. This element 
is largely determined types and numbers of staff heterotrophic 
agrocenoses organisms; 
• weeds; 
• microorganisms from rizosphere (the area around the root system) 
of agricultural plants; 
• bacteria in tuberous roots of legumes; 
• micro-algae, fungi, bacteria, free living in soil and take part in the 
cycle of substances and soil formation process; 
• microorganisms harboured by higher crop and causing pathological 
processes; 
• vertebrates and invertebrates living in crops of cultivated plants. 
They can cause significant damage, but among them there are useful 

species such as insect pollinators. 
The aim of this study is protection and maintenance of soil resources 

(agricultural land and forests) and ecological balance in the Municipality 
Yakoruda. 

2. OBJECT AND METHODS 

2.1. Geographical characteristics 
Yakoruda Municipality [4] is located in the north-eastern part of 

Blagoevgrad an area of 339.3 sq. km. It borders the municipalities of 
Samokov and Kostenets at Sofia and Velingrad, Belitsa and Belovo from 
Pazardzhik district. The municipality is composed of eight villages - the 
municipal centre of Yakoruda seven villages which are located in the south-
eastern part of the municipality., single line spacing, 24 pt spacing before 
and 6 pt spacing after the capital letters. 

Relief - Fig. 1 is mountainous and hilly, covered parts of the Rila and the 
Rhodope Mountains and narrow valley in the upper course of Mesta. The 
average altitude is 1603 m and average slope is 11.1%, which adversely 
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affect general economic and infrastructural development of the municipality 
and the development of the urban network. 

The climate is temperate continental with very low Mediterranean 
influence, penetrating the valley of the Mesta River, the average annual 
temperature is 80C. Winters are cold, with average January temperature is -
20C - snow 150 days a year. Summer is short and cool with average 
temperatures in July 180C. 

 

 
Fig. 1: General form of relief. 

2.2. Soil Resources 
Soil resources are presented in Fig. 2. 
 

 
 15 km 

Fig. 2: Soil Map of the object [3]. 
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Legend: 
1. Alluvial and Alluvial-Meadow, sandy and loamy soils. 
2. Leached cinnamonic forest, eroded; 
3. Delluvial and delluvial-meadow sandy and loamy soils. 
4. Leached cinnamonic forest soils.Плитки излужени канелени горски; 
5. Mountain-meadow soils and rendzinas. 
6. Brown forest soils. 
7. Brown forest soils, mostly acidly. 
8. Leached cinnamonic forest, heavy loamy to slightly clayey soils. 
9. Mountain-meadow and alfehumus soils. 
10. Dark brown and dark colored forest soils. 
The way of sustainable use of soil resources in Bulgaria is presented in 

Fig. 3, their agro-ecological regions - in Fig. 4 and agro-ecological regions in 
which the municipality is included - in Fig. 5. 

 
Fig. 3: The way of sustainable use of soil resources 

 

 
Fig. 4: Agro-ecological regions in Bulgaria [1]. 
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 15 km 

Fig. 5: Agro-ecological regions map for Yakoruda municipality [3]. 
Legend: 
(VІ6) Rila-Pirin mountains region; 
(VІ7) Rodopi mountains region. 

2.3. Methods 
The survey instruments used ArcGIS 9.3 - ArcMap for objects. 
The general view of the object by of ArcGIS 9.3 - ArcMap using is 

presented in Fig. 6. 

 
Fig. 6: General view of the object. 

Brown forest soils predominate (1-7 KG) - Fig. 6 and found more brown, 
shallow, middle eroding (KGE) and brown, shallow, high eroded (KGC). 
They are the most widespread soils in mountain areas and represent 1.7 
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million ha or 15%. These soils are rich in humus, but the average stock to 
absorb nitrogen and phosphorus. They need a combination of fertilization. 
In the high mountains brown forest soils pass into dark colored forest and 
mountain-meadow soils. 

In river beds are found alluvial (AP - alluvial, medium strong) and on the 
slopes - delluvial (SF - (delluvial, slightly strong) and delluvial (RD - deluvial, 
medium strong) soils. In the high parts of the municipality the mountain-
meadow, shallow, weak and middle eroded soils (PL9) dominated. 
Cinnamonic soils - Fig. 6 are represented by cinnamonic and immature, 
shallow, highly eroded and rocks (NCC). Rocks (D), sand and gravel (PM) 
and gorges and gullies (B) complete the soil resources of the municipality. 

 
3. RESULTS AND DISCUSSIONS 

Category of land in the municipality ranges from VI-th to X-th. This does 
not mean that the lands are not fertile. In Rila-Pirin agro-ecological region 
(AER) environmental conditions are suitable for potatoes and wheat bonitet 
71 and 60 ball and in the Rhodope agro-ecological region (AER) 
environmental conditions are suitable, respectively, potatoes, pastures and 
meadows, raspberries, which bonitet score is higher. 

According to agroecological assessment of the municipality soil 
resources can be concluded that although the acquisition of contemporary 
and modern look of Yakoruda effects on the environment are negligible. 

4. CONCLUSIONS 
Made by agro ecological assessment of soil resources can be 

concluded that although the acquisition of contemporary and modern look of 
the municipality Yakoruda effects on the environment are negligible. 
Category of land in the municipality ranges from VI-th to X-th. This does not 
mean that the lands are not fertile. In Rila-Pirin AER environmental 
conditions are suitable for potatoes and wheat bonitet 71 and 60 ball and in 
the Rhodope AER environmental conditions are suitable, respectively, 
potatoes, pastures and meadows, raspberries, which bonitet score is 
higher. 

Of the sites as potential contaminants are not expected to significantly 
impact on a territorial scale. 

The developed self-monitoring system introduction might be used for 
effective monitoring and strict control of air, soil and water. 
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Demographic situation in the villages after 
implementing the National Plan for Rural 

Development  
Minka Anastasova, Maria Shishmanova 

IAE, Sofia, Bulgaria, SWU “N. Rilski”, Blagoevgrad, Bulgaria 

Abstract: The report presents the results for the expected number of 
rural population in 2013 totally for the country, including for the planning 
regions and districts. For this purpose the method of extrapolation estimates 
has been applied on the basis of dynamic series covering the period 2000-
2009. In some cases, when necessary, this period is reduced by removing 
the extreme points from the dynamic series. These so-called “influence” 
points usually turned out to be for the first 1-2 years from the considered 
time horizon. The predicted results are analyzed inferring the basic 
conclusions from them. The human potential in the rural areas will be further 
diminished in an irregular manner in the different planning regions and 
districts.  

Keywords: prediction, number of rural population, planning regions, 
districts. 

1. INTRODUCTION 
The permanently established negative trends in the development of 

demographic processes in the villages determine the extremely aggravated 
situation in the state of human resources in rural areas. A fact of special 
concern is that even after launching the execution of the measures, 
envisaged in the National Plan for Rural Development (NPRD), the 
permanent decline of the rural population number and complete 
depopulation of entire villages are still continuing. According to prognostic 
calculations this trend is not likely to change until at least 2013. The outlined 
diminution of human potential in rural areas in the near future is in line with 
the preliminary data from the last census. 

2. RESULTS, DISCUSSIONS, CONCLUSIONS 

The developed prognostic calculations are grouped in two variants. The 
first option, provisionally called favourable, contains data for the expected 
number of rural population, which coincide with the upper limit of the 
respective confidence intervals, and the second one or the so-called 
pessimistic option includes the predicted values, equivalent to the lower limit 
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of the confidence intervals. Due to the stochastic character of the 
forecasting methods, the obtained results are not strictly fixed and fluctuate 
with a definite guarantee probability within respective ranges. It may be 
assumed that the first variant would be realized under relatively preserved 
general socio-economic conditions for the development of rural regions, 
while the second one – under their eventual further deterioration. The 
prognostic values are given in Tab. 1. 
Tab. 1: Prediction of rural population number towards 2013 according to planning 
regions. 
Planning 
regions 

2009 2013
І variant

Variation 
2013

with respect 
to 2009 (%)

І variant

2013 
ІІ variant 

Variation 
2013 
with 

respect to 
2009 (%) 
ІI variant 

Total for the 
country 2176801 2103567 -3,58 2065630 -5,11 

 Northwest 
(NWR) 184393 170306 -7,64 166200 -9,87 

 North Central 
(NCR) 335049 316801 -5,76

 
308761 

 
-7,85 

 Northeast 
(NER) 431406 418 026 -3,10 410393 -4,87 

 Southeast 
(SER) 225970 221243 -2,09 211091 -6,58 

 South Central 
(SCR) 625521 609751 -2,52 598326 -4,35 

 Southwest 
(SWR) 374462 370666 -1,01 362996 -3,06 

 
The analysis of the data in the table above shows that further decrease 

of rural population is to be expected in the next 3-4 years, which will be with 
3.6% for the first variant and with 5.1% for the second one. This estimate 
results from the established permanent trends in the negative demographic 
development of the rural regions during the previous decades. On the one 
hand, it is related to the constant diminution of the total population number 
in the villages (only for the period 2005-2009 it has been reduced with 
5.4%). On the other hand, as a result of our previous investigations it has 
been established that at present migration as a factor exerts lower impact 
on the dynamics of rural population compared to natural migration. This fact, 
and the circumstance, that the share of people over the age of 65 exceeds 
the number of persons younger than 20 (25.7% versus 18.5%) justify that 
the process of reduction of rural population will continue in the coming years 
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too. Moreover, this negative trend is characterized by certain fluctuations in 
all planning regions (Fig.1). 
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Fig. 1: Expected variation of the number of rural population in 2013 with respect to 

2009 in the planning regions (%). 

The Northwest region is in the most unfavorable situation. The 
population reduction rate in this case is higher than the national average 
(respectively 7.6% and nearly 10%). This is due to the general economic 
backwardness of this region and better expressed presence of rural 
population, its share reaching 37.8% from the total population here, while 
the average relative share of rural population for the country is 28.7%. An 
additional factor is the more strongly aggravated age structure of rural 
population in this region. According to some results [1;3;4] NWR is the 
region with the lowest potential and most numerous difficulties in its 
development and highest concentration of problematic municipalities. It is 
expected that the Montana district will suffer the highest loss of human 
resources in the villages compared to all other districts of the NWR region. It 
is followed by the Vidin district, where the rural population is expected to 
reduce by 8.9% and 11.4% respectively. Although the expected reduction in 
the Vratsa district is lower than that in the other two districts, it remains 
higher than the average for the country (5.6% and 7.9% for the two variants 
respectively). 

The expected change of the total number of rural population in NCR 
also indicates negative values, which are higher than those for the country. 
According to the first variant diminution with 5.8% is envisaged for the first 
variant and 7.8% - for the second one. The main reasons in this case are 
also associated with aggravated age structure of rural population. This 
determines a higher mortality rate and hence – natural migration rate. In 
NCR 96.5% of the total population are due to natural growth of rural 
population and the rest 3.5% are due to mechanical migration. Owing to this 
reason, although there are no weak municipalities in the region [1], in terms 
of the negative demographic processes in the villages it is ranked 
immediately after NWR. No substantial differences in the forecast results 
are observed between the districts included in NCR. The villages situated 
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within the range of the Ruse district are an exception in positive respect. 
The lowest reduction of population is expected for these settlements, which 
amounts to 2.5% for the first and 5.8% for the second variant. 

 One of the biggest district centers as the town of Ruse represents a 
relatively insufficiently attractive place for living at least for the population 
from the neighboring rural municipalities. This may be explained to a certain 
extent with the serious ecological problems, accompanying the town 
development in the near past, as well as with the existence of some of the 
most developed rural municipalities as Vetovo, Byala, Slivo Pole, etc. 
Diminution of rural population to a higher degree than the average reduction 
in the villages throughout the NCR is predicted for the Pleven and Veliko 
Turnovo districts. The main reason for this situation ensues from the very 
low parameters of natural migration of rural population in these two districts. 
In the last years (since 2003) the negative natural growth in the villages of 
the Pleven district varies within the interval minus 14 to minus 18 per 1000 
people of the population, and in the Veliko Turnovo district – from minus 17 
to minus 20‰. 

The changes, which are expected to take place in NER, also outline 
the features of the general negative trend in the further development of the 
demographic crisis in the villages, but they are less pronounced in this case. 
In quantitative respect the aggravation rate of human potential for both 
variants is lower than the average for the country. The predicted reduction 
of rural population for the first variant is by 3.1%, and for the second –  by 
4.9%. The main reason lies in the specificities of the age structure of rural 
population in the region. This is the area with the most favourable age 
structure of rural population in the country. The relative share of the persons 
younger than 20 here exhibits the highest value -21.0%. At the same time 
the share of elderly rural population above the age of 65 is lower than the 
average – 22.2%. In its turn this determines the lowest negative values of 
natural growth of rural population – minus 7.6 per 1000 people. Undoubtedly 
the relatively better demographic parameters of rural population in NER are 
due to the presence of a number of large rural municipalities with promising 
development as Tervel, Krushari, Devnya, Kavarna, Novi Pazar, Veliki 
Preslav, etc. 

The expected reduction of the number of rural population in the 
single districts found in NER varies within a rather broad range: 0.97% in 
Varna district to 5.5% in Silistra district for the first variant, and for the 
second one – from 2.4% to 6.6%. The negative demographic processes for 
the rural population are expected to be displayed to the lowest extent in the 
Varna and Shumen districts, while the population in the villages of the 
Silistra district will be most strongly affected. The negative migration in this 
district is more important than the natural growth, which is within the range 
between minus 5 and minus 8‰ in the recent years. 
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It is natural that the biggest seaside district center Varna attracts 
more people for tourism and recreation than population for permanent 
residence from the adjacent rural municipalities. All municipalities included 
in the Varna district have the status of rural regions and exhibit relatively 
good characteristics concerning transport infrastructure and the sphere of 
budget self-financing [1]. This obviously contributes to a certain stabilization 
of the demographic processes in these rural areas. The relatively low 
natural-growth coefficient – minus 5.4 per 1000 people, which in its turn is 
determined by the strong presence of the Turkish ethnic community in the 
area, is of primary importance for the expected lower decline of rural 
population in the Shumen municipality. 

The reduction of rural population in SER is expected to be by 2.1% 
for the first variant and by 6.6% for the second. The bigger range between 
the two predicted variants is explained by the lower stability of the 
regression model from statistical viewpoint, which leads to higher values of 
the t-coefficient and respectively broader confidence intervals. However, this 
does not make the model inadequate and inapplicable, since the values of 
the empirical F-coefficient (Fisher criterion) are sufficiently high and exceed 
the value of the theoretical F-characteristic. 

 Comparing the values of the integral indicator of the overall socio-
economic potential for development of the municipalities included in SER, it 
becomes clear that a part of them are with characteristics exceeding the 
average ones for the country. These are mainly the municipalities along the 
seaside – Burgas, Nesebar, Pomorie [1;3]. At the same time, municipalities 
with limited potential are found here too. A typical example for such 
municipalities is Malko Turnovo, situated on a large territory in Strandzha, 
with remote villages and aggravated age parameters of the population. As a 
whole, the age structure of rural population in the region is more favorable 
than that in the country, which explains the obtained relatively better 
prognostic results. SER includes three districts, situated in very different 
natural-geographic territories with unequal economic basis. 

The population in the villages of Burgas district for the first predicted 
variant is expected to rise, although insignificantly, while the rural population 
in Sliven and Yambol districts is predicted to decrease by both variants. It is 
obvious that for the villages adjoined to the Southern Black Sea coast area 
the demographic problems are not so drastically outlined as in the case with 
the rest of the villages in SER. Of all the villages in the region the 
settlements in the Yambol district are with the most unfavorable status, their 
natural growth reaching minus 18.5 per 1000 people – one of the highest for 
the country. The expected reduction of population in the Sliven district is 
lower than the average for Bulgaria because of the Roma community in the 
area and here one of the lowest levels of negative natural growth are 
recorded – minus 2.7‰. It may be inferred that the ethnic composition, the 
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geographic and socio-economic profile of the areas in the region will 
continue to exert differentiating impact on the development of the 
quantitative composition of human resources in the adjacent villages.  

In general, lower reduction of rural population is expected in SCR, 
compared to the diminution predicted for the whole rural population in the 
country. This result is valid for both variants of the forecast: by 2.5% and 
4.4% respectively. SCR includes the greatest number of rural municipalities, 
situated in one of the most fertile plain agricultural lands, as well as 
municipalities, scattered throughout the whole Rhodopes massif. Stable 
municipalities (with high values of the integral coefficient) predominate in 
the Plovdiv district, while municipalities with limited potential are 
concentrated in the Smolyan district, including Smolyan municipality too [1]. 
These differences are reflected on the demographic status of the villages in 
the region and on the further development of the demographic processes in 
them. According to the forecast, the rural population in the Smolyan district 
is expected to reduce to a much higher degree. The anticipated diminution 
of the population in the villages of the Smolyan district is far greater than the 
average reduction for SCR. Moreover, it is commensurate with the scale of 
the rural population reduction, typical for NWR. It is expected that the 
dominating role of migration processes in this district will continue till 2013. 

SWP is the region, where the most polar states are observed for the 
municipalities in it. The main reason for this situation is related to the 
presence of the Sofia-city district, which is quite reasonably to have the best 
development parameters in the country, including demographic status too. It 
is known that the total number of the population in the capital is steadily 
growing. The positive demographic profile in this area refers to the villages 
around the metropolitan city too. This is due to the fact that persons 
migrating from the other parts of the country prefer to settle both in the 
capital and in the villages close to it. In addition, the natural growth here is 
also with a negative value (minus 4.5‰), but it is far better than the average 
natural growth, typical for all villages in the country (more than two times 
lower). In 2013 it is expected that the population growth in the villages of 
this area will be preserved for both variants. 

In contrast to the Sofia-city area, almost all other districts in SWR are 
in a different situation. The biggest deviations from the average values for 
the region are predicted in the villages of the Kyustendil district. It is known 
that part of the municipalities in the area (Nevestino, Treklyano, Sapareva 
Banya, etc.) fall within the group of the so-called deprived regions with 
demographic characteristics exhibiting one of the worst parameters. The 
predicted values result from the permanently kept trend of constant negative 
mechanical and natural growth in the district. The absolute value of the 
coefficient of natural migration of rural population here is one of the highest 
for the country (in the last years its values are around minus 20‰). 
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The demographic situation in the villages of SWR in Pernik district is 
relatively good. Although the natural growth of rural population in the area is 
quite high (it occupies levels of minus 22-23‰ since 2003 till now), due to 
the positive mechanical growth in 4 rural municipalities (Kovachevtsi, 
Breznik, Trun and Zemen) it is expected that the rural population in the 
district by 2013 will be increased with 0.12% according to the first variant, 
and that it will be reduced with about 3% according to the second option. 

The population in the villages of the Sofia district is expected to 
diminish according to both variants as a result of the ongoing migration 
processes in the last years - negative mechanical as well as strongly 
negative natural processes. The negative natural growth of rural population 
is higher than the national average (within the range minus 14-16‰). The 
expected changes in the number of rural population in Blagoevgrad district 
are close to those, predicted for the population in the villages of the entire 
Southwest Planning Region. 

The following inferences may be drawn on the basis of the analysis 
of the obtained prediction results concerning the expected changes in the 
number of rural population by 2013:  

- The established trend of permanent reduction of rural population in 
the recent years will continue until 2013 too. On a national level this 
reduction will amount to 3.6% according to the first variant and to 5.1% - 
according to the second variant; 

- After launching the implementation of the measures, envisaged by 
NPRD, in 2007, no substantial positive changes are observed in the 
development of the basic demographic processes in rural areas that 
might exert favorable impact on the stabilization of human resources in 
the rural regions. Regardless of the effect of the measures in NPRD, the 
villages still continue loosing human potential; 

- Especially high negative natural growth of rural population is still 
observed at present. Moreover, although to a smaller extent, migration 
of population from the villages to the towns and abroad is still 
continuing; 

- The high negative value of natural growth in the villages, which is 
far higher than that in the towns, is due to the strong ageing of rural 
population, leading to high mortality and respectively low birth rates; 

- The extent of the expected loss of human potential in the rural 
areas is different for the single planning regions. The NWR region will 
continue to be in the most unfavorable situation, followed by NCR; 

- Relatively lower deficiency of rural population is expected for 
SWR, followed by SCR. The values for the villages in SER and NER are 
almost equal to the average national values of demographic decline; 

- The main reasons for the observed differences in the further 
development of the demographic processes in the villages of the single 
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planning regions are associated with the unequal degree of socio-
economic stability, geographic situation, natural-climatic settings, ethnic 
composition, established traditions with respect to the reproductive 
behaviour of the population, etc.; 

- Certain differences in the degree of the further expected losses of 
human potential in the villages are also observed for the districts in the 
various regions. The following districts will be in the most unfavorable 
position: Montana and Vidin from NWR, Yambol from CER and 
Smolyan from SCR; 

- The districts Sofia-city, Burgas, Pernik, Varna, Plovdiv, 
Blagoevgrad and Stara Zagora will continue to be in a relatively more 
favorable situation with respect to the future demographic status of the 
villages; 

- The outlined differences in the further development of the 
demographic potential in the villages between the single planning 
regions and districts require the application of a differentiated approach 
to determining targeted socio-demographic, economic and migration 
policy to solve demographic issues. 
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1. INTRODUCTION 
The essence of the Danube Strategy and its basic principles are 

subjected to consideration. On the basis of this strategy are presented all 
necessary priorities and management of the Bulgarian Danube territories, 
with the relevant activities for further development in line with the 
requirements of the adopted Danube Strategy. 

2. RESULTS, DISCUSSIONS, CONCLUSIONS 
The European Parliament under Article 192 and Article 265, paragraph 

5 of the Treaty for the Functioning of the European Union, and also the 
question of 03.12.2009 to the Commission concerning the European 
Strategy for the Danube Region (O-0150/2009 – B7-0240/2009), and the 
European Council conclusions of 18-19.06.2009, called upon the 
Commission to draw up a European Strategy for the Danube Region before 
the end of 2010. 

The purpose of the macro-regional strategies is to use in a better way 
the existing resources related to regional development and to find joint 
responses to common challenges. 

The Danube River basin connects ten European countries: Germany, 
Austria, Slovakia, Hungary, Croatia, Serbia, Romania, Bulgaria, the 
Republic of Moldova and the Ukraine, six of these countries being EU 
Member States, and in a broader territorial context the region comprises 
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also the Czech Republic, Slovenia, Bosnia and Herzegovina and 
Montenegro. The Danube region represents an interconnected space of 
heterogeneous economic capacity and is a uniform macro-region, which 
could contribute to overcoming regional differences in the economic 
parameters and launching integrated development. 

The EU programmes for Cohesion Policy, for the European 
Neighborhood Policy and the records of the potential candidates should be 
synthesized for the Danube region. Enhanced interaction will be developed 
between the different EU policies on cohesion, tourism, agriculture, fishery, 
power generation, environment, enlargement and neighborhood policy, 
social development and protection, sustainable economic development 
transport and energy infrastructure, environmental protection, culture and 
education. 

The document fixes the main directions: 
• Evolution via territorial development, closer cooperation in clearly 
distinguished policy areas, in which all government partners have found 
a real added value for Europe, and suggest that this strategy should be 
developed as part of the objective for European territorial cooperation; 
• Required action plan that will complement the document. The plan 
should contain the following elements: environmentally friendly use of 
the Danube River for inland navigation, intermodality with other 
transport vehicles along the river course by improving the whole 
infrastructure, including the existing one, establishing a multimodal 
transportation system along the entire river flow [1]; 
• Emphasis on the necessity of diversifying the energy sources and 
on enhanced cooperation in the sphere of power generation, promotion 
and implementation of joint projects for energy efficiency and renewable 
energy sources as bio-, solar-, wind- and hydro-energy; 
• Emphasis on accurate strategic evaluations and assessments of the 
impact on the environment, including estimates of the consequences for 
the overall river ecosystem; 
• Indication of the exceptional economic interdependence of the 
countries in the Danube region and support of networking for business 
development and non-governmental organizations for trade promotion 
by coordination and encouragement of future options of development, 
mostly of small and medium enterprises, and stimulation the green 
economy growth in the whole Danube macro-region; 
• It is considered that navigation along inland waterways is important 
for the development of transport in the region and an appeal is made for 
removing the transport obstacles in single sections along the Rhine-
Meuse-Main-Danube navigation axis with the aim of improving the 
overall intermodal transportation system along the Danube River 
course. At the same time, the focus is laid on the combination of better 
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inland ports and logistics, inland navigation and railway transport, as 
well as additional possibilities for short-distance navigation by sea [2]; 
• The further development of the trans-European network is proposed, 
in order to improve the intermodality across the region, as well as the 
connections with the Black Sea using the road and railway network; 
• An appeal is made for broader use of modern communications and 
information technologies for establishing as soon as possible an 
effective unified regulation system for the navigation along the Danube; 
• It is considered that sustainable tourism is an important tool for 
encouraging the economic growth in the region. The possibilities of 
ecotourism are also shown, as well as the economic potential of the 
bicycle routes along almost the entire Danube River course; 
• Support for programmes aimed at improving the multicultural 
environment in the Danube region by fostering multinational mobility, 
promoting intercultural dialogue, creating forms of art and 
communication and training institutions and business incubators in 
these areas, and preserving the cultural and historic heritage and 
supporting new cultural industries [3]; 
• Improvement of education, scientific research and social cohesion 
by supporting university exchange programmes in the region and 
enhancing the development of university networks in the region to foster 
centers of excellence, which are competitive on an international level; 
• Mechanisms have been developed for the work of the Commission 
for more effective and timely coordination of the activities of the 
individual countries in the Danube region. 
The following units fall within the direct influence in the Bulgarian 

Danube region [4]: 
• Two (2) NUTS 2 regions: Northwest and North Central region – 
population 1 840 330 (24% of the total for the country) 
• Eight (8) NUTS 3 territories (districts): Vidin, Montana, Vratsa, 
Pleven, Veliko Tarnovo, Ruse, Razgrad, Silistra – population 1 554 940 
(20% of the total for the country) 
• Twenty two (22) NUTS4/ LAU1 territories (municipalities) – 
population 570 450 (7.5% of the total for the country) 
 
 
Priority areas 
The priority areas for the strategy development are outlined on the basis 

of the three “milestones” by the Commission: 
• Connectivity – planning of initiatives for improving the accessibility, 
transport links and communications along and to the Danube and 
efficient use of energy resources; 
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• Environment – conducting a policy, including measures for 
improvement of water quality, biodiversity, risk prevention and 
management; 
• “Unlocking the potential” – a complex of interventions within a 
broad spectrum of socio-economic areas with an emphasis on the 
economic development and increasing the competitiveness of the 
regions, and on education, culture and tourism, which should ensure 
cohesion and multicultural and ethnic dialogue, preserving the specifics 
of regional identity and cultural heritage. 
Priority areas 
Priority: Connectivity 
• Development of transport infrastructure (railways, roads, bridges, 
ports, terminals); 
• Power generation networks and facilities; 
• Information-communication networks and facilities; 
Priority: Environment and risk prevention 
• Reducing water pollution 
• Conservation of nature and biodiversity 
• Risk prevention 
• Promoting the principles of sustainable development 
Priority: Socio-economic and cultural integration 
• Transnational initiatives and support for innovations 
• Promoting trade and investments  
• Human resource development  
• Priority: Effective use of tourism potential  
• Promoting intercultural dialogue 
The management of the Danube Strategy within the range of Bulgaria 

includes: 
Connectivity 
Priority: Development of transport infrastructure 
A complex of measures is included for development and modernization 

of railway, road and port infrastructure, bridges and ferryboat links of the 
Danube River, the waterway and navigation systems, as well as functional 
connections providing logistics (intermodal terminals), sustainable mobility 
and transport safety and security. These measures are integrated in 
complex design directions along the main trans-European transport 
corridors. 

• Construction and modernization of the infrastructure along the trans-
European transport corridors No 7; No 4; No 9; No 10; 
• Development and modernization of the transport infrastructure along 
the destination Danube – Black Sea (Ruse – Razgrad – Shumen – 
Varna); 
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• Construction of the Hemus highway and reconstruction and 
modernization of the first-class roads from the highway to the Danube 
ports.  
• Construction and modernization of the infrastructure along trans-
European transport corridor No 7; 
• Construction of bridges across the Danube and reconstruction of the 
existing bridge; 
• Construction, reconstruction and modernization of the ferryboat 
connections; 
• Construction and reconstruction of port infrastructure; 
• Improving the navigation along the Danube River; 
• Construction of the Danube Scenic Road – reconstruction and repair 
of the road sections parallel to the river from Vidin to Silistra; 
• Construction of a bicycle route and alleys along the riparian strip 
from Vidin to Silistra – Danube cycling trail (part of the e trans-European 
cycling lane along the Danube. 
• Construction and modernization of the infrastructure along trans-
European transport corridor No 4; 
• Construction of a second bridge across the Danube at Vidin – 
Calafat (in progress – ISPA); 
• Reconstruction and renovation of the first-class road (E79) Vidin – 
Montana – Vratsa - Botevgrad; 
• Renovation and reconstruction of the Northern circular road in Sofia 
(Northern tangent); 
• Construction of the Lyulin highway (in progress); 
• Construction of the Struma highway; 
• Reconstruction and modernization of the Vidin – Sofia – Kulata 
railway line.  
• Construction and modernization of the infrastructure along trans-
European transport corridor No 9; 
• Reconstruction of Danube Bridge-1 Ruse – Giurgiu and the adjacent 
railway line; 
• Construction of an intermodal terminal – Ruse; 
• Construction of a south-southeast bypass road of the town of Ruse 
(from highway I-5 – Veliko Tarnovo via main road I-2 Ruse – Varna to 
main road II-21 Ruse Silistra; 
• Improving the access of the Ruse – Giurgiu Euroregion to pan-
European corridor No 9; 
• Rehabilitation of the transport infrastructure for the development of 
cross-border cooperation in the Giurgiu – Ruse region; 
• Reconstruction and construction of a four-way road I-5 Ruse – 
Veliko Tarnovo; 



Section: “Geography and Ecology” 

535 
 

• Design and construction of a tunnel under Shipka peak; 
Construction and modernization of the infrastructure along trans-

European transport corridor No 10 
• Construction of the Sofia – Kalotina motorway; 
• Construction of the northern tangent of the Sofia City; 
• Construction of the Maritsa highway; 
Construction of the Hemus highway and reconstruction of roads from 

the highway to the Danube ports: 
• Construction of the Hemus highway from Yablanitsa to Shumen; 
• Construction and reconstruction of the first-class road connections 
from the highway to the ports of Nikopol and Svishtov. 
Development and modernization of the transport infrastructure along the 

Danube – Black Sea destination (Ruse – Razgrad – Shumen – Varna);  
• Reconstruction and construction of a four-way road I-2 Ruse – 
Razgrad – Varna from km 12+208 to 37+300; 
• Road I-2 Ruse – Razgrad from km 54+700 to km 61+053 and from 
km 63+420 to km 69+300; 
• Road І-2 Razgrad – Shumen from km 88+010 to km 92+700; 
• Restoring the parameters of the Ruse – Varna railway line. 
Environment and risk prevention 
Priority: Reducing water pollution 
• Integrated water management and treatment;  
• Design and building of the infrastructure for drainage and 
wastewater treatment of settlements with more than 10 000 eq. 
residents and preparation stages for the construction of wastewater 
treatment plants (WWTP) in settlements with population between 2000 
and 10 000 eq. residents in the Danube region for basin management; 
• Improving the waste management systems and restoring damaged 
areas and natural landscapes. 
Priority: Conservation of nature and biodiversity 
• Restoring the wetlands and biodiversity conservation along the 
Danube River course.  
Monitoring of the quality of environmental factors in the municipalities of 

the Danube region. 
Priority: Risk prevention 
• Integrated operational management and prevention of crises, 
disasters and accidents; 
• Establishing a common system for prevention of natural and 
technological risks, including early warning systems. 
Priority: Promoting the principles of sustainable development 
• Promoting environmental protection and popularizing climate 
changes and their impact; 



Faculty of Mathematics & Natural Science – FMNS 2011 

536 
 

• Developing eco-urbanization zones in the Lower Danube Euroregion 
– models for sustainable urban development;  
• Increasing the capacity of municipal and district administrations and 
NGOs on sustainable development of the regions. 
Priority: Reducing water pollution 
This priority reflects the measures associated with the integrated 

planning and management of the river area with a number of interventions 
on infrastructure and technologies for environmental protection as 
wastewater treatment plants, waste management, sewerage, soil and water 
treatment, drinking water supply, Danube water use for irrigation; 

• Design and construction of the infrastructure for drainage and 
wastewater treatment of settlements with more than 10 000 eq. 
residents and preparation stages for the construction of urban 
wastewater treatment plants (UWWTP) in settlements with population 
between 2000 and 10 000 eq. residents in the Danube region for basin 
management; 
• Improving the waste management systems and restoring damaged 
areas and natural landscapes.  
Priority: Conservation of nature and biodiversity 
• Development of new and updating existing plans for management of 
protected areas along the Danube River course and implementing the 
activities, envisaged in them; 
• Building a network of protected areas Natura 2000 and gradual 
composition of plans for the management of protected areas along the 
Danube River course; 
• Implementing activities for the protection of endangered animal and 
plant species, encountered along the Danube River course. 
Priority: Risk prevention 
This priority includes both “soft measures” aimed at monitoring, control 

and preparedness of the region for united actions, infrastructural 
components of protective character and basic infrastructure for integrated 
operational management, and prevention of crises, disasters and accidents 
[4]. 

Socio-economic development and intercultural dialogue 
Priority: Transnational initiatives and innovation support 
• Strengthening of the transnational research and scientific exchange, 
creation and development of research centers and programmes  
• Encouraging public-private partnerships, taking into account the 
heterogeneous nature, needs and potential at all levels in the Danube 
region 
Priority: Promoting trade and investments 
• Encouraging foreign investments 
Improved cross-border and transnational policy for the labor market 
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Priority: Human resource development 
• Improving the quality of education, meeting the demand of the labor 
market, creating opportunities for higher qualification and conditions for 
development of applied research and scientific work, in order to transfer 
knowledge and know-how. 
• Improving the opportunities for education, retraining and lifelong 
learning in the region, with emphasis on conservation and development 
of natural and cultural heritage of the Danube region. 
Priority: Effective use of tourism potential 
• Merging the potential for tourism development in the whole Danube 
region, formation of joint tourist products and promotional policy; 
• Complementing the implementation of all previous priorities of 
infrastructural development, via economy and ecology to human 
resources. 
Priority: Promoting intercultural dialogue 
• The promotion of intercultural dialogue is the way to tolerant mutual 
understanding, allowing the European Community to be united in its 
diversity; 
Accelerating the process of economic and social cohesion of the 

regions by the development of sustainable partnerships between them. 
Priority: Promoting trade and investments 
• This priority contains initiatives for supporting entrepreneurship, 
increasing the capacity for conducting effective financial and investment 
policy on a local level, initiatives stimulating business cooperation and 
development of small and medium enterprises, infrastructural measures 
ensuring territorial positioning and logistic support for business; 
Construction of industrial and technological parks and transport-logistic 

and exhibition centers. 
Priority: Human resource development  
• Multidisciplinary projects are identified for the establishment and 
development of educational and training centers, R&D facilities, projects 
for marketing of the labor market and student mobility. The development 
of human resources in the Danube macro-region is based on 
partnership and transfer of knowledge and best practices; 
• Establishment and development of educational and training centers; 
Increasing the capacity of municipal and district administrations and 

NGOs on sustainable development in the region. 
Priority: Effective use of tourism potential 
• The priority covers integrated projects of interregional, cross-border 
and transnational character, aimed at establishing a common Danube 
Tourism Strategy, development of a common tourist market, a range of 
projects for development of Danube tourism products in the field of 



Faculty of Mathematics & Natural Science – FMNS 2011 

538 
 

cultural, wine, countryside and cruise tourism in the Danube macro-
region. 
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Abstract: On the general warming background, the study of 

temperature trends gains in importance. Warming is not linear in time and 
space, but there emerged certain clear regional patterns. The data series 
analysis revealed that within Oltenia Plain, which is located in the south-
west of Romania, air temperature registered a clear upward trend, both at 
annual and seasonal level, trend supported by the values of positive 
deviations, linear regression, and 5-years moving averages. Thus, the 
greatest annual increase occurred in the last decade within most of the 
analysed region, the highest deviations characterizing especially the 
western part of the plain. Differentiated temperature increase per seasons 
might be extremely important in terms of general impact on the 
environment. Consequently, knowing such trends might help us better cope 
with future climate-induced problems.  

 
Key words: temperature, annual trend, seasonal trend, Oltenia Plain, 

Romania 

1. INTRODUCTION 
Air temperature clearly increased over the past century. Experts stated 

that, overall, the global warming was of about 0.6ºC [14, 9], but the warming 
intensity is difficult to be estimated as it did not occur linearly in time and it is 
not uniformly distributed across the globe. Luterbacher et al. (2004) showed 
that, in the late 20th and early 21st century, European climate is very likely 
(>95% confidence level) warmer than that of any time during the past 500 
years and 2003 was by far the hottest summer. However, data analysis 
emphasized that middle and high latitudes of the Northern Hemisphere 
generally received larger amounts of heat [9, 10], but, at the same time, 
there were noticed certain cooling trends [5, 6, 7, 8, 11]. In Europe, 
researchers underline the increase of surface air temperature in most of the 
regions, especially in the last two-three decades [12]. It is worth mentioning 
that 11 of the 12 warmest years on record have occurred in the past 20 
years [16]. 
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In Romania, the results of the research indicated certain changes 
observed in the surface air temperature and precipitation regime (mean and 
extremes), pointing out their direct relation with the changes of large-scale 
circulation patterns. In the studied area, temperature variability is highly 
controlled by south-westerly circulation, modulated by the Carpathians. In 
winter, the region is under the direct influence of moist and warm air masses 
brought by the cyclones formed above the Mediterranean Sea, which register 
a maximum intensity in this season, and thermal convection and 
frontogenesis processes are more frequent than in other areas [2]. Summer is 
characterized by the reduction of the cyclone activity, but, compared to other 
regions of the country, it remains quite intense. There was found an 
interesting connection between NAO phases and Romanian temperature 
variability in winter [1]. It was also analysed the connection between seasonal 
mean maximum temperature and various large scale circulation patterns [15]. 
Starting with 2000, Romania seems to confront itself with ever-increasing air 
temperatures. In the last decade, there are several problematic years, such 
as 2000, 2003, and especially 2007. For example, we mention new thermal 
record values for July (2007, >44°C, at Calafat, which is located within our 
area of interest), a new record number of consecutive dog days – 10, at all 
the stations from the region and one case of 10 consecutive tropical nights 
(Tmin>20°C) at Craiova. There was registered the highest minimum 
temperature, 25°C at Calafat, on the 23rd of July and 24.6°C at Caracal on 
the 24th of July [3]. Consequently, the analysis of the trends registered by air 
temperature in the last 40 years, in the context of global warming, can be 
highly useful.   

2. DATA AND METHODS 
The study area is a plain region, representing the western extremity of 

the Romanian Plain, the largest plain unit in the country. Our choice for the 
5 stations (D.T. Severin, Calafat, Bechet, Bailesti, and Craiova, Tab. 1) was 
based on the quality and continuity of the data. Data were gathered in the 
form of monthly mean temperatures for the interval 1971-2009. Regarding 
the completeness of the air temperature records, there were found no 
missing values. For comparative purposes we also used the mean values of 
temperature calculated for the interval 1961-1990, which are considered 
normal.  

 
Tab. 1: Geographical location of the meteorological stations from Oltenia Plain 
No. Station Altitude (m) Latitude Longitude 
1. Calafat 61 43°59` 22°57` 
2. Bechet 36 43°47` 23°57` 
3. Băileşti 57 44°01` 23°20` 



Section: “Geography and Ecology” 

541 
 

4. Craiova 192 44°19` 23°52` 
5. D. T. Severin 77 44°38` 22°38` 

 
Based on mean annual and seasonal temperature values, we have 

calculated the deviation corresponding to each year and decade averages. 
In order to better render the characteristic temperature trends over the 
region, there were calculated the linear regression (both annual and 
seasonal time scale) and 5-years moving averages (annual time scale). 

3. RESULTS AND DISCUSSION 
3.1 General features of the thermal regime. 
As we have analysed a relatively small and homogeneous landform, the 

mean annual temperatures do not display extremely high differences. 
However, they oscillate between 11 and 12°C and the general tendency is 
to decrease northwards and eastwards [17], the highest value 
corresponding to the western extremity (11.9°C at Drobeta Turnu-Severin) 
and the lowest to the northern part (10.9°C at Craiova), due to both higher 
altitudes and different exposure to air masses. Mean monthly temperatures 
increase from January (the month with the lowest values of the year) until 
July (maximum temperatures within the plain) and then the values register a 
normal decrease. In January, temperature is positive only in the western 
extremity (0.1°C), while within most of the plain the values are negative due 
to the more frequent penetration of cold air masses from eastward: -0.4°C at 
Calafat, -1.1°C at Bechet, -1.1°C at Băileşti and -1,2°C at Craiova (Tab. 2).  

Tab. 2: Mean monthly and annual temperatures within Oltenia Plain (1971-
2010) 

Station  1 2 3 4 5 6 7 8 9 10 11 12 Mean  
D.T.Severin 0.1 1.9 6.5 12 17.5 21.1 23.2 22.8 17.9 12 5.8 1.5 11.9 

Calafat -0.4 1.5 6.5 12.2 17.7 21.5 23.4 22.7 17.8 11.7 5.3 0.7 11.7 
Bechet -1.1 0.9 6.1 12.1 17.7 21.4 23.1 22.2 17.4 11.2 4.7 0.3 11.3 
Băileşti -1.1 0.9 6.1 12 17.7 21 23.1 22.2 17.4 11.3 4.8 0.3 11.3 
Craiova  -1.2 0.7 5.5 11.3 16.9 20.4 22.4 21.9 17.2 11.2 4.8 0.1 10.9 

During the year, temperature increases with about 5-6°C from one 
month to another and the differences among stations are almost similar to 
the ones registered in January, which means that at Craiova, the 
northernmost station, mean temperatures are lower than at the rest of the 
stations. July stands for the highest mean values, above 23°C, except for 
the northern part: 23.2°C at Severin, 23.4°C at Calafat, 23.1°C at Bechet 
and Băileşti, and 22.4°C at Craiova. Temperatures are positive even in 
December, the lowest value, 0.1°C, being registered at Craiova, in the 
north, while the highest, 1.5°C, at D.T. Severin, in the west. Mean thermal 
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annual amplitudes also increase form west to east, from 23.3°C at D.T. 
Severin to 24.2°C Bechet, and decrease northwards (23.6°C at Craiova).  

3.2 Trends of the mean annual temperatures 
The analysis of the annual temperatures indicates a constant upward 

trend within the entire perimeter of Oltenia Plain. Thus, compared to the 
normal (mean temperature of the interval 1961-1990), in the last decade, we 
notice an increase of about 1°C at D.T. Severin and Băileşti and 0.8°C at 
Craiova. Generally, the mean temperature increases with 0.2-0.7°C from 
one decade to another (Tab. 3). The slope of the 20-year increasing trend 
has consistently been steeper than that recorded over the 1961-1990 
period. Comparing the last two decades, the temperature increase reached 
0.37-0.54°C within most of the analysed region, except for the northern 
extremity where the slope is steeper between 1971 and 1990, registering a 
difference of 0.72°C from one decade to another. As it can be noticed from 
Fig. 1, the last decade displays the highest positive deviations, generally 
above 1°C, except for 2005, which was the wettest year registered in 50 
years at most of the stations. As shown in Fig. 2, most stations behave quite 
similarly.  

 

 
The annual air temperature time series along with 5-years moving 

average filter and linear models fitting for the five meteorological stations 
are emphasized in Figure 2. We may notice that the increases are generally 

Fig. 1 Temperature deviations on the 
annual timescale (1971 –2009) relative to 

1961–1990 
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linear over time, with scatter due mainly to interannual variability. The 
increase in mean temperature shown here is significant at the 99.9% level. 

 
Tab. 3 Mean decade annual temperatures within Oltenia Plain 

Decade D.T. 
Severin Calafat Bechet Bailesti Craiova 

1961-1990 11.53 11.38 11.0 10.93 10.56 
1971-1980 11.31 11.18 10.83 10.72 10.20 
1981-1990 11.76 11.57 11.18 11.13 10.92 
1991-2000 11.96 11.87 11.43 11.53 11.16 
2001-2009 12.42 12.27 11.80 11.87 11.41 

 

 

 

Fig. 2 Annual air temperature time series 
along with 5-years moving average filter 
and linear model fitting 
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3.3 Seasonal trends  
From the aforementioned results, it is evident that there is a general 

pre-dominating positive trend in annual air temperature. However, when the 
decadal trends are calculated separately for each season, some distinct 
trends arise (Tab. 4). During the last four decades, winter temperatures have 
increased by 0.04 to 0.11°C. There emerged certain differences within the 
region – in the west, there is a gradually increasing trend, the last decade 
registering the highest value of the entire period and region, 1.39°C at D.T. 
Severin. However, within most of the plain, this increasing trend is insignificant 
in winter (Fig. 3), underling the importance of the penetration of warm air from 
the south-western sector. Starting with spring, the trends become clearly 
positive within the entire plain.  

 
Tab. 4: Mean seasonal temperatures per decade within Oltenia Plain 

Winter  
Decade

/ Station 
D.T. 

Severin 
Calaf
at 

Bech
et 

Baile
sti 

Craio
va 

1971
-1980 0.95 0.56 -0.07 -0.06 -0.07 

1981
-1990 1.10 0.71 0.02 0.08 0.02 

1991
-2000 1.25 0.43 -0.16 0.08 -0.16 

2001
-2009 1.39 0.82 0.21 0.13 0.23 

Spring   
Decad

e/ Station 
D.T. 

Severin 
Calaf
at 

Bech
et 

Baile
sti 

Craio
va 

1971
-1980 11.25 11.51 11.67 11.50 11.67 

1981
-1990 11.87 11.90 11.88 11.74 11.88 

1991
-2000 11.90 12.22 11.85 11.98 11.85 

2001
-2009 12.72 12.76 12.49 12.63 12.39 

Summer   
Decade

/ Station 
D.T. 

Severin 
Calaf
at 

Bech
et 

Baile
sti 

Craio
va 

1971
-1980 21.32 21.39 21.29 20.80 21.29 

1981
-1990 22.09 22.12 21.83 21.73 21.83 

1991
-2000 22.88 23.19 22.87 22.82 22.87 
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2001
-2009 23.23 23.37 22.94 23.08 22.94 

Autumn   
Decade

/ Station 
D.T. 

Severin 
Calaf
at 

Bech
et 

Baile
sti 

Craio
va 

1971
-1980 11.48 11.28 10.67 10.72 10.67 

1981
-1990 11.99 11.54 10.97 11.13 10.97 

1991
-2000 11.79 11.62 11.14 11.53 11.14 

2001
-2009 12.35 12.12 11.60 11.90 11.68 

 
Thus, spring temperatures have warmed by 0.18-0.37°C per decade. 

We notice the same difference, namely the western part displays the 
highest increase. Summer registered the highest positive trends, namely 
0.40-0.55°C per decade, while autumn have warmed by 0.21-0.29°C 
respectively per decade. In autumn, it seems that temperature got higher in 
the central and western parts of the region. Seasonal warming trends are all 
significant at the 95% significance level. Consequently, we can claim that 
the summer air temperature contributes to the annual air temperature much 
more than winter air temperature does. This is probably the main reason of 
the annual air temperature increase, especially during the last two decades. 
So far, it was identified a statistically significant long-term warming trend (up 
to 0.6ºC on spatial average) of Romanian summers over the last 107 years 
(1901-2007) [4]. Even if this feature is not linear, as, according to the same 
authors, two statistically significant changes in the mean summer 
temperatures were noted, namely an upward shift around 1985, and a 
downward shift around 1964, overall summer temperature increased. 
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D. T. Severin Calafat Bailesti 

Fig. 3 Seasonal air 
temperature time series 
along with linear model 

fitting 

Bechet Craiova  

4. CONCLUSIONS 
The analysis of temperature data series in Oltenia Plain, each for a 

period of 39 years long, has revealed that the decadal rate of annual 
temperature increase has reached up to 0.45ºC. Comparing the means of 
the last decade with the normal, which is the mean for the interval 1961-
1990, there results differences of almost 1ºC. The western part of the plain, 
which is also more exposed to the penetration of warm air masses coming 
from the south-western part of the continents, experiences the highest 
increase and deviation. The temperature increases currently being 
experienced in the Romania are currently consistent with temperature 
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patterns over Europe. In spite of certain normal differences induced by a 
distinct geographic location, the temperature trend registered at the five 
analysed meteorological stations particularly during the last two decades 
indicates that the observed patterns are induced by general warming and 
not by local conditions. During the last two decades (1991–2009), 
temperatures have increased most in spring and summer and least in 
autumn, whereas during the 20th century (1901–2000), literature in the field 
mentions that the seasons warming most rapidly were winter and summer, 
while trends in spring were lowest. Winter is presently the season that 
displays the less obvious upward trend, in spite of certain peaks reached in 
the last decade (for example 2007, with more than 3ºC).  

Our analysis emphasized strong rate of temperature increase within 
Oltenia Plain during the last decades. Warming generally and particularly 
different seasonal warming patterns generates important impacts on 
vegetation cycles, energy consumption, and, of course, human health. This 
is why we suggest that future studies should focus on the analysis of other 
climatic parameters without ignoring the differentiated seasonal trends. 
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Abstract: Climatic and topoclimatic features highly influence the 

inhabitancy potential and the social-economic development of an area. 
Thus, the analysis of the main climatic features of Craiova urban-rural 
fringe, illustrated that climate represented a favourability factor in the area. 
At the same time, human activities influence climate, generating specific 
topoclimatic conditions, which are more obvious within the urban space, 
especially in residential and industrial areas. 

Key words: climate, topoclimate, rural-urban fringe, Craiova, Romania 

1. INTRODUCTION  
The main actor of the settlements system is obviously the city that 

through its position and rank influences, on a greater or smaller distance, all 
the other settlements. The term rural-urban fringe underwent various 
mutations until it acquired its present meaning. Thus, the semirural surface 
located in the immediate proximity of the urban perimeter was characterized 
by terms as ruralized area [1], ex-urbs [2], semi-urban surface, technoburbs 
[3], post-suburban surface [4], while presently, urban fringe [5] or even 
urban-rural interface seem to be the most adequate terms. The Oxford 
Dictionary of Geography considers the fringe as the urban-rural transition 
area; however, the fringe also represents the transition area between what 
is urban and suburban, land use being the defining criteria (sport grounds, 
airports, malls, parks, which make the rural area acquire an urban aspect). 
In China, the rural-urban fringe is defined as the surface located out of the 
urban periphery/the limit of the built surface up to the rural region. The term 
fringe is preferred instead of peri-urban as it is considered that the city alters 
the features of the fringe and not vice versa [6].The physical characteristics 
of the natural environment play an important role in the inhabitancy and 
social and economic development potential of an area. Thus, by rendering 
the main climatic features and establishing the topoclimates of Craiova 
rural-urban fringe we aimed at displaying its favourability for anthropogenic 
activities. 
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2. STUDY AREA, DATA, AND METHODS 
The metropolitan area of Craiova is mainly located within Dolj Country, 

except for the secondary urban pole Balş that administratively belongs to Olt 
County. Even if the city has almost 300,000 inhabitants (together with the 7 
suburban settlements that belong to the city), in the near future, Craiova will 
have to assume numerous local and regional responsibilities. Implicitly, at 
the level of 182,057 ha and 31 settlements (Fig. 1) (4 urban settlements and 
27 rural settlements) of the rural-urban fringe, environmental mutations are 
complex and continuous and the anthropogenic factor gradually intensifies 
its print modifying and altering the environment and, of course, climate 
conditions. 

The data used in the present study were supplied by the Statistics 
Directorate, the Regional Meteorological Center Craiova, the Environment 
Agency, as well as by own instrumental measurements performed in the last 
three years. We used topographical maps 1:25,000, orthophotoplans, 
ArcGis 9.3 for generating topoclimatic maps.  

 
Fig. 1 Craiova rural-urban fringe 

3. RESULTS AND DISCUSSIONS  
3.1 General climatic features 
The general features of the climate within the rural-urban fringe of 

Craiova are mainly induced by its geographical location and the general 
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aspect of the relief, characterized by reduced altitudes, generally below 200 
m, lack of major obstacles that favours the penetration of various air 
masses. The presence of the Carpathian Mountains in the north and west 
imposes certain restrictions for the penetration of western and northern air 
masses. Thus, the entire region is under the influence of Mediterranean, 
Euro-Asian, and Atlantic baric centres, with the predominance of the south-
European ones [7]. Global radiation reaches 124 Kcal/cm2, 70-75 Kcal/cm2 
being represented by direct solar radiation. The highest monthly amount is 
registered in June, about 23 Kcal/cm2 and the lowest in December, only 5.5-
7 Kcal/cm2. Thus, the radiation balance oscillates between 45 and 48 
Kcal/cm2, being negative (-1.0 Kcal/cm2) in January and December and 
positive throughout the rest of the year (7.5 Kcal/cm2 in spring; 8.0 Kcal/cm2 
in summer). 

Main climatic parameters. Air temperature. The mean annual 
temperature (1970-2009) at Craiova station is 10.9°C (Fig. 2), the month 
with the highest mean value (22.4°C) being July and the month with the 
lowest mean (-1.2°C) January. The mean multiannual amplitude is 23.6°C. 
On the background of some particular synoptic situations, there occur 
positive and negative deviations. Thus, the highest annual temperature 
reached 12.5°C in 2000, while the lowest value was 9.5°C in 1976 [8]. With 
regard to the maximum temperatures mean, the curve is similar to the one 
of the mean values, meaning a gradual increase from January till July and 
then a gradual decrease with 4-7°C from one month to another until 
December. All the values are positive, varying between 2.5°C and 29°C. 
The minimum temperatures mean is negative in winter (January -4.4°C, 
February -2.8°C, December -2.9°C) and it remains below 16°C even the 
July, 15.8°C.  

 
Fig. 2 Mean temperatures at Craiova station (1970-2009) 

As absolute maximum and minimum temperatures are concerned, we 
mention the values of 41.5°C registered on July 5, 1916 and -35.5°C on 
January 25, 1963. Thus, the absolute maximum amplitude reached 77°C. 
Generally, the maximum temperatures exceed 33°C, but, in the last ten years, 
there were numerous cases when temperature was higher than the 40°C 
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threshold. The minimum temperatures generally oscillate between -13°C and 
-23°C.  

Atmospheric precipitations. The mean annual amount of precipitation, 
calculated as mean for the interval 1970-2009, is 601.3 mm, 353.8 mm 
representing 58.83% of the annual mean being registered in the warm 
season and the rest of 247.5 mm in the cold season (41.17%). Referring to 
seasonal distribution, the lowest amounts are characteristic in winter (114.1 
mm), when anticyclone regime predominates, while in summer, on the 
background of the intensification of the cyclone activity, as well as of local 
thermal convection, there is registered the highest amount (192.1 mm). As a 
particularity of the region, the amounts registered in spring and autumn do 
not show a great difference (149.8 mm, respectively 142.3 mm), due to the 
increase of the Mediterranean cyclone activity, especially in November and 
December. The greatest monthly precipitation amount corresponds to June 
– 74.2 mm and the lowest to February – 33.5 mm (Fig. 3).  

 

 

 
Fig. 3 Mean monthly, seasonal, and semester precipitation amounts at Craiova 

station (1970-2009) 

From the social-economic viewpoint, maximum precipitation amounts in 
24 h, as well as drought phenomena have a great impact. The analysis of 
the climatological data revealed that the frequency of the amounts above 60 
mm/24 h increased in the last 20 years. The largest amounts were 
registered in 1999 (71.9 mm in June and 77.2 mm in September), 2003 
(77.6 mm in April) and 2009 (74.2 mm in July) (Fig. 4), which in many cases 
represents an amount above the multiannual mean. Generally, such 
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amounts are due to torrential rainfalls characteristic during the warm 
season. We remark July with about 33% of the number of cases (the 
greatest amount in 24 h during a year), as well as June and August, which 
are months characterized by a very active thermal convection that enables 
the development of local Cumulonimbus clouds.  

 
Fig. 4 Maximum precipitation amounts in 24 h (1970-2009) 

Drought and dryness phenomena affect the perimeter of the fringe 
especially in the second part of summer; under certain circumstances, 
drought starts even in spring. We noticed an increase of the frequency and 
intensity of these phenomena, mainly in the decade 1991-2000 (the two 
driest years in the last 50 years: 1992 – 293.5 mm and 2000 – 339.0 mm), 
which was followed by a period marked by precipitation excess at annual 
level, but with drought period in July-August (2003, 2004, 2007). 

Wind features. Wind characteristics are highly important if we refer to 
population’s health state within the fringe. The dispersion of pollutants 
depends on the location of the industrial units and wind main direction and 
speed. There predominate the winds from eastern and western sector, 
21.4%, respectively 22.1% of the total number of cases. Atmospheric calm 
also holds a high rate – 24.6% (Fig. 5, Fig. 6). Mean annual speed is 3.7 
m/s, while maximum speed can reach 28-29 m/s.  

 
Fig. 5 Wind frequency and mean 

speed at Craiova (1970-2009) 
Fig. 6 The culoir effect for air 

masses circulation 
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3.2 Topoclimatic features 
The features of the active surface represent the main factor that triggers 

territorial differences of the climatic parameters, generating a series of 
topoclimates within the area of Craiova rural-urban fringe. According to the 
preponderance of the influence factor, we distinguished between natural 
topoclimates (generated by the presence of forests, different crops or 
aquatic units, altitude, shape, inclination and exposition of slopes, etc.) and 
anthropogenic topoclimates [9] (mainly induced by the physical 
characteristics of the construction materials, height, density, and disposition 
of the buildings, by the characteristics of the sewerage system, distribution 
of green spaces, sources of artificial heating and air pollution, etc.) (Fig. 7). 

In the category of natural topoclimates, we identified – valley 
topoclimate, forest topoclimate, lakes topoclimate, crops and meadows 
topoclimate. Even if the analysed surface is not very large, it is quite 
inhomogeneous. The Jiu river develop its entire terrace system on the left, 
the right slope being steep, high and without terraces. At the same time, 
most of the river alluvial plain develops on the left, as well. Thus, the altitude 
difference (> 100 m) between the upper terrace and the alluvial plain 
influences the values of the meteorological parameters. 
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Fig. 7 Topoclimates within the perimeter of Craiova rural-urban fringe 

 
The local measurements indicated a slow thermal inversion, especially 

in winter, between the alluvial plain (Balta) and the top of the terrace 
(TAROM) (Fig. 8), with differences of 2-3°C induced by the stagnation of 
cold dense air on the bottom of the valley. In summer, the temperatures 
registered in the low area are higher due to the sheltering effect that does 
not favour air intense circulation. Besides altitude, there are other factors 
that trigger differences of the climatic parameters. We refer to the soil type, 
as in the neighbourhood of the river, in the areas covered by sand air 
temperature is 3 to 4°C higher than in the areas with vegetation. The 
measurements indicated large differences, up to 6°C between forests and 
(in the north – Melineşti and west – Bucovăţ, Capolăr) and areas covered by 
meadow or crop vegetation that cover large surfaces towards the external 
limit of the fringe. The presence of aquatic units (Craioviţa Pool, Tanchiştilor 
Lake, Işalniţa Lake, the reservoirs located on the Preajba Valley) 
determines the development of a lake topoclimate, characterized by greater 
values of the relative humidity, smaller diurnal and annual thermal 
amplitudes. Their influence is reduce, as data indicated differences only on 
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small surfaces located in their immediate proximity, maximum 200-300 m 
around.  

 
Fig. 8 Spatial distribution of the minimum temperatures in February 2003 within 

Craiova rural-urban fringe 

In the category of anthropogenic topoclimates, we identified several 
types – the topoclimate of the residential areas with tall buildings (the urban 
area), the topoclimate of the residential areas with small buildings 
(corresponding to rural settlements), the topoclimate of industrial areas and 
the topoclimate of green areas (inner city). Generally, the topoclimate of the 
residential areas with tall buildings is determined by the characteristics of 
the construction materials – high caloric capacity, reduced caloric 
conductibility and albedo. This type is characteristic to the main urban pole 
and to the central parts of the secondary urban poles (smaller towns). 
Consequently, temperature displays higher values, with greater differences 
in winter (4-5°C). In Craiova for example, in the central area, which does not 
have a high rate of green spaces and presents an intense traffic, there 
appears the effect of heat island (Fig. 9). Humidity and evaporation are 
lower compared to the open field. The atmospheric calm registers a higher 
frequency, but there are also situations when wind speed increased due to 
the couloir effect exerted by tall buildings placed on both sides of large 
roads. Visibility is also modified, mainly due to the greater amounts of noxae 
resulted from a more intense traffic.  

The topoclimate of the residential areas with small buildings 
characterizes the built perimeters of rural settlements. Due to a greater 
homogeneity of the active surface, the differences of temperature, air 
humidity, wind frequency and intensity compared to the open field are 
smaller than in the previous case. 
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Fig. 9 Spatial distribution of maximum temperatures in July 2007 within Craiova 

rural-urban fringe   
 

The topoclimate of green areas covers larger surfaces in Craiova 
(Nicolae Romanescu Park, Balta Craioviţei, Tineretului Park, The Botanical 
Garden), compared to the other urban settlements. We noticed lower diurnal 
temperatures and amplitudes by comparison with the residential area 
(instrumental measurements revealed 2-4°C lower values, especially in 
summer). Air humidity registers significant increase due to the intensification 
of evapotranspiration, while wind speed diminishes.  

With regard to the topoclimate of the industrial areas, we monitored the 
areas located in the immediate proximity of the city (the North Industrial 
Platform – Işalniţa Power Plant and Chemical Combine, Bear Factory, 
ElPreco, CET Craiova II; the East Industrial Platform – Ford Car Factory, 
Electroputere, etc.). Besides the thermal differences, the respective areas 
are mainly characterized by a higher rate of pollutants. The role of solid 
substances dispersed in the atmosphere should not be ignored as they 
influence fog and low clouds formation. We noticed the situations 
characterized by turbulence when ash wastes located near CET Işalniţa and 
CET Craiova (II) are affected by vortexes that rise huge amounts of 
impurities, reduce visibility and contribute to the increase of the number of 
days with fog.  

5. CONCLUSIONS 
The analysis of the main climatic parameters in the area of Craiova 

fringe emphasized that climate is generally favourable for the development 
of social-economic activities. On the background of a temperate moderate 
continental climate, there occur certain phenomena that affect activities – 
drought, dryness, extreme heat, fog, torrential rainfalls etc. Some of these 
phenomena have entirely natural causes, but, the impact of the others is 
enhanced by human activities. At the same time, settlements especially 
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modify the general features of the climate leading to the development of 
topoclimates. On the basis of the meteorological data (supplied by the 
stations located in the area and sampled by our research team in the last 
years), we identified several natural and anthropogenic topoclimates. The 
last category caught our attention as built perimeters continuously extend 
reducing the surfaces covered by forests and meadows. Thus, we consider 
this study just a preliminary stage of a wider research the purpose of which 
is to render the way climate can be modified locally and regionally by 
anthropogenic factor. 
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Abstract: Environmental impacts of tourism relate primarily to the 
effects, positive and negative, that tourism development has on the natural 
environment. 

With the development of a system of protected areas in Bulgaria are 
found many cases of destruction of their conservation status as a result of 
different economic activities or of fraudulent actions of individuals. This 
causes negative changes in the components of nature or total damage to 
the natural landscape. 

In the report are presented the results of a survey conducted among 
employees of the park in order to obtain the necessary expert information. 

Keywords: national park, park region, environmental impact, 
arrangements 

 
In recent years started paying more attention to questions related to the 

impacts of tourism on the environment. Tourism should be a key driver of 
efforts to protect the environment, as in the absence of high-quality 
environment, tourists would prefer to visit alternative destinations. 

Effects (positive and negative) that tourism development has on the 
natural environment is commonly referred to environmental impacts. [4] 

With the development of a system of protected areas in Bulgaria are 
found many cases of destruction of their conservation status as a result of 
different economic activities or of fraudulent actions of individuals. This 
causes negative changes in the components of nature or total damage to 
the natural landscape. [2] Natural tourism resources have some stocks, 
which in most cases are limited. This limitation theoretically is determined by 
their threshold load above which resources are significantly altered in the 
direction towards less attractive or degrade. Overexploitation of resources 
always leads to their destruction. [5] 

One of the problems associated with the development of tourism is that 
it does not guide only tourists on threatened areas. Along with them are 
accommodated and structures to which tourists are accustomed to their 
place of residence and the necessary accommodation base and 
infrastructure needed to meet their needs. [3] 
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Activities violating the status of protected areas may be conditionally 
divided into several groups: 

Business 
Often the various businesses represented distortion factor of the 

environment in protected areas (construction of roads, ski runs, building the 
equipment and unfolding villa construction undertaken in close proximity to 
the boundaries of protected areas; harvest; fisheries; grazing cattle; picking 
of herbs, wild berries and mushrooms and other)[2] 

Pollution by waste 
There is in all protected areas that are subject to tourist visits. 
Pollution by waste leads to a number of negative changes in 

components of the environment and to violation of the aesthetics of the 
landscape on which it loses its attractiveness to tourists. [5] 

Damage or destruction of facilities 
To this group of activities refers- damage or destruction of lighting, 

fences, buildings, guard rails, bridges, fountains, tables, benches and 
bowers, indicative and illustrative plates, signs, information boards; 
displaced information arrows and other. 

Damage or destruction of natural formations 
The development of speleotourism prejudices the speleological heritage 

in karts region. In many caves are destroyed caves formations and are 
disturbed their occupants. 

Excavations of treasure hunters 
Much of the historical and archaeological sites located in protected 

areas and adjacent territories (settlements around them) are subject to 
mass tourist visits, which harms the environment around and within them. 
Natural and historical attractions are subject to abuse and deception 
regarding by visitors as collection of minerals, rocks and fossils; production 
of unique rock formation for souvenirs and other.  

Exploratory activities 
Although rare, disorders of the nature of the protected areas are caused 

by different types of studies- geological, geophysical and archaeological. [2] 
Pollution of the three components- air, water and soil 
The main causes of air pollution can be summarized as follows: 
1. Traffic on the huge flow of vehicles during peak periods; 
2. Pollution of air environment from the noise; 
3. Air pollution during the tourist season from the separation of gas 

emissions and harmful huge amount of dust in the production of electricity 
from local sources; 

4. Air pollution from the release of harmful gas emissions in local and 
central heating.  

The main causes of water pollution can be summarized as follows: 
1. Water pollution due to discharge of untreated wastewater; 
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2. Lack of environmental consciousness by tourists;  
3. Increasing numbers of vessels. 
The reasons for the negative impacts of tourism on soil and rock 

composition of the earth as a whole are as follows: 
1. Soil compaction due to overload of tourists and non-compliance of 

walking trails lead to distortion of the mineral composition; 
2. Large scale felling of forests caused erosion and increased the risk of 

avalanches; 
3. Occurrence of fires. 
Damage to the flora and fauna 
Species diversity of organisms’ decreases with each passing day as a 

result of human activity and human ambitions to derive maximum dividends 
from tourism development without complying with the laws of nature. The 
most common causes of damage are: 

1. The construction of tourist facilities and accommodation base leads 
to the disappearance of valuable vegetation and many small animals and 
insects; 

2. The construction of roads, cableways and other engineering facilities 
of the infrastructure network lead to imbalances in the ecological balance in 
certain territories; 

3. The poaching; 
4. Disappearance of plant and animal species in areas of mass tourism. 

[3] 
Other disorders 
To this category may be referred: 
1. Uncontrolled penetration and crowding of large masses of people in 

the recreational forest areas. The presence of even one person does not 
pass without a trace. In the mass tourist visiting the process of destruction 
outrun the recovery process. The loss of ecosystem’s sustainability is a 
result of modification of all its components. [1] 

2. Uncontrolled entry and movement of motor vehicles in protected 
areas. The consequences of that are: air pollution by waste gases, pollution 
of rivers and lakes and increase in noise. 

3. Willfully camping of tourists- use of facilities for the construction of 
camps in places where not permitted and thus unfair behavior of tourists 
cause direct harm to the living nature. [5] 

4. Fires caused by indiscriminately burning of fires. Burning in the forest 
fire, except that it carries a risk of fire, ravaged piece of land, which was 
located about 5-7 years. [1] 

One of the methods used to study the environmental impacts of tourism 
in Pirin National Park is the inquiry method. 

 



Faculty of Mathematics & Natural Science – FMNS 2011 

562 
 

In the report are presented the results of a survey conducted among 
employees of the park in order to obtain the necessary expert information. 

The territory of Pirin National Park is divided into five park regions (PR). 
With the permission of the Director of the park were interviewed 10 
employees, two of each park area. 

Based on the specified responses from the questionnaire was 
formulated type of violations found within the area of respondent officer and 
measures taken to their elimination, the answers of employees in one park 
region matched. 

Tab.  
№ Type of violation Park region Taken measures 
1 Trodden grass „Vihren”- Bansko 

„Bayuvi dupki”- Razlog 
„Sinanica”- Kresna

Installing warning boards 

2 Erosion „Vihren”- Bansko 
„Kamenica”- Sandanski 
„Bezbog”- Dobrinishte 

Strengthening 

3 Waste scattered outside 
the regulated site 

„Vihren”- Bansko 
„Bayuvi dupki”- Razlog 
„Sinanica”- Kresna 
„Bezbog”- Dobrinishte

Cleaning of park guards 

4 Contaminated water areas 
with waste from  tourists 

„Bezbog”- Dobrinishte 1. Installing warning 
boards; 
2. Cleaning of park 
guards; 

5 Fires outside the 
regulated site 

„Vihren”- Bansko 
„Bayuvi dupki”- Razlog 
„Sinanica”- Kresna 
„Kamenica”- Sandanski

1. Installing warning 
boards; 
2. Composition of a 
protocol; 

6 Tension tents of 
unauthorized places 

„Vihren”- Bansko 
„Bayuvi dupki”- Razlog 
„Sinanica”- Kresna 
„Kamenica”- Sandanski

1. Control; 
2. Composition of a 
protocol; 

7 Damaged information 
boards 

„Vihren”- Bansko 
„Bayuvi dupki”- Razlog 

Replace with new 

8 Damaged tables, benches 
and bowers 

„Vihren”- Bansko 
„Bayuvi dupki”- Razlog 
„Sinanica”- Kresna

Repair 

9 Illegal hunting „Vihren”- Bansko 
„Sinanica”- Kresna

Composition of an act 

10 Illegal fishing „Sinanica”- Kresna Composition of an act 
11 Illegal logging „Bayuvi dupki”- Razlog Composition of an act 
12 Illegal grazing „Sinanica”- Kresna 

„Kamenica”- Sandanski 
Composition of a protocol 

13 Inappropriate ways of 
gathering herbs and 
mushrooms 

„Bayuvi dupki”- Razlog 
„Bezbog”- Dobrinishte 

Installing warning boards 

14 Illegal business „Bayuvi dupki”- Razlog Composition of an act 
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On the territory of Pirin National Park are established 14 types of 
violations in park regions as follows: 

„Vihren”- Bansko- 8 types of violations; 
„Bayuvi dupki”- Razlog- 9 types of violations; 
„Sinanica”- Kresna- 8 types of violations; 
„Kamenica”- Sandanski- 4 types of violations; 
„Bezbog”- Dobrinishte- 4 types of violations; 
Highest number of violations are found in Bayuvi Dupki - Razlog (9), 

followed by Vihren - Bansko and Sinanitsa - Kresna (8) and at least  number 
of violations are found in Kamenitza - Sandanski and Bezbog – Dobrinishte 
(4). 

Most often are found 10 (from 14) types of violations- Trodden grass; 
Erosion; Waste scattered outside the regulated site; Fires outside the 
regulated site; Tension tents of unauthorized places; Damaged information 
boards; Damaged tables, benches and bowers; Illegal hunting; Illegal 
grazing; Inappropriate ways of gathering herbs and mushrooms. 

Management and planning of environmental impacts is important for the 
sustainable development of destinations, because the tourism and the lives 
of local people depend heavily on the quality of the environment. This 
makes their studying very necessary. The question about the study of these 
effects is still standing "open" due to the complex and dynamic nature of the 
environmental impacts of tourism. 
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Abstract: A weather station is a facility, either on land, with instruments 
and equipment for observing atmospheric conditions to provide information 
for weather forecasts and to study the weather and climate. The 
measurements taken include temperature, barometric pressure, humidity, 
wind speed, wind direction and etc. In this study are present results from 
such facility installed at South-West University of Blagoevgrad, Bulgaria. 
Statistical analysis and reports were conducted for month and yearly. 

Keywords: weather station, temperature, pressure, humidity, wind 
speed; 

1. INTRODUCTION 
Unmanned weather stations play an essential role in the effort to 

analyze and predict the world's ever-changing weather patterns. The 
unmanned stations, based on sensors investigation, collect large amounts 
of weather data and then download the data in real time to a back-end host 
for analysis and long-term storage. The present wireless weather station is 
composed of a remote station and a base station. Monitoring weather 
conditions or environmental parameters is paramount for agriculture, sailing, 
flying and more. 

2. METHODS 
The base station La Crosse WS2350 measures the indoor environment 

of its surrounding area and receives weather data from the following three 
outdoor sensors: 

1) Thermo-Hygro Sensor 
2) Wind Sensor 
3) Rain Sensor 
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The meteorological sensors transform the data measured onto electric 
current. The received data is continuously updated to bring you the latest 
weather information on the base station’s LCD (receiver). The thermo-hygro 
sensor is the main data communication unit since both the wind and rain 
sensors are connected to the thermo-hygro sensor for operating power and 
rely on it to communicate to the base station. Weather data sent from the 
thermo-hygro sensor can be done by wireless 433MHz transmission (up to 
100 meters in open space) or by cable connection.  

The thermo-hygro sensor measures the outdoor temperature and 
relative humidity. It also collects the readings from the rain and wind 
sensors before transmitting the data to the base station by wireless 433MHz 
or by the 10 meter cable included in this set.  

The wind sensor measures wind speed and wind direction and sends 
the data to thermo-hygro sensor which in turn transmits the data to the base 
station. Operating power is taken from the thermo-hygro sensor using a 10 
meter cable connection. 

The rain sensor measures the rainfall and sends the data to thermo-
hygro sensor which in turn transmits the data to the base station. Operating 
power is taken from the thermo-hygro sensor by a 10 meter cable 
connection. Using 433MHz wireless transmission of weather data from the 
sensor to the base station will provide users greater freedom as to where 
units can be positioned without the need to be restricted by cable. 

 
2.1. Technical specification 

The technical specification of weather station was present in Tab.1.  
 

Tab. 1: Technical specification of weather station  La Crosse WS2350 
Parameter Unit Range Precision Accuracy 

Barometric Pressure  hPa; mmHg 300 hPa ÷ 1099 
hPa 

- - 

Indoor Temperature  °F ; °C –9.9 °C ÷ +59.9 °C 0.1 °C - 
Indoor Humidity  % RH 1 % ÷ 99 %  1 % +/- 3 % 
Outdoor Temperature  °F ; °C  –29.9 °C ÷ +69.9 °C 0.1 °C - 
Outdoor Humidity  % RH  1 % ÷ 99 %  1 % +/- 3 % 
Wind Speed km/h; m/s; mph 1 m/s ÷ 49.9 m/s - - 
Rain Gauge mm; inch  0 mm ÷ 999.9 mm 0.5 mm - 
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2.2. Weather station - installation and operation 
Weather station is located in the courtyard of South-West University 

(Fig.1). Sensors are located 2 meters above the grass. Thermo-Hygro 
Sensor is located in the Stevenson screen. Receiver module is located 40 
meters line of sight from the transmitter in a specialized laboratory. 
Coordinates of measurement unit are 420  01”  N and 230  02”  E. This 
weather station consists of a base station and three sensors and software 
for use to upload all weather data from the base station to the Internet. The 
base station measures the indoor and receives the outdoor weather 
information from 3 outdoor sensors (thermo-hygro, wind and rain sensors). 

 

 

 
Fig.1. Weather station view and software 

3. RESULTS AND DISCUSSIONS  

3.1. Reports 
Weather station was full-time operated in 2009. The sample rate of 

measured data was 1 min. This provided possibility to summarize the data 
obtained and presented in table (Tab.2) and graphics (Fig.2) on annual 
report.  
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Tab. 2: Metrological data for each month of 2009, Blagoevgrad, Bulgaria 

Month 
Temperatur

e, C 
Pressure, 

kPa 
Wind speed, 

m/s  
Monthly rain, 

 litre 
Dew 
point 

Heat 
index 

JAN 4.88 961.69 0.93 67.30 2.10 4.94 

FEB 2.81 964.03 1.78 12.20 -2.16 2.85 

MAR 6.71 964.58 1.81 48.20 0.49 5.63 

APR 13.37 967.61 1.12 82.20 4.66 13.93 

MAY 18.17 968.98 1.43 17.50 8.09 23.80 

JUN 22.84 965.54 2.82 59.40 8.74 23.12 

JUL 23.89 966.74 3.75 18.50 14.03 24.94 

AUG 24.85 968.53 3.64 32.90 14.43 25.55 

SEP 20.68 969.88 3.06 17.40 11.86 21.68 

OCT 12.97 967.67 3.44 48.20 8.13 13.55 

NOV 7.78 969.12 2.16 32.90 4.02 7.78 

DEC 5.65 962.95 2.95 84.40 3.06 3.50 
 

The measured data were averaged for individual months (temperature, 
pressure, wind speed, dew point and heat index), for the monthly rainfall 
data are presented cumulatively.  
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Fig.2. Graphical yearly report for 2009 – temperature, pressure, wind speed and 

monthly rain 
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Relative humidity is the amount of water vapor held in suspension in a 
air-water mixture. The relative part of humidity refers the percentage of 
water vapor in the air-water suspension versus the amount of total amount 
of water vapor the air-water mixture at a given temperature.  

Dewpoint is the temperature in which air must be cooled at a constant 
barometric pressure for water vapor to condense in to water.  

Heat index is the "human-percieved" temperature. This measurement is 
rather subjective and can be the subject of speculation.  

Barometric Pressure (sometimes called Atmospheric Pressure), is the 
measurement of pressure exerted by the atmosphere. 

3.2. Discussions 
Apart from the main meteorological parameters that were measured 

also was calculated average dew point and heat index (Fig.3.).  
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Fig.3. Dew point and heat index graph 

4. CONCLUSIONS  
The weather station can be used in a large area: weather forecasting, 

commercial and private farms, agricultural engineers, agronomy 
researchers. The system use vanguard techniques like: wireless 
transmitting, Power Line Comunications, Field Point modules. The station is 
based around state-of-the-art instrumentation that features proven reliability, 
even in harsh environments. 
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Research on Safety of Buildings for Human 
Evacuation 

Veselina Stoyanova, Petya Tsvetkova, Lyuben Elenkov 
South-West University “Neofit Rilski”, Blagoevgrad, Bulgaria 

Abstract: Increasing safety and security of crowded buildings is a main 
requirement for designers and builders.  Irrespective of the requirements 
normative documents provide for, infringements are frequently allowed, 
especially after sites being put into exploitation. They are usually related to 
furnishing of evacuation routes, offices and rooms faced with improper 
facing materials and rooms used in contradiction with their functions. 

Key words: human evacuation, evacuation routes, ignitable material, 
safety, experimental researches 

1. INTRODUCTION 

Modern housing and facility construction makes use of more and more 
diverse and new polymeric and ignitable materials widely used for facings, 
coverings, heat and sound insulations, parts of constructive elements, 
equipments and furniture. Some of them are capable of liberating quantities 
of smoke and heat for a short period of time when burning. Combining this 
with a mistake or flaws in designed and exploited buildings gives extremely 
dangerous situations in case of fire occurrence. Statistics of many countries 
on fire and fire damages indicate smoke liberated during combustion to be 
the reason for 64-73% of human deaths. This makes it necessary for 
experts to concentrate their efforts on searching and developing new 
volumetric planning and special technical solutions consistent with the 
function of buildings and their constructive and architectural requirements. 
[1,2] 

Each second matters for leaving the room and evacuation routes 
outside building’s volume. Not letting planned exits leading outside the 
building close is of significant importance. 

Fire hazard in buildings obliges control bodies in charge for fires and 
environment protection from harmful contaminations interfere actively for 
elimination of infringements allowed. 
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Task Formulation. Purpose of research 
Abiding building and occupant safety rules is of significant essence. 

There are many examples to prove the importance of evacuation from 
crowded buildings. Even in buildings with greatest safety and security level 
(the European Parliament in Brussels) are held evacuation trainings. Thus, 
in 2011, for an instance, a Bulgarian governmental delegation paid a 
planned visit to the European Parliament in Brussels. Due to the ongoing 
planned evacuation of parliament occupants at that time, the visit was 
delayed until the training had been finished. 

The purpose of this report is to make a research on a crowded building 
(Educational Campus No. 2 of the South-West University) and the condition 
of evacuation routes in particular. 

Experimental researches 
Evacuation routes’ walls are covered with ignitable materials – 

panelwork - that has been observed not clinging closely to walls, which is 
unacceptable. There are mirrors hanged along the evacuation route that 
might confuse evacuating people. (Fig. 1 and Fig. 2) 

                       
              Fig. 1                Fig. 2 

In order to establish the level of fire hazard of materials in the building of 
EC No. 2 – velter and panelwork, several experiments have been held to 
establish their flammability and duration of burning in a complicated 
hazardous situation. 

Experiments have been made with experimental stand. For carrying out 
the experiment the following materials have been selected and approved– 
velter and wooden panelwork, Teracol adhesive, fire source – torch, and 
bucket-pump. Each material – velter and panelwork, has been tested twice 
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– in the first case on the stand and in the second case – glued on the wall 
with the adhesive.  Materials are ignited with one and the same fire source. 

   
                        a)                                      b)                                      c)  

   
d)                                      e)                                      f) 

Fig. 3: Experiment with velter on stand  

   
        a)                                      b)                                      c)  

   
d)                                      e)                                      f) 

Fig. 4: Experiment with ignited on the wall velter with Teracol  
 

From the experiment on the stand it has become clear that at the 
ignition of the velter combustion products start liberating strong parallel 
smoking (Fig. 3) in different periods of time (5 seconds). It is obvious from 
the figure that after taking away the fire source, material burns 
independently and strong suffocant smell liberates. 
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In the case with closely glued on the wall velter (fig 4), the longest 
exposure on the fire source leads to material’s surface scorch and almost 
insignificant liberation of combustion products. Taking away the fire source 
makes fire cease. 

A complicated situation of smoking, restricted vision and hard breathing 
might occur in buildings with veltered walls in cases it is nor closely glued 
on the wall. 
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Fig. 5: Comparison of linear burning speed of velter on a stand and velter 

closely glued on the wall  
 

   
a)                                      b)                                      c) 

   
d)                                      e)                                      f) 
Fig. 6: Experiment with wooden panelwork on a stand  
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    a)                                b)                                      c) 

   
d)                                   e)                                      f) 

Fig. 7: Experiment with wooden panelwork glued on the wall  
 

From the experiment with wooden panelwork on a stand (fig 6) has 
been established that during the ignition combustion products with intensive 
smoking start being liberated. One can conclude that after taking away fire 
source, panelwork continues burning independently with liberation of strong 
asphyxiating smell. 

In the case of the experiment with closely glued on the wall wooden 
panelwork (fig 7), longer exposure on fire source leads to surface scorch 
and almost insignificant liberation of combustion products. Combustion 
ceases when fire source has been taken away. 

The conclusion has been drawn that in cases when wooden panelwork 
is not clinging closely to the wall it burns independently, which provokes 
occurrence of a complicated situation related to smoking, restricted vision 
and difficulties in breathing, while in cases when it is clinging closely to the 
wall, combustion is difficult to develop. 
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Fig. 8: Comparison of linear burning speed of panelwork on a stand and 

panelwork closely clinging to the wall  

2. CONCLUSIONS 

• Evacuation routes and rooms are covered with ignitable and 
synthetic materials hiding the risk of smoking when ignited. 
• Experiments carried out confirm that in cases of non-closely clinging 
materials to the wall unpleasant asphyxiating smell, strong OC smoking, 
harmful emissions of carbon dioxide, hydrocyanogen, peroxide of 
nitrogen, etc. occur. 
• According to normative requirements, no ignitable materials are to 
be used for evacuation route panelling and no mirror are to be hanged 
on them. 
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Research on Flammability of Broken and 
Compact Ignitable Materials  

 
Veselina Stoyanova, Asen Nachov, Lyuben Elenkov 
South-West University “Neofit Rilski”, Blagoevgrad, Bulgaria 

Abstract:  Dynamic burning processes of broken (disperse) ignitable 
materials and solid ones follow a particular pattern. Knowing them allows 
defining an algorithm for localization of hazardous processes. 

Key words: broken ignitable materials, compact ignitable materials, 
experimental researches 

1. INTRODUCTION  
Ignitable materials in wooded ecosystems burn volumetrically on the 

surface when in hazardous environment. It is a well-known fact, for an 
instance, that forest fires develop and spread in volume unlike all other fires 
[1]. Forest ignitable material is every particle of organic matter that can 
ignite and burn: boughs, fir-cones, leaves, pieces of bark, stems, trunks, 
stumps, lichens, mosses, etc [2]. Boughs, leaf masses, coniferous leaves, 
fir-cones, they are all representatives of broken stationary-like dispersed 
ignitable materials, for which they burn in volume. Compact large ignitable 
materials (fallen dry trees, boughs) burn longer on the surface. 

Task Formulation. Purpose of Research 
Forest fires start under specific circumstances when grasses dry up in 

March, April, July, August and September. Forest fires ignite from dried 
grasses, which facilitate conveyance of fire on bushes and trees (Fig. 1). 

Fire can spread either from bushes themselves or forest vegetation. 
This might be due to damages of the technical and linear infrastructure 
(transmission lines, gas-mains, etc.) or fires in summer-houses areas, 
holiday houses, huts and camping-sites in the forest. [3] 
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Fig.1: Connection between grasses, bushes and trees   
 

The purpose of this report is to research the ascending convective flow 
of a local stationary fire.  In order to achieve this purpose we have carried 
out a number of experiments with different in their nature and thickness 
ignitable materials – varying from broken to compact ignitable materials. 

Output ignitable materials are hay, straw and coarse compact 10-cm 
thick ignitable material. A metal grill has been used for the research to pile 
ignitable materials on. A metal pipe has been fixed in the middle of the 
frame and lined in 20-cm spaces functioning as a reference point for flame’s 
height. 

1.2 Experiment with straw and hay  
An experiment with straw and hay has been carried out. Both types of 

ignitable materials have been divided into two in advance to achieve greater 
precision of research. Ignitable materials have been piled on a grill to the 
height of 40 cm. Regimes have been consecutively shot with a digital 
camera (Fig. 2 and 3)  
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         a)                                            b)                                     c) 

    
             d)                                    e )                                     f) 

Fig. 2: Experiment with straw  

   
             a)                                         b)                                     c) 
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             d)                                       e)                                       f) 

Fig. 3: Experiment with hay 
 

  
                         a)                                                      b) 
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                        c)                                                          d) 

  
                      e)                                                           f)  

Fig. 4 Experiment - Solid material 
 
 Analysis of the abovementioned regimes gave a clear view of the 

differences in burning of different ignitable materials. On this basis we are 
capable of comparing burning time and flame height. This comparison has 
been illustrated in Fig. 5 and 6.  

From the analysis of outdoor burning of compact ignitable material we 
have ascertained a number of objective laws. Unlike burning of light 
materials, the process here continues many times longer. Flame is not very 
high, but rather stable. 

Straw burns faster for several reasons. It is a light ignitable material with 
tube-like structure. Unlike the so called heavy materials, light ones need 
less heat to ignite. They burn in volume and flames. Straw’s tube-like 
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structure facilitates faster burning by supplying sufficient quantities of 
oxygen to support burning. 

Hay is considered light ignitable material as well. Unlike straw however, 
it has leaf-like structure. This forms greater convective flows and rises 
temperature of fire. Being finer particles, grasses burn in volleys, which is 
clearly seen in the hay experiment with fireballs ejected up in height (Fig. 3 
d), f)). 

 
Fig. 5: Comparison of burning time of material   

 

 
Fig. 6” Comparison of flame heights of different materials  

 
Graphics show straw pile burns fastest and convective flows during hay 

burning are the highest. 
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2. CONCLUSIONS 
Dispersed forest ignitable materials burn intensively and in volleys 

unlike compact wooden material, which is slower to ignite, burns on 
the surface, however its flames, although of low height, are more 
stable and more extended in time. Compact material is possible to 
burn without flames. 

3. REFERENCES 
[1]. Elenkov, L., (2011) Dynamics of forest fires, Vulkan 4 
[2]. Panov, P. (2007), Extinguishing and prevention of forest fires 

manual, Sofia, Bulgaria 
[3]. Stoyanova, V., (2011), “Forest fires in inversion environment”, 

Academy of the Ministry of Interior, Collection of reports, 140-146 
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Temperature conditions of the soils in the 
Blagoevgradska Bistritsa River basin  

(Rila mountain) 
 

Stoyanov K., Stoilov A., Pulev A., Sakelarieva L. and 
Mavrevski R. 

SWU “N.Rilski”, Blagoevgrad, Bulgaria 

Abstract: The changes in the temperature conditions of the soils in the 
valley of the Blagoevgradska Bistritsa River have been observed. The 
DALLAS Instruments thermosensors with accuracy 0.125ºС have been 
used to record the soil temperature at three sites, located at 490 m, 920 m 
and 1480 m above the sea level for 6 months. Daily temperature variations 
at a depth of 60 cm have not been found out. Seasonal temperature 
variations have been observed. The second and the third Law of Fourier 
have been confirmed. 

Keywords: soil temperature, thermosensor, the Blagoevgradska 
Bistritsa River 

INTRODUCTION 
The temperature of the soil is a quantitative measurement of its thermal 

condition. Solar radiation, absorbed by the soil surface, is transformed into 
heat. Part of it is used to warm up the ground air and to evaporate the water 
from the upper soil layer. The other part of the heat goes into the deeper 
soil layers. The warming up and the cooling down of the soil depends on the 
phase transitions of water and its physical features and characteristics - 
thermal capacity and thermal conductivity. The thermal capacity of the soil is 
smaller than that of the water and that is why when the heat flow is the 
same, the wet soil warms up and cools down far more slowly than the dry 
soil. 

The temperature regime of the soil is determined by the impact of 
several basic climate-forming factors, which also influence the air 
temperature - latitude, atmospheric circulation and the type of surface. The 
microclimatic factors also play an important role - the form of the relief, the 
exposure, the physical features of the soil, like type, colour, structure and 
others. The temperature changes in depth follow the Laws of Fourier.  
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The experimental data about the distribution of the temperature in the 
deep soil layers are particularly valuable for determining the life cycles of 
the animals, which inhabit those layers. 

METHODS AND RESULTS 
The soil temperature was studied at three different altitudes - 490 m, 

920 m and 1480 m above the sea level for the period 22.07.2010 – 
22.01.2011. The sites are located in the valley of the Blagoevgradska 
Bistritsa River (Rila mountain) (Fig.1). The DALLAS Instruments DS1921G 
Thermochron iButton thermosensors with accuracy 0.125ºС have been 
used. 

The DS1921G Thermochron iButton is a rugged, self-sufficient system 
that measures temperature and records the result in a protected memory 
section. The recording is done at a user-defined rate, both as a direct 
storage of temperature values as well as in the form of a histogram. Up to 
2048 temperature values taken at equidistant intervals ranging from 1 to 
255 minutes can be stored. Data is transferred serially via the 1-Wire 
protocol, which requires only a single data lead and a ground return. Every 
DS1921G thermosensor is factory-lasered with a guaranteed unique 
electrically readable 64-bit registration number that allows for absolute 
traceability. The durable stainless steel package is highly resistant to 
environmental hazards such as dirt, moisture, and shock. 

The location of the thermosensors is specifically chosen, so that they 
can display comparative characteristics. 

 
Fig. 1: Scheme of the position of the Blagoevgradska Bistritsa River basin 
 
The first group of thermosensors are located in the yard of the South-

West University "Neofit Rilski" Center "Bachinovo", in the low part of the left 
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valley slope of the Blagoevgradska Bistritsa River, close to the mouth of the 
Harsovska River at 490 m above the sea level. The area is with north-
northwest exposure. The slope has a convex profile, with its biggest 
inclination of about 30º, and it gets smaller as the height increases. It rises 
to the elevation of 743,7 m - Orlovski chukar peak, as a left valley slope of 
the Blagoevgradska Bistritsa River. After that it gets larger in a southeast 
direction and outlines the left valley slope of the Harsovska River (Fig. 1). 

The rocks in this region are part of the pre-Cambrian mantle of the Rila-
Rhodope batolite. They are part of the gneiss-migmatite complex from the 
so-called Maleshevska group - biotite and muscovite gneisses and 
migmatites, which are the building blocks of the west slopes of Rila 
mountain [1]. The rocks are highly weathered and cracked on the surface, 
as a result of intensive tectonic transformation and the impact of the 
exogenous processes. In the valley of the Blagoevgradska Bistritsa River 
they form landfalls on the steep sections and on the ditches of the roads. 

The soils in the region of Bachinovo are maroon forest soils. They are 
found on the already mentioned pre-Cambrian metamorphic rocks. They are 
moderate eroded with comparatively opulent vegetation [2]. You can find 
natural broad-leaved low-stemmed forests there. The slope above the 
University Center is afforested with black pine trees, which are 40 years old. 

The coordinates of the area are: 42º02'00.8"N; 23º07'50,6"E, altitude - 
490 m. 

Data about the soil profile have been collected at a depth of 5, 20, 40 
and 60 m (Fig. 2). 

Site 2 - Slavovo is located at about 1 km before the mouth of the 
Slavova River, on the right valley-like bank, at 920 m above the sea level. 
The soil temperature values have been recorded at a depth of 60 m. 

The valley of the Blagoevgradska Bistritsa River in this region has 
southwest direction and steep, raised and high slopes. The inclination at the 
bottom of the slopes reaches 45º. That to a great extent decreases the 
duration of sunshine and the flow of solar radiation, especially during the 
cold half-year. 

The region is built up of amphibolites - the so-called Chetirska 
amphibolite suite of the Troskovska group, which is part of the pre-
Cambrian mantle of the Rila-Rhodope batolite [1]. Because of the significant 
slope inclinations the rocks undergo intensive colluvial processes - 
stonefalls, landfalls and screes. This is particularly typical for the right valley 
slope, whose east exposure determines its poor forestation. 

Site 2 - Slavovo is located at the lower borderline of distribution of the 
brown forest soils. Right into the river valley, as well as on its left valley 
slope, you can find dark brown forest soils. They have fairly strong humus-
accumulative layer, 30 cm thick, dark colour, and light clayey-sandy 
composition. Under it there is a yellowish-brown soil layer, fresh and 



Faculty of Mathematics & Natural Science – FMNS 2011 

586 
 

compact, with a very few pieces of rock. Some of the pieces are 15 cm 
large. The soils are not eroded [2]. The region is well-forested with beech 
and birch trees.  

The coordinates of the area are: 42º01'56.7"N; 23º16'40.3"E, altitude - 
920 m. 

 
 

  
Fig. 2. Soil profile and view from site 1 – Bachinovo 

 
Site 3 is located in the area of Kartalska glade, situated at the upper 

stream of the Blagoevgradska Bistritsa River, on the right river bank, at 
1480 m above the sea level. The valley gets wider at this area and has a 
slightly elevated pattern, a small inclination and a south-southwest 
exposure. It is filled with colluvial, deluvial-proluvial and alluvial deposits, 
which have been brought by the steep valley banks and the movement of 
the river. Some of the deposits have a fluvio-glacial origin. The valley slopes 
around the glade are steep and have a raised cross section, which is a 
typical feature for the whole valley. This is particularly characteristic for the 
left slope, which is significantly longer and higher, but as it gets higher, its 
inclination gets smaller. The right valley slope has a big inclination (40-45º) 
up to 2100 m, it is clear of trees and is subjected to intensive erosion.  

The rock base consists of Upper-Paleozoic average-granular biotite 
granites, which are part of the Rila-Rhodope batolite [1], the building blocks 
of vast parts of East, Southwest and Middle Rila mountain. A large part of 
the valley base is covered by deposited coarse boulders, coarse sand, 
gravel, sands and clay interlayers, which are the result of alluvial-proluvial 
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and fluvio-glacial processes. The base of the slopes is subjected to colluvial 
processes and it consists of pieces of rough rock mass.  

 
Fig.3 Changes in temperature at different altitudes 

 
Kartalska glade is covered by brown forest secondary grassed, 

clayey-sandy soils [2]. They consist of a layer, rich in humus, which is up to 
60-70 cm deep. You can find mainly cereal plants there and a fewer 
leguminous and others plants.  

The coordinates of the area are: 42º02'33.7'N; 23º21'55.9'E, altitude - 
1480 m. 

The results of the temperature distribution at a depth of 60 cm at 
different altitudes for the entire period of study (Fig. 3) display a distinct 
dependence of the temperature at this depth from the seasonal temperature 
variations. There are no indications of daily temperature variations at this 
depth. The results also prove the decrease of the temperature with a 5-
degree gradient at 500 m above the sea level in the summer-autumn period 
and with a 3-degree gradient at 500 m above the sea in the winter. 
 



Faculty of Mathematics & Natural Science – FMNS 2011 

588 
 

  

 
Fig. 4. Comparative graphs of the changes in temperature at a depth of 5 cm, 20 

cm, 40 cm and 60 cm, the site of Bachinovo 

CONCLUSIONS 
As a result of the conducted experiments and the processing of the 

collected data, the following conclusions have been made: 
• there is no indication of daily temperature variations at a depth of 60 

cm; 
• seasonal temperature variations have been recorded; 
• the third Law of Fourier has been confirmed, with a delay of 6 hours at 

every 20 cm in depth; 
• the second Law of Fourier has been confirmed. 
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Abstract: Behavior is a set of actions that ensure the normal 
functioning of life processes and are important for the survival of individuals 
and species in nature. Any behavior is a result of the complex effect of 
heredity, environmental conditions, experience, anatomical and 
physiological characteristics of species. A lot of observations of bears in 
different parks and zoos have been done but still there are features of bear 
behavior that are not researched and cannot be explained. 

The survey was conducted in October 2009 in the Park for re-
adaptation of “dancing” bears in the town of Belitsa region (Rila Mountain). 
Four behavioral elements - movement (foraging and feeding), time spent in 
rest (sleep), time spent in the pool and stereotyped behavior of two bears, a 
male and a female were observed before hibernation. The time spent at rest 
was the best presented behavioral element of the two bears. Their 
sluggishness was most likely due to the imminent beginning of winter. 

Kewords: bear, behavior, park for “dancing” bears, the town of Ballista 
 

1. INTRODUCTION 
Even in ancient times the animal behavior was of interest to people. The 

observations over certain actions of animals found an application in the 
everyday life of ancient people – they helped them in hunting and later on - 
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in the animal domesticating and training. In recent years the scientists’ 
attention has been drawn to more extensive research of the animal 
behavior. The results from these studies do not only have scientific value, 
but are widely used in various men’s practical activities. Thus a new and 
interesting science of biological bases and patterns of animal behavior 
called ethology arose [1, 2]. 

The largest predator in Bulgaria - the brown bear (Ursus arctos 
Linnaeus, 1758) has an individual behavior typical of the animals that live 
alone or in pairs. This species lives in Rila and Pirin mountains, in the 
Rhodopes, Stara Planina and even in Vitosha. People with their activity, 
such as the construction of roads and fences and deforestation, have been 
causing significant damages destroying their habitats and even kill them [3, 
4]. 

2. MATERIAL AND METHODS 
The Park for re-adaptation of “dancing” bears is located on the wooded 

slopes of the South part of Rila Mountain, in the area Andrianov Chark, 
about 12 km from the town of Belitsa, Blagoevgrad municipality, and 180 km 
from Sofia. It covers an area of 12 hectares from 1200 to 1345 m above sea 
level. 

The park was built up with the help of world-renowned experts who has 
been studying the behavior and habits of brown bears. The park area offers 
to its residents dense forests and hills for walking and seclusion, meadows 
and specially differentiated sunny rest places, different in size and form 
pools for bathing and dens for sleeping. So the bears are provided with a 
natural and protected area for quiet life close to the normal for their species 
[6, 7, 8]. The survey was conducted for 4 days - from 24 to 27 October 
2009. Four behavioral elements - movement (foraging and feeding), time 
spent in rest (sleep), time spent in the pool and stereotyped behavior of two 
bears, a male and a female - Gosho and Mariana, were studied before 
hibernation. Gosho bear was born in 1988 and was brought to the park in 
2001. Mariana bear was born in 1987 and has been living in the park since 
2000. The two bears were observed every day from 8.30 a.m. to 6.00 p.m. 
and their activities were recorded in tables in every 10 minutes. 

The bears Gosho and Mariana live together in Sector 7 of the park, in 
completely natural environment, except for the concrete pool and two 
concrete tunnels with a diameter of 1 meter (Fig. 1). Sector 7 was separated 
in 2000 (along with Sectors 5 and 6). No other bears live in Sector 7 
because Gosho bear does not stand to live with other bears, except 
Mariana. 
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Fig. 1. Gosho and Mariana bears in Sector 7 of the park. 

3. RESULTS AND DISCUSSION 
As a result of a study of the bears Mariana and Gosho behavioral 

elements of 8 behavioral systems were determined [5]: 
1. behavior of comfort; 
2. research behavior; 
3. unusual behavior; 
4. rest; 
5.agressive behavior; 
6. foraging; 
7. fear; 
8. others. 

In the present study greater attention has been drawn to 4 basic 
behavioral elements: movement (foraging and feeding), rest (including 
sleep), time spent in the pool and stereotyped behavior. The four behaviors 
occurred in different parts of the sector where the two bears live. Therefore 
four zones can be identified: an area for foraging and feeding, a resting 
area, a swimming area, and a zone of manifesting stereotypic behavior. 

1) Behavior of Gosho bear. 
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For the entire period of observation of the behavior of Gosho bear (Fig. 
2) two behavioral elements prevailed - the rest and foraging. The two other 
behaviors - the expression of stereotype and the time spent in the pool were 
not well presented. Gosho bear spent most of the time in the resting area 
which probably was due to the imminent beginning of winter. 

 

Fig. 2. Ratio (%) of the 4 key behaviors of Gosho bear for the period of 
observation. 

The comparison of the behaviors of Gosho bear during the four days 
(Fig. 3) shows that foraging and rest are inversely related to each other, 
when more time was spent on rest, less time was spent on searching for 
food and vice versa. A similar conclusion can be drawn about the 
relationship between the expression of stereotyped behavior and the time 
spent in the pool, they also relate to one another inversely. 
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Fig. 3. Dynamics of the behaviors of Gosho bear for the period of 
observation. 

2) Behavior of Mariana bear. 
Throughout the four day period (Fig. 4), Mariana bear spent most of the 

time at rest, followed by searching for food and the expression of 
stereotyped behavior. The time spent in the pool was less than 1% of 
behavior, manifested during the period of observation. 

 

Fig. 4. Ratio (%) of the 4 key behaviors of Mariana bear for the entire 
period of observation. 
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When comparing the dynamics of the four behaviors (Fig. 5) of the 
female bear it is found that foraging and rest are in inverse relationship - 
when the time spent on rest increases, the time spent on searching for food 
and feeding decreases and vice versa. On the other hand, the foraging and 
the stereotyped behavior are in direct relationship - when the time spent on 
searching for food and feeding increases, the expression of stereotype also 
increases and vice versa. Mariana bear stayed in the pool for some time 
only during the first day, after that there was no manifestation of such 
behavior. 

 

Fig. 5. Dynamics of the behaviors of Mariana bear for the period of 
observation. 

 

3) Comparison between the behaviors of bears Mariana and 
Gosho. 

For the entire four-day period of observation (Fig. 6), the time spent at 
rest prevailed in the behavior of the two bears, followed by the time for 
foraging and feeding, the expression of stereotypic behavior and the stay in 
the pool. Both bears are quite sluggish during the period, which most likely 
related to the impending onset of winter. Mariana bear demonstrated much 
more stereotyped behavior, which is probably connected with her life before 
she was brought to the park, when she was forced by starvation and pain to 
perform different artistic tricks. 
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Fig. 6. Behavioral reactions of Gosho and Mariana bears. 

4. CONCLUSIONS 

The following conclusions can be drawn, based on the monitoring of 
bears Mariana and Gosho: 

1. For the entire period of observation the time spent at rest was the 
best presented behavioral element of the two bears, followed by the time 
spent for foraging and feeding. Sluggishness of the bears was most likely 
due to the imminent beginning of winter. 

2. An inverse relationship between two behavioral elements – resting 
and movement (foraging and feeding) was observed. When the activity 
increases the time spent in sleep decreases and vice versa. 

3. Reducing the duration of stereotyped behavior is associated primarily 
with increased time for foraging and vice versa. 

4. The comparison of the behavioral reactions of the two bears 
manifests some differences which could be explained by the fact that bears 
are quite individualistic. The male bear was considerably more active than 
the female, which in turn demonstrated more often stereotyped behavior. 
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Nature and peculiarities of the stream order 
configuration in the Struma river basin 
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Abstract: The nature and the peculiarities of the stream order 
configuration in the Struma* river basin are being investigated. To assess 
their meaning, it is necessary to use a more complex approach – for 
example, as the River Continuum Concept (RCC). The results of different 
part of Struma* river are more correct and applicable for river basins 
management and environmental researches.     

Keywords: water and river basins management, stream order 
configuration, River Continuum Concept (RCC), environmental 
requirements. 

 

INTRODUCTION  
The river basin management is one of the main obligations, evolving 

from the “Directive 2000/60/EC establishing a framework for Community 
action in the field of water policy” - known as the Water Framework Directive 
(WFD). But the formal implementation of its requirements is not adequate 
prerequisite for successful management of the processes in the river 
basins. First of all, it is needed to be sure in our motivation (not with 
administrative sound only), second – to use scientifically based approaches 
and third – to discover, to explain, to assess and to manage not just the 
main factors, but and the regional or the local characteristics.  

                                                 
* -  on the territory of Republic Bulgaria. 
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DATA AND METHODS 
 
There are many investigations and a lot of publications have been 

done about the river basins structure and management, for the state of the 
river ecosystems and the possibilities for the keeping “natural” or 
“undisturbed” environmental conditions about them, etc. The main factors 
and characteristics are well studied.    

To explain the processes in the river basins usually is used the River 
Continuum Concept (RCC) (Vannote et al.,1980). This is well known, 
scientific-based, “keystone” approach in stream ecology for description “the 
entire river system as a continuously integrating series of physical gradients 
and associated biotic adjustments as the river flows from headwater to 
mouth” or for fulfilment of the idea and strategic formulation “that every point 
along a river basins, from birth (headwater streams) to maturity (river 
mouth), reflects unique characteristics” with specific meaning for the 
different processes, widely popularized by many WEB pages – 
(www.dnr.state.mn.us/watershed_tool/rcc.html), (www.oxbowriver.com/), 
(www.rivercontinuum.org/), (www.cotf.edu/), etc. 

The uniqueness does not mean any strangeness, including the 
stream order configuration (Allan, J. D. 1995) at the different part of the river 
length. As classic examples it is necessary to note: 

- stream ordering is a process of assigning a number to each section 
of the river and it is useful as a base for RCC when comparisons between 
different rivers or along the reaches of any river are made. The river 
communities are grouped according to stream order procedure and channel 
size into headwaters (1 – 3 order), medium-sized (4 – 6 order) 
streams/rivers and large (7 – 12 order) rivers; 

- a headwater streams (1 – 3 order) have had steep gradient with 
riffles, rapids and falls i.e. there are specific conditions for the processes. 
Energy sources are originating, first of all, outside of the streams in the 
terrestrial environment in the form of leaves and woody material which are 
transported into the water course; 

- in headwater streams (1 – 3 order) have dominated coarse 
particulate organic matter (CPOM) and the shredder communities have 
played a major role in breaking down this coarse plant material;    

- in the middle reaches (4 – 6 order) some stream/river parameters 
(width or depth) increases and others (gradient, velocity or shading) 
decreases. There are fewer riffles and more pools. The 
production/respiration ratio becomes larger and amounts to P:R>1. The 
percentage of shredders communities is less than that of the headwaters, 
so collectors and grazers make up a majority of the structure in water body. 
More significant becomes the role of the fine particulate organic matter 
(FPOM); 
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- there are too specific conditions in the large, lower reaches (7 – 12 
order) of the rivers. Usually these are slow-flowing and deeper water bodies, 
where large amounts of suspended FPOM from the excess production of 
the middle reaches are contained, the water depth and the turbidity in the 
water column have limited primary production (the production/respiration 
ratio is again P:R <1, like the headwaters). Shredders and grazers are 
absent. As a result, collector-gatherers and filter-feeders communities are 
dominated downstream.  

It is clear, the RCC is a well done structure for complex analysis and 
river basin investigations. But the standard differentiation, including 
headwater streams, middle reaches and lower reaches is rather rough 
construction for river basins presentation, than a useful management 
approach for different parts of the river length. As example, it is urgent to 
note an impressive conclusion about  Struma* river basin “which is the only 
river in Bulgaria, we cannot talk about the upper, middle and lower reaches 
in its literal sense, because the average altitude of the watershed of the 
middle reaches is higher than that of the above. The average altitude of the 
river basin at Pernik is 1018 meters, at HMS “Razhdavitsa” - 884 m, at HMS 
“Nevestino” - 856 m, at HMS “Boboshevo”- 974 m, at HMS “Krupnik” - 973 
m and 898 m at the country border” (IWP) - BAS. 2000). Explanations like 
this have shown that the benefit of many investigations and projects is not 
effective enough, because of the methodological imperfections.  

It should be noted that RCC has a lot more potential than to explain 
some features of the ongoing processes in rivers.  

A little part of this idea is developed and some results for Struma* 
river basin are presented below.  

 
RESULTS AND DISCUSSIONS 
 
The core of the RCC implementation is consisted in perfect 

motivation for adequate performance of the unique physical, chemical and 
biotic characteristics at any point or at any reaches of the river length, 
presenting all factors – energy, nutrients, conditions, etc. or, in other words, 
describing different processes in the river basins.  

 As example for Struma* river basin it is established that there are more 
than common explanation of the peculiarities for this kind of river basins.    

The diversity of geology, relief forms, specific climatic conditions, 
soils and vegetation are the natural basis for the formation of runoff and the 
main factors to clarify the differences in the regime of the tributaries of the 
Struma river in the different parts of the river basin. There are two types of 
reaches: 

- one – from the river origin to Zemen town – with the increasing 
range of the stream order (up to the sixth and fifth - on its tributaries) and  
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- other – after Treklianska river (before HMS “Razhdavitsa”) to the 
country border - where the order remains the same and the increase the 
area of the catchment and the increase in runoff due to the tributaries - III, 
IV and V stream order (Fig. 1).  

At the same time, as it was mentioned earlier – Michailov M. 
(2005),(2009),   between village Razhdavitsa (HMS “Razhdavitsa”) and 
HMS “Marino pole” (Bulgarian-Greece boundary) the river reach is 164 
km long and the Struma river basin increased by 8073 km2. There are 
36 tributaries, who is drained this area, whit three of them 
(Dragovishtitsa river, Lebnitsa and Strumeshnitsa rivers) that have 
their origins in Republic of Serbia and FROMacedonia. Transboundary 
tributaries have a significant share in the basin of Struma* (about 38% 
of catchment area for this reach).   

Between HMS “Razhdavitsa” and Boboshevo town (HMS 
“Boboshevo”), length 52 km, the catchment area of the Struma river 
increased by 2150 km2, of which 40% are Dragovishtitsa river, about 
45% are right tributaries of Osogovo mountain and about 15 % of the 
left tributaries of Konyavska mountain.   

In reach between Boboshevo town and village Krupnik (HMS 
“Krupnik”), length of 50 km, the increasing is 2457 km2, of which about 70% 
for the left tributaries from the Rila mountain and about 30% - for the right 
tributaries from Vlahina mountain (here are considered border rivers for this 
region - Sushichka and Gradevska rivers respectively).  

For reach from village Krupnik to HMS “Marino pole”, with a length of 
62 km, the Struma river catchment area is growing with new 3466 km2, of 
which about 28% for the left tributaries from the Pirin mountain, about 55% 
of Strumeshnitsa river and about 17% - for the other right tributaries from 
the Maleshevska and Ograzhden mountains. 
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Fig. 1. Stream order configuration for basic part of the Struma* river 

basin 
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Conditionally, the average growth of area for Struma river basin in 
the first of these reaches is 41 km2/km, in the second division – 49 km2/km 
respectively, and in the third division - 56 km2/km. Due to the significant role 
of transboundary inflows from Dragovishtitsa and Strumeshnitsa rivers, 
respectively at the beginning of the first division and at the end of the third 
section, the indicator for the rest of their length is about 28 km2/km.  

The share of river Strumeshnitsa to outflow in the Struma ranged 
from 5 to 15%, average 10%. Much higher are values for some 
months. For example, for the months from November to March can 
reach 20-40%, and in dry years in its impact on the state of main river 
may be higher during the summer months of July and August.  

To express the role of the additional impact and the relationships at 
different reaches along the Struma* river is used an indicator of the river 
flow increasing (IRFI): 

beg

begend
growth Q

QQ
К

−
=  

where:  
Qend  -  river flow at the end of reach, 
Qbeg    -   river flow at the beginning of reach.   
 
The resulting values Kgrowth for several sections along the Struma 

River in the period 1937 -1995, are given in Fig.2. It should be noted that in 
each area an increase in the runoff against the previous section, the trend is 
maintained for an extended period of time. 

 
Fig. 2.  Growth of the flow for different reaches of the Struma* river 

basin 
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 Even in the period after the construction of “Pchelina” dam (after 
1975) and more pronounced anthropogenic influence, in the reach Pernik - 
Razhdavitsa downstream to the mouth, the role of local factors (tributaries, 
etc.) remains very important. 

 This is an additional argument for a very important role of tributaries 
along Struma* river, especially after Boboshevo town. In these reaches the 
conditions for the formation of quantitative and qualitative parameters of the 
flow are practically determined primarily by local factors and to a lesser 
degree they are result of "adventitious" effects of the above areas. 

Those results can be useful not only as ascertainment, but more as 
a challenge for a more precise discussion on the methods and tools for 
water management. Based on several contemporary approaches (the River 
Continuum Concept (RCC), hierarchical framework for stream habitat 
classification (structure of processes and habitats), stream order 
configuration, etc.) it should be redesigned a number of positions in 
promoting different legal standards and requirements, especially given for 
the conditions in Struma* river basin. 

 This is a little known point of view, but no less important event for 
assessment of the administrative approaches for the river basin and water 
management. In this context it is well to recall a few basic points about RCC 
and the other of mentioned methodical tools. There are not unimportant 
factors and conditions, because the processes in rivers are interrelated. In 
many cases they have had local or regional significance for the catchment 
area and therefore do not fall to the attention of researchers.  
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Fig. 3. Hierarchical framework for stream habitat classification 

(source: Frissell, C. A. et al.,1986) 

Here is the place to mention the mandatory requirement that 
hierarchical links between various factors and conditions must be taken into 
account as a whole system (or subsystems - such as river basin, river 
section, reaches, habitat, etc.) (Fig. 3), rather than as a sequence of its 
separately presentation for one or other part of river length or time of 
happening (Frissell, C. A. et al.,1986).  

Such an approach in studying of water courses is applied now, but in 
terms of management processes, there are opportunities for improvement in 
future. For example, requirements for water quality should not be bound 
only by administrative procedure for their approval (as it is formulated by 
Water Act [2]). Too often there are allowed and inexplicable requirements 
and errors.  

 As example, according to order № RD – 272/03.05.2001 (MEW [3]) it is 
regulated two type of reaches for Struma* river: 

 - after village Bosnek to Blagoevgradska Bistritca River - II category, 
and 

- after Blagoevgradska Bistritca mouth to the country border - III 
category. 

The requirements for each of these categories are defined after 
Ordinance № 7 (OJ No.96/1986) for indicators and standards for 
determining the quality of surface water – as permissible levels of 
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contamination of river flow at minimum monthly average level (a year with 
probability 95%) after discharging waste water in water bodies. 

In the desire to solve the problems of river basins, too often we rely 
on the administrative activities, which are confirmed by the examples above. 
Usually the administration starts from the position of the inevitable 
contamination of the water. 

 Without any explanations or references to research results on the 
natural essence of the ongoing processes in the Struma River in an 
administrative way are perceived norms after Blagoevgrad, which instead of 
being helpful can lead to unwanted effects on the river state.  

Here is pertinent to note that the requirements for minimum flow in 
the river are important for the regulation of responsibilities in the discharge 
of waste water into the rivers. The reference only to those norms in other 
cases it may cause misunderstandings, because failure to take account of 
additional factors and conditions with a much more prominent role in the 
processes in river (temperature, oxygen or sediment regime, entry of 
nutrients from the catchment area, river flow parameters – velocity, depth, 
width, etc.). As example for the Struma* river basin, there is a good relation 
between the mean velocity and the flow (at the main hydrometric stations – 
HMS) (Fig. 4). It is usable information about the main, driving parameters 
and the predominantly natural character of the processes in the river basin 
for a long period (1960-2005 years).    

It is evident that the variety of local factors, stream order 
configuration and impacts in the Struma* River Basin is quite large. Knowing 
them is a good basis for clarifying the mechanism of the processes in the 
formation of flow of the Struma river, including and in connection with 
registered improvements in water quality in recent years (Fig. 5). Therefore, 
the effect of pollution of the Struma* river, because of the discharge of 
untreated waste water, should not be used as arguments to the state or as 
a prerequisite for the regulation of environmental requirements. 

The results, shown and discussed here, are quite significant, 
especially as regards the activities of water basins management - 
categorization, maximum allowable concentrations, conditions for socio-
economic activities at regional or local level for different reaches of the 
Struma* river length, etc.  

May be, it is time to explain our position – there is not any meaning 
of the administrative activities and norms if we are unfamiliar with the tools, 
discussed here – the stream order configuration, the River Continuum 
Concept (RCC), the hierarchical framework for stream habitat classification, 
etc. An indicative example in this connection is shown at Fig. 5.   
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Fig. 4. Relation between the mean velocity and the flow for Struma* 

river basin 
(at the main hydrometric stations – HMS, for 1960-2005 years) 

 
 
It is clear, the administrative limitations for BOD5 as water quality 

parameter: 
- is well done legal procedure, but  
- for Struma* river basin, at different monitoring stations from 1976 

till 2005 year, as management tool it is not usable enough. The natural 
capacity of the Struma* river basin is very powerful and in a state to reduce 
the impacts, even from period between 1975 – 1990 year, when the 
economics activities has been more rough, because of the less treatment 
plants and discharging of polluted waste water in the river. It is one more 
reason for correction of our position toward the Struma* river basin 
management in the recent years. 
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Fig. 5. Dynamic of BOD5 as water quality parameter for Struma* river at 

different monitoring stations from 1976 till 2005 year 
 
 

Inherently the results, shown here, are a little step at the area of the 
water investigations, but provoke a lot of questions toward the principle and 
tools for river basin management, especially for Struma* river basin. 

  
 

CONCLUSION 
 

The analysis of the stream order configuration is not yet used 
enough as a tool for assessment and management the processes in the 
river basins. In many cases this kind of information find place in the 
introductions or in the common part of the articles, publications, 
investigations, etc., usually as explanation without any analysis or comment. 

The implementation of contemporary approaches (the River 
Continuum Concept (RCC), hierarchical framework for stream habitat 
classification (structure of processes and habitats), stream order 
configuration, etc.) for a river basin management has required more 
complex and fundamental knowledge for the nature and peculiarities of the 
processes in Struma* river basin.  

There is necessity to take in view: 
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- first - the state of the stream (or river reach) in any place and in any 
time depends on the all factors and characteristics in the above-lying parts 
of the river basin, and 

-  second - affects the state of below-lying parts of watercourses.   
 
The peculiarities of the Struma* river basin (for example stream 

order configuration) have had a driving function for regional and local level 
of management, because of which are needed for more serious attention.   
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Department of Geography, Ecology and Environmental Protection, 66 Ivan 

Mihailov Str., 2700 Blagoevgrad, Bulgaria 

Abstract: The present observations of the herpetofauna in the territory 
of the Blagoevgrad municipality have been carried out since 1988 in order 
to summarize the available data about the amphibians and reptiles in this 
region. The results about the turtles and lizards are presented and 
discussed in this report. Three Testudines and eight Sauria species have 
been recorded - four of them - for the first time. Six species are widely 
distributed in large numbers in the studied area. Localities with accurate 
geographical coordinates, habitats, and some aspects of the ecology of 
certain species are reported for the first time. 

Keywords: Testudines, Sauria, distribution, ecology, Blagoevgrad 
municipality, Bulgaria 

1. INTRODUCTION 
Some data about the Testudines and Sauria species, distributed in 

southwest Bulgaria, are found in the works of Buresch and Zonkow [1] and 
Duhalov [2], as well as in the collection of the Regional Historical Museum 
in the city of Blagoevgrad (RHM - Blagoebgrad). 

The present survey of the herpetofauna in the territory of the 
Blagoevgrad municipality has been carried out since 1988 in order to 
update the available data about the taxonomy, distribution and ecology of 
the amphibian and reptile species in this region. The information about the 
species composition and distribution of the amphibians was summarized in 
the publication of Pulev and Sakelarieva [3].The results about the turtles 
and lizards (Reptilia) are presented and discussed in this report. 

2. MATERIAL AND METHODS 
The Blagoevgrad municipality is located in the South-West 

Bulgaria [3]. The observations of turtles and lizards have been made 
during day field trips. Some localities have been told by other 
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specialists. Only the localities with accurate geographical coordinates 
are put on maps. 

3. RESULTS AND DISCUSSION 
Three Testudines species (2 tortoises and 1 terrapin) out of 4 for the 

whole country have been found in the territory of the Blagoevgrad 
municipality: 

Eurotestudo hermanni (Gmelin, 1789) 
Localities: Near the city of Blagoevgrad [1]; one specimen, the city of 

Blagoevgrad, Loven dom park, 08.1981, RHM - Blagoevgrad, Sl. Veselinski 
collect.; two specimens, the city of Blagoevgrad, Balarbashi area, 
20.08.1974, 25.08.1974, RHM - Blagoevgrad, E. Andreeva collect.; one 
specimen, in the vicinity of the city of Blagoevgrad, 28.08.1975, RHM - 
Blagoevgrad, E. Andreeva collect.; one juvenile specimen, the village of 
Pokrovnik, 10.05.1984, RHM - Blagoevgrad, Sl. Veselinski collect.; one 
shell, the Marulevska River, left tributary of the Harsovska River, south-west 
of the village of Gorno Harsovo, in mixed forest (N42°00′44″ E23°10′08″, alt. 
ca 641 m), 30.08.1998; one crushed juvenile specimen, on the road to the 
village of Gorno Harsovo, two kilometers after the road fork (N42°01′47″ 
E23°08′30″, alt. ca 510 m), 05.10.1996; one specimen, on the road near the 
mouth of the Harsovska River (N42°02′02″ E23°08′02″, alt. ca 472 m), 
16.07.2010; one specimen, the same locality, 08.2010, G. Manolev observ.; 
one juvenile specimen, South-West University Center Bachinovo, in mixed 
forest, (N42°02′00″ E23°07′51″, alt. ca 490 m), 22.04.2011; one specimen, 
north-east part of the city of Blagoevgrad (N42°01′42″ E23°06′26″, alt. ca 
429 m), Hr. Peshev observ.; several specimens, the city of Blagoevgrad 
Drinking water treatment plant (N42°02′14″ E23°06′35″, alt. ca 563 m), Hr. 
Peshev observ.; several specimens, in sparse pine forest between the city 
of Blagoevgrad and the Drinking water treatment plant (N42°01′54″ 
E23°06′25″, alt. ca 523 m), Hr. Peshev observ.; one specimen, the city of 
Blagoevgrad, Loven dom park (N42°01′12″ E23°06′26″, alt. ca 484 m), 
04.07.1998; several specimens, between the Strumsko residential area (the 
city of Blagoevgrad) and the village of Izgrev, in oak forest (N41°59′33″ 
E23°06′06″, alt. ca 428 m), summer of 1988; nine specimens, the 
Kaimenska chuka height, south of Blagoevgrad, in sparse pine forest 
(N41°58′35″ E23°05′35″, alt. ca 373 m), 16.07.1988; one shell, east of the 
village of Dolno Tserovo, in a gully (N41°56′42″ E23°06′40″, alt. ca 442 m), 
22.07.1997; one specimen, the north-west part of the village of Dolno 
Tserovo, on the road (N41°56′47″ E23°05′52″, alt. ca 316 m), 28.07.2009; 
one specimen, north-west of the village of Belo pole, near the railway 
(N42°02′21″ E23°02′14″, alt. ca 348 m), 11.05.1997; two specimens, south 
of the village of Riltsi, in black locust (Robinia pseudoacacia) forest, close to 
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the road (Е79) (N42°01′45″ E23°03′33″, alt. ca 369 m); one crushed 
specimen, the city of Blagoevgrad, at the exit to the city of Sofia (N42°00′55″ 
E23°04′21″, alt. ca 353 m), 07.03.1999; one specimen, the village of 
Debochitsa, Domozettsi neighbourhood, in an open grassy place 
(N41°51′34″ E22°57′41″, alt. ca 1120 m), L. Domozetski observ.; three 
specimens, two of which in copulation, in sparse broad-leaved forest south 
of the village of Selishte (N41°59′01″ E23°00′07″, alt. ca 599 m), 
25.04.2002, R. Ivanova observ.; one shell, by the dam of the Stoikovtsi 
reservoir, in an open grassland (N41°58′50″ E22°58′47″, alt. ca 599 m), 
23.04.2002; one specimen, the village of Obel, the neighbourhood of 
Plyangovtsi, in oak forest (N41°57′37″ E22°53′21″, alt. ca 971 m), G. 
Manolev observ.; two specimens (male and female together), in dense 
mixed forest, north-west of the village of Klisura (N42°00′34″ E22°53′44″, alt. 
ca 830 m), 12.00h,17.04.2003 (Fig. 1). 

Remarks: The Hermann`s tortoise is a widely distributed species in 
comparatively high numbers in the territory of the Blagoevgrad municipality. 
It inhabits most often various types of forests and shrubby areas, but it is 
found also in open lands, close to settlements, in parks, vineyards, by the 
roads, between agricultural lands. 

 
Fig. 1: Distribution of Eurotestudo hermanni, Testudo graeca and Ablepharus 

kitaibelii in the territory of the Blagoevgrad municipality 
 
 
Testudo graeca Linnaeus, 1758 
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Localities: two specimens, in the vicinity of the city of Blagoevgrad, 
28.07.1974, 07.08.1974, RHM - Blagoevgrad, E. Andreeva collect.; one 
specimen, near the mouth of the Mishovets River, in broad-leaved forest 
(N42°02′14″ E23°08′25″, alt. ca 483 m), 03.05.1996; one specimen, 
between the Strumsko residential area (the city of Blagoevgrad) and the 
village of Izgrev, in oak forest (N41°59′33″ E23°06′06″, alt. ca 428 m), 
summer of 1988; three specimens, the Kaimenska chuka height, south of 
Blagoevgrad, in sparse pine forest (N41°58′35″ E23°05′35″, alt. ca 373 m), 
16.07.1988; one specimen, south of the village of Riltsi, in black locust 
forest, close to the road (Е79) (N42°01′45″ E23°03′33″, alt. ca 369 m) (Fig. 
1). 

Remarks: The spur-thighed tortoise is a species with limited distribution 
in low numbers in the territory of the Blagoevgrad municipality. It has always 
been found together with the Hermann`s tortoise. The relation between the 
number of the localities and between the number of specimens of the two 
species is 5:1 in favour of Hermann`s tortoise. The species has not been 
reported for the region before. 

Emys orbicularis (Linnaeus, 1758) 
Localities: one specimen, the breeding-ponds along the Struma River 

near the Strumsko residential area (the city of Blagoevgrad), 18.05.1989, 
RHM - Blagoevgrad, K. Iliev collect.; several specimens, in a temporary 
marsh, north-east of the village of Riltsi (N42°02′51″ E23°04′55″, alt. ca 428 
m), L. Domozetski observ.; several specimens, the left bank of the Struma 
River opposite the village of Zelen dol, in a small marsh (N42°00′50″ 
E23°03′05″, alt. ca 325 m), Il. Gotskov observ.; one specimen, the left bank 
of the Blagoevgradska Bistritsa River, by the road (Е79) in a temporary 
marsh (N42°00′07″ E23°05′08″, alt. ca 347 m), summer of 1988; one 
specimen, the floods of the Struma River near the bridge to the village of 
Pokrovnik (N41°59′23″ E23°04′06″, alt. ca 321 m), L. Domozetski observ.; a 
lot of specimens, south-west of the city of Blagoevgrad, in a canal close to 
the breeding-ponds along the Struma River (N41°58′50″ E23°05′09″, alt. ca 
316 m), Hr. Peshev observ.; several specimens, in a reservoir on the right 
bank of the Struma River opposite the breeding-ponds (N41°58′35″ 
E23°04′38″, alt. ca 315 m), Hr. Peshev observ.; one specimen, the 
Stoikovtsi reservoir, caught by a fisherman (N41°59′10″ E22°57′32″, alt. ca 
607 m), G. Manolev observ.; several specimens, the village of Obel, in a 
marsh by the road (N41°58′06″ E22°55′31″, alt. ca 955 m), G. Manolev, M. 
Zlatkova observ (Fig. 2). 

Remarks: In the territory of the Blagoevgrad municipality the European 
pond terrapin has been found mainly in and close to big bodies of water. It 
inhabits stagnant and slow flowing waters overgrown with high riverside 
vegetation. It has been found in high numbers only in the breeding-ponds 
near the Strumsko residential area. One of the specimens observed in a 
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canal close to the breeding-ponds was feeding on dead fish (carp). The 
locality of the village of Obel is one of the highest in Bulgaria. The species 
has not been reported for the region before. 

 
Eight Sauria species (a skink, a slow worm and 6 lizards) out of 13 for 

the whole country have been found in the territory of the Blagoevgrad 
municipality: 

Ablepharus kitaibelii Bibron & Bory, 1833 
Localities: one specimen, the left bank of the Blagoevgradska Bistritsa 

River, Slavovo area, in a high grassland among broad-leaved forests 
(N42°01′49″ E23°16′07″, alt. ca 878 m), 16.06.2010; one specimen, the 
village of Debochitsa, Domozettsi neighbourhood, in open grassland 
(N41°51′34″ E22°57′41″, alt. ca 1120 m), 09.1999, L. Domozetski observ 
(Fig. 1). 

 

 
Fig. 2: Distribution of Emys orbicularis, Anguis fragilis, Lacerta agilis and 

Zootoca vivipara in the territory of the Blagoevgrad municipality 
 
Remarks: The snake-eyed Skink is extremely rare in the endmost parts 

of the southwest Bulgaria. It is possible to find some more localities of the 
species in the region if we have in mind its sporadic distribution in the other 
parts of the country. The species is reported for the first time for the region. 

 
Anguis fragilis Linnaeus, 1758 
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Localities: one juvenile specimen, after the Kartalska glade in 
coniferous forest (N42°02′29″ E23°22′13″, alt. ca 1507 m), 30.08.2009, K. 
Tyufekchiev observ.; one specimen, the Kartalska glade (N42°02′30″ 
E23°22′01″, alt. ca 1480 m), G. Manolev observ.; one specimen, the 
Blagoevgradska Bistritsa River, near the influx of the Slavova River 
(N42°01′52″ E23°16′25″, alt. ca 905 m), G. Manolev observ.; one specimen, 
the Slavova River, 1 км before its mouth, in dense mixed forest (N42°01′25″ 
E23°16′39″, alt. ca 993 m); one specimen, the village of Bistritsa, 
Trenchovtsi neighbourhood, in the grass of a glade among broad-leaved 
forests (N42°03′29″ E23°12′49″, alt. ca 889 m), 19.06.2009; three crushed 
specimens, between the mouth of the Mishovets River and the village of 
Bistritsa, 17.05.2009, G. Manolev observ.; one crushed specimen, on the 
road west of the village of Bistritsa (N42°03′14″ E23°10′23″, alt. ca 559 m), 
18.06.1998; one crushed specimen, the village of Bistritsa, Tepavitsa 
neighbourhood (N42°02′43″ E23°09′28″, alt. ca 522 m), 19.06.2006; several 
different age specimens, near the mouth of the Mishovets River (N42°02′12″ 
E23°08′21″, alt. ca 473 m; N42°02′07″ E23°08′24″, alt. ca 496 m), 
03.05.1996; one specimen, the same locality by the road (N42°02′11″ 
E23°08′23″, alt. ca 482 m), 16.05.2000; one specimen, on the road from 
Burovtsi neighbourhood (the village of Gorno Harsovo) to Shopovtsi 
neighbourhood (the village of Bistritsa), 15.05.2009 (Fig. 2). 

Remarks: The slow worm is widely distributed in the Blagoevgradska 
Bistritsa River Basin. It inhabits mainly broad-leaved and mixed forests but 
is also found in grasslands in high numbers. All specimens observed belong 
to Anguis fragilis fragilis. The species has not been reported for the region 
before. 

Lacerta agilis Linnaeus, 1758 
Localities: Rila Mountain, near the city of Blagoevgrad; south of the 

peak Golyam Mechi vrah [1]; Macedonia hut [2] (Fig. 2). 
Remarks: We have not found a sand lizard in the territory of the 

Blagoevgrad municipality. The locality reported - “Rila mountain, near the 
city of Blagoevgrad” [1], refered most likely to the higher parts of Rila 
Mountain. It is possible to find the species also in the western part of the 
region (in the higher parts of Vlahina Mountain). 

Lacerta viridis Laurenti, 1768 
Localities: Rila Mountain, east of the city of Blagoevgrad; on the road 

along the Blagoevgradska Bistritsa River to Parangalitsa reserve [1]; three 
specimens, Bachinovo place, 18.08.1974, RHM - Blagoevgrad, G. Dimitrov 
collect.; two specimens, Strumsko residential area, 18.06.1974, RHM - 
Blagoevgrad, G. Dimitrov collect.; four specimens, in the vicinity of the city 
of Blagoevgrad, 09.07.1974, 28.07.1974, RHM - Blagoevgrad, E. Andreeva, 
G. Dimitrov collect; one specimen, the city of Blagoevgrad, 12.06.1986, 
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RHM - Blagoevgrad, K. Iliev collect.; three specimens, the village of 
Pokrovnik, 25.03.1983, 15.06.1986, RHM - Blagoevgrad, K. Iliev collect. 

Remarks: The eastern green lizard is a common widely distributed 
species in the territory of the Blagoevgrad municipality. It inhabits mostly the 
outskirts of forests and dense bushes, but it can also be found on grassy 
lands, in sparse forests, on rocky spots, in settlements etc. Early in spring it 
becomes active later than the common wall, the Erhard`s wall and the 
Balkan wall lizards. The earliest time when we observed it was on 
14.03.1998 (three male specimens) close to the mouth of the Mishovets 
River (N42°02′12″ E23°08′21″, alt. ca 473 m), and on 14.03.2002 (two male 
specimens), in the village of Buchino, Karakachanska neighbourhood 
(N42°03′07″ E22°59′03″, alt. ca 627 m). 

Podarcis erhardii (Bedriaga, 1882) 
Localities: the southern sides of Rila Mountain, the region of the city of 

Blagoevgrad [1]. 
Remarks: Buresch and Tsonkow [1] gave one more locality in the 

region: „on the road along the Blagoevgradska Bistritsa River to 
Parangalitsa reserve, 1200 м above the sea level”. Most likely the indication 
of this locality was a technical mistake since at that altitude, in the valley of 
the Blagoevgradska Bistritsa River, only the common wall lizard is found. 
The highest place at which we observed the Erhard`s wall lizard was west of 
the village of Bistritsa, by the road (N42°03′00″ E23°10′03″, alt. ca 539 m) 
on 03.05.1996. 

The Erhard`s wall lizard is a common species distributed in high 
numbers on rocky spots at lower altitudes in the territory of the Blagoevgrad 
municipality. In the transitional zones it is found together with the common 
wall lizard. The earliest time when we observed the Erhard`s wall lizard was 
on 06.02.2004, on the rocks in Loven dom park in sunny weather (about 15° 
С), the city of Blagoevgrad (N42°01′11″ E23°06′19″, alt. ca 441 m). Several 
specimens were observed west of Malinkovtsi neighbourhood, the village of 
Leshko (N41°56′36″ E22°55′47″, alt. ca 886 m), on 20.06.2002, which is one 
of the highest localities in Bulgaria. The specimens observed south-east of 
the village of Drenkovo, on the stone walls of an ancient construction, 
(N42°00′13″ E22°57′55″, alt. ca 574 m) were feeding also on fruits 
(cherries). 

Podarcis muralis (Laurenti, 1768) 
Localities: on the road along the Blagoevgradska Bistritsa River to 

Parangalitsa reserve [1]; one specimen, close to the village of Pokrovnik, 
20.04.1978, RHM - Blagoevgrad, Е. Andreeva collect. 

Remarks: The common wall lizard is widely distributed in high numbers 
in the region. It is found at high altitudes (higher then the area of distribution 
of the Erhard`s wall lizard) and in isolated places in the city of Blagoevgrad. 
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It is a typical petrophilic species but we have observed it also in the outskirts 
of forests and in open grasslands.  

Podarcis tauricus (Pallas, 1814) 
Localities: the region of the city of Blagoevgrad [1]. 
Remarks: The Balkan wall lizard has been found at many places and in 

high numbers in the western part of the territory of Blagoevgrad municipality 
(Vlahina Mountain), and sparsely and in low numbers in its central and 
eastern parts. Often it inhabits one and the same areas together with the 
Erhard`s wall lizard and rarely with the common wall lizard. The open short 
grasslands on sand soils are its typical localities. Sometimes it inhabits sand 
or rocky lands, outskirts of forests, agricultural lands, and enters small 
settlements. We observed copulation on 13.03.2001, 11.00 am., south-east 
of the village of Drenkovo (N42°00′28″ E22°56′55″, alt. ca 642 m), and on 
15.03.2002, 1.00 pm., the village of Buchino (Karakachanska 
neighbourhood) (N42°02′56″ E22°59′05″, alt. ca 613 m). Two specimens 
were observed west of Malinkovtsi neighbourhood (the village of Leshko) 
(N41°56′36″ E22°55′47″, alt. ca 886 m), on 20.06.2002, which is one of the 
highest localities reported for the species in Bulgaria. Several specimens 
were found at another high locality (Ovnarska Chuka peak) on a limestone 
terrain (N41°57′18″ E22°57′54″, alt. ca 761 m), on 21.03.2002. 

Zootoca vivipara (Jacquin, 1787) 
Localities: south of the peak Golyam Mechi vrah [1]; several 

specimens, north-west of Macedonia hut, summer of 2002, Kr. Andonov 
observ.; one specimen, by the road from Kartalska glade to Macedonia hut, 
in wet grassland (N42°02′32″ E23°23′10″, alt. ca 1647 m), 13.06.2010, L. 
Domozetski observ.; one specimen, between the peaks Chakalitsa and 
Skachkovets, in short grassland, 09.05.2003, Kr. Andonov observ. 

Remarks: The viviparous lizard has been found only in the highest 
eastern parts of the territory of the Blagoevgrad municipality (in Rila 
Mountain). The finding of the species in other parts of the region is not 
expected.  

4. CONCLUSIONS 

• Three Testudines and eight Sauria species have been recorded for 
the territory of the Blagoevgrad municipality although it represents 
only 0.56% of the territory of the country. Both the tortoises, one of 
the two terrapins and 62% of the lizard species found in Bulgaria are 
distributed in the region. The species diversity is quite high because 
of the diverse relief, the considerable difference in altitude, 
comparatively dense river system, favourable climatic conditions, 
various habitats and unpolluted environment. 
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• The localities reported supplement to a great extent the known 
distribution of Testudines and Sauria species in the studied area. 
Most of the localities are given with their accurate geographical 
coordinates. 

• Four species – Testudo graeca, Emys orbicularis, Ablepharus 
kitaibelii and Anguis fragilis have been recorded for the first time for 
the territory of the Blagoevgrad municipality. 

• Six species – Eurotestudo hermanni, Anguis fragilis, Lacerta viridis, 
Podarcis erhardii, P. muralis and P. tauricus are widely distributed in 
large numbers within the studied area. 
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Abstract: The available information about the taxonomy and distribution 
of snakes (Serpentes) in the territory of the Blagoevgrad municipality has 
been updated and summarized. Eight species, out of 18 for the whole 
country, have been recorded – three of them for the first time for Vlahina 
Mountain (its Bulgarian part). Four species are widely distributed in large 
numbers in the region. Localities with accurate geographical coordinates, 
habitats, and some aspects of the ecology of certain species are reported 
for the first time. 

Keywords: Serpentes, distribution, Blagoevgrad municipality, Bulgaria 

1. INTRODUCTION 
Data about the snakes, distributed in southwest Bulgaria, are found in 

the works of Buresch and Zonkow [1, 2], as well as in the collection of the 
Regional Historical Museum in the city of Blagoevgrad (RHM - 
Blagoebgrad). 

The present observation of the herpetofauna in the territory of the 
Blagoevgrad municipality has been carried out since 1988. The information 
about the species composition and distribution of the amphibians, turtles 
and lizards was summarized by Pulev and Sakelarieva [3, 4]. The results 
about the snakes (Reptilia) are presented and discussed in this report. 

2. MATERIAL AND METHODS 
The Blagoevgrad municipality is located in the south-west Bulgaria 

[3]. The snakes have been observed during day field trips. Some 
localities have been told by other specialists. Only the localities with 
accurate geographical coordinates are put on maps. 
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3. RESULTS AND DISCUSSION 
Eight Serpentes species out of 18 for the whole country have been 

found in the territory of the Blagoevgrad municipality: 
Dolichophis caspius (Gmelin, 1779) 
Localities: in the vicinity of the city of Blagoevgrad [2]; one specimen, 

the city of Blagoevgrad, 10.05.1983, RHM - Blagoevgrad, St. Ugrinova 
collect.; one specimen, in the vicinity of the city of Blagoevgrad, 10.05.1994, 
RHM - Blagoevgrad, G. Dimitrov collect.; one specimen, the city of 
Blagoevgrad, Strumsko residential area, 15.04.1975, RHM - Blagoevgrad, 
E. Andreeva collect.; one specimen, the village of Belo pole, 10.08.1985, 
RHM - Blagoevgrad, K. Iliev collect.; one specimen, at the mouth of the 
Mishovets River, in broad-leaved forest (N42°02′14″ E23°08′25″, alt. ca 483 
m); one crushed specimen, at the road fork to the village of Gorno Harsovo 
(N42°02′06″ E23°08′02″, alt. ca 462 m); one crushed specimen, west of the 
village of Gorno Harsovo (N42°01′00″ E23°10′07″, alt. ca 619 m), 
06.07.2003; one specimen, the right bank of the Blagoevgradska Bistritsa 
River at the mouth of the Sheitanski Andak River, on a small tree 
(N42°01′55″ E23°07′04″, alt. ca 435 m), summer of 2007; one dead 
specimen, same locality (N42°01′52″ E23°07′04″, alt. ca 424 m), spring 
2010, Hr. Peshev observ.; one specimen, the Zoo of the city of 
Blagoevgrad, in the cage of rodents (N42°00′51″ E23°06′08″, alt. ca 425 m); 
two juvenile specimens (one of them dead), by the road from the city of 
Blagoevgrad to the village of Delvino (N42°01′23″ E23°07′23″, alt. ca 653 
m), 28.08.2006, L. Domozetski observ.; one crushed specimen, the city of 
Blagoevgrad, Orlova chuka residential area, on the road to the village of 
Delvino (N42°00′42″ E23°06′30″, alt. ca 493 m), 01.06.2004; one dead 
specimen, the city of Blagoevgrad, the industrial area (N42°00′17″ 
E23°05′14″, alt. ca 351 m); one dead specimen, east of Strumsko residential 
area, by an irrigation canal (N41°59′20″ E23°05′50″, alt. ca 414 m), G. 
Manolev observ.; one specimen, the Kaimenska chuka height, south of 
Blagoevgrad, in sparse pine forest (N41°58′40″ E23°05′27″, alt. ca 348 m); 
one crushed specimen, south of the Kaimenska chuka height, on the road 
fork to the village of Izgrev (N41°58′28″ E23°05′38″, alt. ca 333 m), L. 
Domozetski observ.; one crushed specimen, south of Blagoevgrad, on the 
road before the road fork to the village of Tserovo (N41°58′23″ E23°05′41″, 
alt. ca 326 m), 14.07.2009; one crushed specimen, south of Blagoevgrad, 
on the road after the road fork to the village of Tserovo (N41°58′08″ 
E23°06′05″, alt. ca 426 m), G. Manolev observ.; one crushed specimen, 
south of Blagoevgrad, on the road to the village of Dolno Tserovo after the 
road fork to the village of Tserovo (N41°57′48″ E23°06′06″, alt. ca 319 m), 
G. Manolev observ.; one specimen, north of the village of Dolno Tserovo, on 
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the road (N41°57′02″ E23°06′08″, alt. ca 335 m); one crushed specimen, 
same locality, G. Manolev observ.; two shed snake skins, north of the 
village of Dolno Tserovo, by the road (N41°56′56″ E23°05′54″, alt. ca 325 
m), 22.07.1997; one crushed specimen, east of the village of Riltsi 
(N42°02′42″ E23°04′58″, alt. ca 452 m), 04.05.2008; one crushed specimen, 
between the villages of Belo pole and Riltsi, on the road (Е79) (N42°02′15″ 
E23°03′04″, alt. ca 390 m), 29.06.1996; one specimen, between the village 
of Pokrovnik and the Struma River, in agricultural land (N41°59′13″ 
E23°03′41″, alt. ca 326 m), G. Manolev observ.; one juvenile specimen, the 
village of Obel, Zlatkovtsi neighbourhood, M. Zlatkova observ (Fig. 1). 

Remarks: The large whip snake has been one of the most frequently 
found species in the territory of the Blagoevgrad municipality. We suppose it 
has wider distribution in the region. The species inhabits open areas – 
agricultural and uncultivated lands, sparse forests, bushes, but also enters 
the settlements. It is reported for the first time for Vlahina Mountain (its 
Bulgarian part). 

 
Fig. 1: Distribution of Dolichophis caspius and Platyceps najadum in the 

territory of the Blagoevgrad municipality 
 
 
 
Platyceps najadum (Eichwald, 1831) 
Localities: in the vicinity of the city of Blagoevgrad; the village of 

Bistritsa [2]; four different age specimens, the village of Elenovo, 
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06.07.1982, 14.04.1983, 20.04.1983, RHM - Blagoevgrad, Vl. Aleksov 
collect.; one specimen, the right bank of the Blagoevgradska Bistritsa River, 
upwards the mouth of the Mishovets River (N42°02′18″ E23°08′30″, alt. ca 
482 m), G. Manolev observ.; one specimen, Bachinovo area, on the road 
(N42°01′57″ E23°07′31″, alt. ca 448 m), 14.06.2003, G. Manolev observ.; 
one juvenile specimen, the right bank of the Blagoevgradska Bistritsa River, 
at the mouth of the Sheitanski Andak River, in pine forest (N42°01′56″ 
E23°07′10″, alt. ca 441 m), 03.09.2010, L. Domozetski observ.; one dead 
juvenile specimen, the north-east outskirts of Blagoevgrad (N42°01′45″ 
E23°06′44″, alt. ca 421 m), 19.05.2008; one specimen, by the road between 
the city of Blagoevgrad and the village of Delvino (N42°01′23″ E23°07′23″, 
alt. ca 653 m), 31.08.2004, L. Domozetski observ.; one juvenile specimen, 
the same locality, 04.09.2006, L. Domozetski observ.; one specimen, the 
Kaimenska chuka height, south of Blagoevgrad (N41°58′36″ E23°05′40″, alt. 
ca 375 m), G. Manolev observ.; two crushed specimen, south of 
Blagoevgrad, on the road after the road fork to the village of Tserovo 
(N41°58′25″ E23°06′16″, alt. ca 371 m), 26.05.2009, G. Manolev observ.; 
one crushed specimen, the same locality, 16.06.2009, G. Manolev observ 
(Fig. 1). 

Remarks: The Dahl`s whip snake has been comparatively frequently 
found in the territory of the Blagoevgrad municipality. Very often it inhabits 
the same areas as the large whip snake. We presume the species has 
wider distribution in the western parts of the region. The new localities 
reported supplement to a great extent its known distribution in the Struma 
River basin. The locality “by the road between the city of Blagoevgrad and 
the village of Delvino” is one of the highest in Bulgaria (653 m). 
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Fig. 2: Distribution of Zamenis longissimus and Coronella austriaca in the 

territory of the Blagoevgrad municipality 
 
Zamenis longissimus (Laurenti, 1768) 
Localities: near the Blagoevgradska Bistritsa River, on the road to 

Parangalitsa reserve [2]; one specimen, the city of Blagoevgrad, 
20.08.1991, RHM - Blagoevgrad, Kr. Samardjiev collect.; one crushed 
specimen, the Blagoevgradska Bistritsa River, up from the Slavova River, in 
mixed forest (N42°01′51″ E23°16′22″, alt. ca 898 m), 22.09.2010; one 
specimen, the Slavova River, 1 km up from its mouth, in dense mixed forest 
(N42°01′25″ E23°16′39″, alt. ca 993 m), 18.07.1998; one dead specimen, by 
the road in Brakadantsi neighbourhood (the village of Bistritsa) (N42°02′42″ 
E23°12′54″, alt. ca 700 m), 18.07.1998; one specimen, the village of 
Bistritsa, Kovachitsa neighbourhood, in the evening, in dark (N42°03′10″ 
E23°11′51″, alt. ca 619 m), 14.07.2009, G. Manolev observ.; one specimen, 
west of the village of Bistritsa (N42°03′12″ E23°10′18″, alt. ca 559 m), 
17.05.2009, G. Manolev observ.; one crushed specimen, on the road 
between Bachinovo area and the village of Bistritsa, in mixed forest 
(N42°02′26″ E23°08′59″, alt. ca 503 m), 20.05.2003; two crushed 
specimens, at the mouth of the Mishovets River (N42°02′08″ E23°08′19″, 
alt. ca 483 m), 17.05.2009, G. Manolev observ.; one crushed specimen, on 
the road fork to the village of Gorno Harsovo (N42°02′06″ E23°08′02″, alt. ca 
462 m), 18.06.1998; one juvenile specimen, the right bank of the 
Blagoevgradska Bistritsa River, Bachinovo area (N42°02′07″ E23°07′35″, 
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alt. ca 453 m), 15.05.1990; one dead specimen, the city of Blagoevgrad, 
Loven dom park (N42°01′10″ E23°06′17″, alt. ca 436 m), 16.05.2000; one 
specimen, the village of Izgrev, in the yard of a house (N41°59′25″ 
E23°07′02″, alt. ca 407 m), 08.06.2010 (Fig. 2). 

Remarks: The aesculapian snake is one of the most frequently found 
snakes in the forests along the Blagoevgradska Bistritsa River. It inhabits 
broad-leaved and mixed forests, parks, but also enters the settlements. 
Probably it has wider distribution in higher parts of Vlahina Mountain. 

Coronella austriaca Laurenti, 1768 
Localities: Parangalitsa reserve, 1900 m above sea level [2]; one 

juvenile specimen, the village of Obel, Zlatkovtsi neighbourhood, M. 
Zlatkova observ.; one dead juvenile specimen, the village of Obel, after the 
road fork to Plyangovtsi neighbourhood (N41°58′35″ E22°53′02″, alt. ca 
1115 m), G. Manolev observ (Fig. 2). 

Remarks: We presume that the smooth snake has wider distribution in 
the region. The species is reported for the first time for Vlahina Mountain (its 
Bulgarian part). 

Natrix natrix Linnaeus, 1758 
Localities: in the vicinity of the city of Blagoevgrad [2]. 
Remarks: The grass snake is widely distributed in the water objects in 

the territory of the Blagoevgrad municipality. It has been more frequently 
found than the dice snake. All specimens observed belong to Natrix natrix 
natrix. 

Natrix tessellata (Laurenti, 1768) 
Localities: in the vicinity of the city of Blagoevgrad [2]. 
Remarks: The dice snake, as more thermophilic species, has been 

found only in the water objects located at lower altitude. We observed three 
specimens on the stone wall of the Blagoevgradska Bistritsa River in the city 
of Blagoevgrad on 07.04.1998 (N42°00′39″ E23°05′32″, alt. ca 362 m). They 
climbed very well the crevices of the almost vertical wall. 

Vipera ammodytes (Linnaeus, 1758) 
Localities: in the vicinity of the city of Blagoevgrad  (Vipera ammodytes 

meridionalis) [2]; one specimen, at the mouth of the MIshovets River, in 
dense broad-leaved forest (N42°02′14″ E23°08′25″, alt. ca 483 m); one 
dead specimen with features of Vipera ammodytes meridionalis, the 
Harsovska River, by the road, 2 km east of the village of Gorno Harsovo 
(N42°00′51″ E23°11′37″, alt. ca 774 m), 03.08.1998; two crushed 
specimens, on the road between the road fork to the village of Gorno 
Harsovo and the village, in an area zoned for summer-houses (N42°01′20″ 
E23°09′21″, alt. ca 552 m), 05.10.1996; one specimen, near the mouth of 
the Harsovska River (N42°02′03″ E23°08′00″, alt. ca 471 m), 18.05.1990; 
two specimens, the right bank of the Blagoevgradska Bistritsa River, 
Bachinovo area, in mixed forest (N42°02′08″ E23°07′39″, alt. ca 450 m), 
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17.05.1990, 18.05.1990; one dead specimen, the right bank of the 
Blagoevgradska Bistritsa River, at the mouth of the Sheitanski Andak River 
(N42°01′55″ E23°07′04″, alt. ca 435 m), 17.05.1990; one specimen, the 
same locality, summer of 2007; one dead specimen, the north-east outskirts 
of the city of Blagoevgrad (N42°01′45″ E23°06′44″, alt. ca 421 m), 
18.05.1990; one specimen, the north-east part of the city of Blagoevgrad, in 
the yard of a house (N42°01′42″ E23°06′26″, alt. ca 429 m), Hr. Peshev 
observ.; one specimen, by the road between the city of Blagoevgrad and the 
village of Delvino (N42°01′23″ E23°07′23″, alt. ca 653 m), L. Domozetski 
observ.; one crushed specimen, south of Blagoevgrad, on the road after the 
road fork to the village of Tserovo (N41°58′25″ E23°06′16″, alt. ca 371 m), 
16.06.2009, G. Manolev observ.; one juvenile specimen, north-east of the 
village of Dolno Tserovo, in sparse pine forest (N41°56′55″ E23°06′21″, alt. 
ca 408 m); one specimen, in dense mixed forest, north-west of the village of 
Klisura (N42°00′34″ E22°53′44″, alt. ca 830 m), 17.04.2003; one specimen, 
the village of Obel, south of Barkovtsi neighbourhood (N41°58′15″ 
E22°54′00″, alt. ca 1029 m), G. Manolev observ.; one specimen, the same 
locality, in pine forest (N41°58′18″ E22°54′03″, alt. ca 1019 m), G. Manolev 
observ.; several specimens, the village of Obel, Zlatkovtsi neighbourhood, 
M. Zlatkova observ (Fig. 3). 

 
Fig. 3: Distribution of Vipera ammodytes and Vipera berus in the territory of the 

Blagoevgrad municipality 
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Remarks: The nose-horned viper is widely distributed in the sunny 
areas of the territory of the Blagoevgrad municipality. It also enters the 
outskirts of the settlements. All specimens were observed during the day, 
standing still at dappled shade or basking in the sun. We presume much 
wider distribution of the species in the west parts of the region. The species 
is reported for the first time for Vlahina Mountain (its Bulgarian part). 

Vipera berus (Linnaeus, 1758) 
Localities: Golyam Mechi vrah peak, 2650 m above sea level [1]; one 

specimen, Bodrost resort, 12.07.1983, RHM - Blagoevgrad, Vl. Aleksov 
collect.; one specimen, by the road between Kartalska glade and 
Macedonia hut, in sparse coniferous forest (N42°02′40″ E23°24′07″, alt. ca 
1832 m), 28.07.2006, L. Domozetski observ (Fig. 3). 

Remarks: The adder has limited distribution only in the highest eastern 
parts of the territory of the Blagoevgrad municipality, in Rila Mountain. We 
suppose the finding of other localities in this region. 

4. CONCLUSIONS 

• Eight species or 44% of the Serpentes species distributed in 
Bulgaria inhabit the territory of the Blagoevgrad municipality. In spite 
of the small area the species diversity is rather high because of the 
diverse natural conditions. An increase in species composition as a 
result of future observations has not been expected. 

• The localities reported supplement to a great extent the known 
distribution of the snake species in the studied area. Most of the 
localities are given with their accurate geographical coordinates. 

• Three snake species - Dolichophis caspius, Coronella austriaca and 
Vipera ammodytes have been recorded for the first time for Vlahina 
Mountain (its Bulgarian part). 

• Four snake species - Dolichophis caspius, Zamenis longissimus, 
Natrix natrix and Vipera ammodytes are widely distributed in large 
numbers in the studied area. 
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Hydrological regime in Bulgaria according to the 
monthly maxima and minima of runoff 

 
Nelly Hristova 
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Abstract: This work offers a classification of river regime according to 
so-called discriminating periods, defined by the first, the second and the 
third highest and lowest monthly river flow. It uses data for the runoff for 218 
catchments. The results show three types regime of river flow, each of 
which corresponds to the predominant genetic sources of flow. 

 
Keywords: hydrological regime, monthly flow, monthly maximum and 

minimum river flow. 

1. INTRODUCTION 
Typification of river flow regime is important issue in theoretical 

hydrology, because it is based for defining of hydrological regions and for 
creating of models for hydrological processes. The methodology for flow 
regime classification uses two different approaches – genetic and statistical. 
This work is built on method for the hydrological regime classification 
developed for the Nordic countries by Gottschalk et al. (1979), because it is 
new approach for analyzing of water regime in Bulgaria. There are some 
purposeful typification of river flow regime in Bulgaria – by Lvovich (1966), 
Zjapkov et al. (1989) and Hristova (2004). They use different method and 
results are different. Lvovich (1966) uses three indicators (seasonal 
distribution of river runoff, genetic sources of flow formation and annual 
fluctuation of river runoff) and defines three hydrological areas (moderate 
continental, Mediterranean and alpine) with nine types hydrological regime. 
The similar is results by Hristova (2004), who uses duration and timing of 
periods with high waters and low waters and who separates three types 
river flow regime - moderate continental, continental-Mediterranean and 
alpine. Zjapkov et al. (1989) isolate two class river regime – continental and 
Mediterranean, like the results by Marinov (1968) and Stoychev (1982).  

This work concentrates on classification of river regime by new point of 
view and analyses geographical aspects of isolated types hydrological 
regimes.  
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2. METHODS AND DATA 
The classification of hydrological regime is done by assessment of the 

occurrence of the discriminating periods, defining by the by the first, the 
second and the third highest and lowest monthly river flow noted with 
MAX1, MAX2, MAX3, MIN1, MIN2, MIN3 (Figure1). This methodology, 
which is based on the time of occurrence of high and low flows, is offered by 
Gottschalk et al. (1979). It is used for defining of nine types river flow regime 
in Europe (Arnel, et al. 1993).  

 

 
Fig. 1: Discriminating periods 

 
Krasovskaja et al. (1992) offer the next areas, which is isolated on this 

method: for high waters – H1, if the three months belong to spring or early 
summer (May - July), H2, when the second highest or third highest monthly 
runoff takes place in autumn (October, November), H3 - highest monthly 
runoff takes place in autumn or early winter (November-December); for low 
waters – L1, when the two months with the lowest runoff both belong to 
winter or early spring ( February - March), L2 - when the two months with 
the lowest runoff do not belong to the same time in the year (February and 
July), L3, when dominate summer low flow.  

Data for this work are monthly runoff for 229 catchments. The observer 
period is different, but not below 30 years.  
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3. RESULTS 
The first maximum appears during March - June in 198 watersheds – 

86.5 % of all and during January - February in 31 catchments (Table 1). 
This distribution shows two groups river basins – with highest runoff in 
spring hydrological season (March - June) and with highest runoff in winter 
hydrological season (November - February) in Bulgaria. The first group river 
basins cover the most part of territory of the country and forms type river 
regime H1. There are seven subtypes according the second and the third 
monthly maximum of river flow. Three of these subtypes (monthly maximum 
during II - III, III - V and IV - VI) include the most river basins. The rest sub-
types (monthly maximum III – II - V, V – IV - II, V - VI - VII and VI - V - VII) 
includes individual catchments. 
 
Tab. 1: Months with highest and lowest water 
First monthly  
maximum/minimum 

Months Number % 

First monthly maximum 

January 3 1.0 
February 28 12.0 

March 50 22.0 
April 55 24.0 
May 89 39.0 

June 4 2.0 

First monthly minimum 

January 2 1.0 
February 15 6.0 

July 1 1.0 
August 85 37.0 

September 94 41.0 
October 29 12.0 

November 2 1.0 
December 1 1.0 

 
The second group covers East Rhodopes, Burgas plain, the lower 

Tundja and Marista, small part of northeast Bulgaria (Suha River, Batova 
River and Luda Kamchia River) and forms type river regime H2. This type is 
divided into three subtypes: II - I - III (for the most river basins in this group), 
II - III - IV (for the some rivers in southeast part of Black sea catchment), II - 
XII – I (for the rivers in East Rhodopes). 

The first monthly minimum appears during July – October in 189 river 
basins and during November – February – in 20 catchments (Table 1). 
There are two types hydrological regime according to this indicator. First 
type is classified as L1 and includes the river basin with lowest monthly flow 
during summer-autumn hydrological season. This group includes a lot of 
sub-types according to second and third monthly minimum of runoff. The 
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most typical subtype river basins have second and third monthly minimum in 
August, September or October. The second type, named L2, includes all 
river basins with lowest monthly runoff in the winter. It covers alpine 
catchments. 

Three main regimes have been obtained on the prepositional method – 
H1L1 – spring highest monthly runoff and summer - autumn lowest runoff, 
H1L2 – spring highest monthly runoff and winter lowest runoff, and H2L1 – 
winter highest monthly runoff and summer - autumn lowest runoff (Figure 
2a). The first type is typical for North Bulgaria and hill and mountain 
catchments in South Bulgaria (Figure 3).  
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c) H2L1 

 
Fig. 2: Types hydrological regime according to monthly maximum and monthly 

minimum runoff 
 

The second type includes alpine catchments in Rila Mountain (upper 
stream of Iskar, Maritsa and, Mesta), Pirin Mountain (Demjanitsa River), 
West Rhodopes (Chairska River), West and Central Balkan Mountains 
(Figure 2b).  

The third type shows in southeast watersheds and north part of the 
Black sea seaside (Figure 2c). There are some sub-types for every type. 
These sub-types are subject to further study.  



Section: “Geography and Ecology” 

631 
 

 

 
Fig. 3: Geographical distribution of the types hydrological regime  

4. CONCLUSIONS 
Typification of hydrological regime in Bulgaria trough monthly maximum 

and monthly runoff gives three types river flow regime. These types cover 
areas which correspond with regions of dominant genetic source of flow 
formation. First type (H1L1) includes area, where more then 50 % of 
overland flow are precipitations. The second type (H1L2) is typical for river 
basins, where predominate snowmelt. Third type (H2L1) covers watersheds 
with dominant rainfall runoff. The classification complements researches on 
the types of hydrological regime in the country and gives base for 
hydrological regionalization. 
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