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HAYKATA CPELLY CTPAXA'®

(The Science versus Fear)
Akapemuk Topop Hukonos
(Plenary report)
Fno6anHu npobnemu u rno6anHu OTFTOBOPHOCTU

“U3uckea ce cmesiocm
da ce cmpaxyesaw’”
MoHTeH, “Onutn”, lll, 6

“He cbm necumucm. Crioped MeH,
Oda ewx0daw 3J10mo mam,

KbOemo mo cbujecmeyea,

e eQuH eud onMuMU3bM’
PobGepTo Pocenuuu

B 3a6bp3aHOTO HM BCEKMAHEBME OTBCAKbAE CE HOCAT MpeaynpexaeHus OT Hal-
pasnuYyHoO ecTecTBO, KOUTO MoraTt ga ce cbbepat B gymara “BHUMAHUE!". MNpu ToBa
Te3n anenum ce OTHacAT 3a HaW-pasfMyHM OMacHOCTU: OT YMMYHOTO [ABWXKEHWE U
wmpeLwmaT ce 6aHaANTM3bM A0 NPeAcToALWM NPpUPoSHU KaTacTpodu U/uMnm A0 OTKpUTUS,
OT KOMTO TW HacTpbxBaT KocuTe. BApHO €, Ye HOBUHUTE 3a KpU3W, kaTacTpodu, ckaHganm
1 gp.n. ca noseye He camo nopagu MOLUHOTO BRUAHWE Ha MeduuTe (npeca, Tenesusnu,
paauo), a u nopagmn akra, Ye Te NpaBAT No-CUIHO BrevaTneHne Ha oBUKHOBEHUTE Xopa
B CPaBHEHME ChC CHOBLLEHIS 33 HOPMATTHO NPOTUYALLYM CbBUTUS 1 NpoLiech”.

XopaTta He npu3HaBaT, HO Te MMaT YyBCTBO 3a CTPax B CBETA, B KOWTO XMBEAT.
3aToBa Te neKo BbB3NPUMEMAT BCHAKaKBM WAEW 3a NpeacTodwm katactpodwu, 3a
anokanuncmuc cera, 3a kpasa Ha cseTa. [lcuxonoswTe onpegenatr ToBa Kato Tun
“kaTacTpadanHo mucneHe”. B Tasun Bpb3ka MMa eanH HEOBACHUM NapafoKc: HE3aBUCUMO
OT CKIIOHHOCTTa KbM KaTacTpodanHo MUcreHe, B AbNTOCPOYEH NfaH xopaTta He MUCNAT
3a Han-nowoTo. OY4eBMAHO M AHEC BaXu MUcbNTa Ha Tut Jlneuii: “KpaaT Ha cBeTa HAMa
ga 6bae yTpe”.

Cnoped MHO3MHa MNONWUTOMNO3W CTPaxbT € CTaHan 4YacT OT CbBPEMEHHUTE
nonuTu4eckn npouecu. IMHammkaTa Ha CbBpeMEHHOTO pa3BUTUE U NOTOKLT OT HEraTuBHa
UHdOpMaLWs, KOATO 3anuBa OOLUCTBOTO WM3WUCKBAT OT YYeHUTE, OTAadeHM Ha cBouTe
uscneaBaHnsa, da oTAenaT nopgobaBallo Bpeme 3a MOonynsapusvpaHe Ha HayyHuTe
pesyntatu, 3a 6opba cpelly nbXeHaykaTa W 3a OCBETNABaHE Ha PernoHanHuTe u
rno6anHuTe npobnemu, CToALWM Npes CbBPEMEHHOCTTA.

CbBpemMeHHaTa enoxa ce OTNMyaBa KOPEHHO OT npeaxogHuTe eTanu oT
UcTopuAaTa Ha YoBeyecTBOTO. [loHEe YeTWpu ca rnaBHUTE OTAMYUTENHU 4YepTn Ha
CbBPEMEHHOCTTA: YCKOPEHOTO pasBUTME Ha HayKUTE W TEXHOMNOruuTe, HanuuneTo Ha

! OcHOBHATA YaCT OT TO3M MOKIAM enybnukysan B Cri. Ha BAH, CXX, 1, 2007.

% ChluecTBeHa € M PONIATA Ha KypHatucTuTe. ETO e/IMH MpuMep: B MpeJaBaHe Ha Mporpama
“Xopuzont” Ha BHP Ha 19.04.200G., 17,30u. Boaemata xypHanuctka (FOnus ['urosa)
cbobaga: “JlHec mpeau o0s 3amoyHa JUckycus “Mnanute B HaykaTa”, opraHusupana ot Cbro3a
Ha ydenute, BAH u np. nHctutyumun. CkaHaan HiMallle, HO TOBa He 3Ha4H, 4e MPoOJIEMbT €
MaJloBaXkeH" .
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OpPBXMSA 3a MacoBO MNopassiBaHe, yXacsaBallOTO 3aMbpcsBaHe Ha OKonHata cpeja U
gemorpadckuaTt npupact. Benykm Tesm ocobeHoCT Ha CbBpeMeHHOCTTa umart rnobanex
Xapakrep.

Peavua yveHu u penurnosHu genum npubaBaT KbM Tesn yHAaMeHTanHu
XapaKTepUCTVKN Ha Halwarta enoxa HapylwaBaHe Ha OCHOBHW ETUYHW MNPUHUMNU K
N3NbKBALLW NPOTUBOPEYMNS U MPOTUBOBOPCTBA MEXAY ETHOCK U PEnnruun, Unn Toea, KOeTo
0006LLeHO ce Hapuya cONbCBK Ha LIMBUNM3ALUNTE.

BbB BpbMeTO Ha rmobanu3aumsaTa xopaTa Tpsabsa ga ce obeaunHAT, 3awoTo umat
obwa cbaba Ha 3emATa — CbBMECTHOTO CbLUECTBYBAHE WM HECHLUECTBYBaHeE.
mo6anHute npobnemm usmckear u rnobanHu oTroBopHOCTU. M yyeHuTe Tpabea aa 6baat
cped nbpeBuTE Npu POPMUPaHE Ha HOBWUTE XOPW3OHTM Npes voBe4vecTBoTO. Tpsbea Aa
n3berHem nevanHusa u peaneH akT, Ye YoBeK € MbpBus Buonorndyeckn Bug Ha 3emata,
konTo no uspasa Ha K. CeilirbH “e paspaboTun cpeactsa 3a CBOETO YHULLOXEHME”.
Besbpoi ceeTnun ymose ca meytanu 3a “Pail Ha 3emaATa”, HO TpsbBa ga ce ocb3Hae, 4e
He moxe fa uma “Paii Ha 3emara”, ako Hama “Mwup Ha 3emsara”.

EnemeHTapHaTa Hayka OT OpPEBHOCTTa, pasBuBaHa OT dunocodute, e buna
CBbp3aHa C TbpceHe Ha 06ACHEHUS 3a YOBEKa U OKONMHUS CBAT. TH ce e pa3BuBana MHOro
6aBHO 1 6e3 3ab6enexmmMo BNusH1e BbpXy oOLLEeCTBEHOTO pasBUTHE.

Lle cu noseona ga uutmpam kpaTkute Genexkm Ha M. BopH 3a paHHuTe
KOpeHU Ha HaykaTa. “AToMHaTa Hayka — nuwe BbopH - 3ano4Ba okono 600 roauHM
npenmn HoBaTa epa C pasChbXAeHuATa Ha rpbUkuTe dunocodu Tanec, AHakCUMaHabp
N AHakCMMEH, KOMTO MbpBM Ca Ce 3aMWUCNUAM Haj npupojara, BOAEHM OT YUCTO
nobonuMTCTBO 1 XenaHuwe 3a 3HaHue, 06e3 HenocpeAcTBEeHa npakTuyecka nonasa.
AtomuctuTte JleBkun n JeMokpuT NocTynmpaT CbLUECTBYBAHETO Ha NPUPOAHU 3aKOHW U
ce onuTeBaT da OBACHAT pasHoobpasneTo, NposABABaHO OT pasfIMYHUTE BelecTBa
ypes3 pasnuYyHo nogpexgaHe W OBWXEHWEe Ha HEBUAUMWU Marnku, HENPOMEHUMU, K
HedernMmu yacTuum — aTtoMuTe.

Tasn nneHuTenHa, KpacuBa W BAbXHOBSABAWA MAEsd 3a CbLWHOCTTA Ha
maTepuaTa e 6una norpebaHa B 3abpaBa 3a AbMAro BpemMe, 3aWOTO € HAMano
cpefcTBa 3a HeWHaTa npoBepka. [axe rnaBHaTa wugesd, ye efHa TeOopeTuyHa
KOHCTPYKUMSA MOXe Ja Ce NpOoBepu Camo 4Ype3 CUCTEMATUUYHO eKCrnepuMeHTMpaHe, e
TpabBano TenbpBa Aa ce opopmsa n passmea. Camute rbpum ca AOMPUHECTTM MHOTO
3a ToBa. HMe M AbmKMM HEe caMO OCHOBaBaHETO Ha abcTpakTHaTa maTtemaTtuka, HO
CbLO Taka W NbpBUTE @ MNPUNOXEHUS KbM u3uKaTa, HanpuMmep cTaTukata Ha
TBBPAOTO TANO M TevyHocTuTe, lNTonemeeBarta cuctema 3a HebecHuTe Tena u ap.

pbuKkaTa ymBMnu3auma 6e yHULIOXEHA OT HaxfnyBaHe OTBbH. Ho, apabute
B3UMaT ¥ 3anasBaT Hay4yHaTa Tpaauuus Ha rbpumnTe. Te 9 NpeHacaT 4o HapoauTe B
EBpona, kouTo cTaeaT Bogelm B HaykaTa oT XVI cToneTtne Hatatbk. Pasbupa ce, He
ovBa fga ce 3abpass, 4e e UMano Nepuoan, B KOUTO HaykaTa € npoubdTaBana cbLo
Taka B Kutan n Uugua” (bopH, 1981, c. 54).

Haykata «Bb3kpbcBa OT nenenta» npean okono 300 roguvHW uM oTToraeBa ce
pa3sBuBa C yckopeHue. Ta 6bp30 3anoysa Aa Bnusie BbpXy TEXHMKATa M JONPUHAcs 3a
pa3BuTWE Ha TeXHOmnormuTe 3a Aa ce CTUrHe 4O CbBPEMEHHOCTTa, KOraTto HayvyHuTe U
TEeXHOMOMMYHM NOCTUXEHNSA Ca B OCHOBAaTa Ha NpocrneputeTa Ha MHOro AbpKaBw.

[Hec HaykaTa e He camo BaXKHa CbCTaBKa Ha CbBPeMeHHaTa LMBMNu3auns, Ho T4
€ N cpef HaW-BaXKHUTE N xapakTepucTuku. ToBa obaye He € OCHOBaHMWE 3a ynpeun Kbm
yYeHUTe, Ye Te, KaKTo KasBa euH y4YeH, ca BUHOBHM 3@ BCUYKO — HE CaMO 3a aToMHaTa u
BogopogHata 6omba, HO 1 3a NOLLIOTO BpeMe.

Pasbupa ce y4veHUTe CbLYO HOCAT CBOMUTE OTFOBOPHOCTU. Heka NnpunomMHuM, 4ye B
paHHaTa eBOMLUMA Ha YOBEYECTBOTO WMHTENEeKTbT € Oun B OCHOBaTa Ha yMeHus 3a
Cb3[aBaHe Ha OpbXUA U OpbAUSA Ha Tpyda. To3n bakT ocTaBa TpaiHa xapakrepucTuka
Ha 4yoBeka. B ocHoBaTa ca MHTENEKTBLT M pasBMBaLLUUTE Ce Ha HeroBa OCHOBa yMeHud. B
HanpegHanusa etan Ha pasBWTUE Ha HaykaTa 3a TeXHWYeckara peanusauus Ha HayyYHuTe
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OTKPUTUSA crioMara pasBUTUETO Ha UHXEHepHaTa MUCB W NpakTuka. Taka ye yyeHuTte un
WHXXEHepUTEe MoraTt ga ce ropaesit CbC CBOMTE OTKPUTMS, HO U HOCAT OTFOBOPHOCT 3a
cBouTe paspaboTku.

"ToTanHaTta aTaka cpelly rnobanHaTta okonHa cpega — nuwe K. CelrbH - He
TpsabBa ga ce npunucBa eQUHCTBEHO Ha XagHuTe 3a nevanba uHgycTpuanuu unu Ha
TECHOrPBbAUTE N KopyMnupaHu nonutuuun.Cammute HUe cbLyo TpsidBa ga Noemem ronsama
4YacT OT BUHaTa.

lMnemeTo Ha yyeHMTe CbLUO € U3urpano BaxHa pons. MHoro ot Hac BbobLie He
ca _cu_panu Tpyda [a ce 3aMUCIAT 33 AbArOCPOYHUTE MNOCNeAcTBUS OT CBOUTE
n3obpetenHns. TBbpAE MNECHO CME Ce CbrnacsaBany Aa BPbYMM yXKacsBalu Cunu B
pbUETE Ha NPEANOXWNNS HaW-BUCOKA LEHA UMW Ha yNpaBHULUTE Ha AbpxaBaTta, B
KOATO Ce € Cny4yuno ga XmBeem. B MHOro crnyyam Hv € nuncean MopanHuaT OPUEHTHUP.
Ouwe oT camoTo cu Havyano cunocoduaTa U HaykaTa TBbpPAE MHOMO ca UCKanum — Heka
n3nonssam gymute Ha PeHe [lekapT - ,4a HU NpeBbpHaT B rocnogapu u cobcTBeHMLM
Ha lMpupogara”. Ninu - kakTo e kasan ®paHcuc belkbH — Mckanu cme ga manonssame
HaykaTa, 3a Ja NpeknoHuM usanaTta npupoga ,B ycnyra Ha Yoseka". bellkbH rosopu 3a
.HoBeka", KONTo ynpaxHsaBa cBouTe ,NpaBa Hag [lpupogata". ,[lpupogata - nuwe
ApucToTen - e cb3gana BCUYKM XUBOTHU B MMETO Ha YoBeKa." ,AKO ro HAMaLLE YOBEKLT
— 3agBsiBa MimaHyen KaHT, - UsnoTo TBopeHve welle aa 6bae npocTo NycTow v Lewe
Ja e CTopeHO HanpasHo. “CbBCEM [OCKOpPO Ccrylwlaxme 3a “oBnagsiBaHeTo” Ha
npupogaTa u “npes3emaHeTo” Ha Kocmoca — CaKbLl npupofaTta U KOCMOCHT Ca HAKaKBM
BparoBe , KOUTO TpAbBa Aa 6GbaaT NOKOPEHM.

lonsima e Ouna n ponsiTa Ha PENUIMO3HOTO Mreme. 3anagHUTe CekTu ca
NponoBsiABany, Y€ TOYHO KakTo Hue TpsibBa Aa ce npeknaHame npepg focnod, Taka n uanara
OoCTaHana npupoga Tpsabea ga ce nogvmHsaBa Ha Hac. A ocobeHO B CbBpeEMEHHaTa enoxa,
narnexaa, nposiBABamMme MHOro fMoBeye CTapaHue Mo OTHOLLEHWE Ha BTOpaTa MosioBMHA Ha
TOBa NPELOXEHNE» OTKOMKOTO ce cbobpassiBame C nbpearta. B peanHus ocesaem CBAT -
KOETO NuYM He OT AymuTe, a oT JenaTta HU - MHOro Xopa SIBHO ce CTpemsaT ga 6vaar
rocnogapy Ha Mupo3gaHMeTO - C HSAKOW EenU3OAMYEH MOKIOH, CMOPern M3NCKBaHMSATa Ha
OBLLECTBEHOTO NPUNUYnE, Npeq HAKoM MoAepeH 3a MomeHTa Oor. Kakto [ekapT, Taka u
BelikbH nuwaT nog CUNHOTO BNuUsHWE Ha penurusTa. [NpeactaBata 3a ,Hue cpeuly [Mpu-
pogata' HW e 3aBellaHa OT penurnosHara tpaguums. B kHuraTta ,butne" bor gaBa Ha
YoBEKa ,,BMacTTa... Haf BCSKa XuBa TBap” U HWe TpsOBa Aa BHyLlaBaMe CTpax W yXac Ha
.BCEKN 3BAp". HOBEKLT € Npu3oBaH Aa ,MogquMHKU" npupodarta, KaTo ,MoA4YMHN" e npeBos Ha
e[Ha CTapoeBpelicka fyMma CbC CUIEH BOEHEH noATekcT. B bubnuata nva oLle MHOro Takvea
Hella - KakToO M B CPeLHOBEKOBHATa XPUCTUSHCKA Tpaguums, OT KOATO Ce e 3apoguna
CbBpeMeHHaTa Hayka. B wucnama, 3a pasnuvka OT ToBa, He ce 3abenssBa TeHAeHUMs
npupogata ga 6bae obsBsiBaHa 3a Bpar.

Pasbupa ce, kakTo HaykaTta, Taka W penurmsta ca CNoXHW WU MHOrOMnacToBsu
CTPYKTYpW, KOUTO OBXBalLaT MHOM0 pasfuyHW, OOpW MPOTUBOPEYaLUM CU MHEHUS. VIMEHHO
YYEHUTE OTKpUxa rnobanHara ekonornyHa Kpmusa 1 Npuenskoxa CBETOBHOTO BHMMAaHUE BbPXY
HEs, a UMa M TakunBa, KOUTO - Makap U Ha 3Ha4YWTENHa NMYHa LEHa - OTKa3BaT 3a paboTaT
BbPXY HELLO, KOETO MOXE [a HaBpeaun Ha TexHwuTe cbbpatsa. OT gpyra cTpaHa, MMEHHO B
penurusta 3a NbpBu NbT € hopMynmpaH MMNEpaTuBbLT da O6bAe NOYMTaHO BCSKO XKMBO
CbLLUECTBO.

BspHoO e, Ye B 104e0-XpUCTUAHO-MIOCIONIMaHCKaTa Tpaguumsa HAMa HULLIO, KOeTo Aopu
Aa ce gobnwkasa A0 NpeknoHeHueTo npes Npupogata B UHAYUCTKO-OYANCTKO-MKalHUCKaTa
Tpaguumsa unm Toea Npu aBTOXTOHHOTO Hacenue Ha AMepuka. N HancTuHa, kakto 3anagHata
penurug, Taka u 3anagHata Hayka ca ce OTKOHWMAM OT MpaBWus NbT U ca CTUrHanu Ao
TBBPAEHWETO, Ye npupoaTa ce siBsiBa CamMo AEKOp 3a HallaTa UCTOpWS, Ye e CBETOTaTCTBO
na 06sBum npupoaara 3a ceelleHHa” (CeiirbH, 2005, ¢. 174)

YoBek wuBee C ybexaeHueTo, Yye e cBoeobpaseH “HamecTHUK' Ha bora u e
npusBaH Ja ce rpwxu 3a nnaHetata. B TasuM Bpb3ka € yMecTHO Aa MpUNOMHUM
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nHanaHckata mbapoct: “He cme Hacnedunu 3emMsima om ceoume npedyu, a cme s
83esiu HazaeM om Oeyama cu’ .

MpobnembT 32 OTFTOBOPHOCTTA Ha YYEHUTE B CbBPEMEHHAaTa enoxa U cneyuanHo
no npobrnemnuTe Ha pasnUYHMTE 3anfnaxu 3a nnaHeTaTa HW ce pasrnexga OT MHOro
asTopu: bBopH, 1981; [OokuHc, 1998; BpayH, ®nasuH, PpeHy, 1999; KeHeawm, 1995;
KpantbH, 2005; CeiiraH, 2005; Todnbp, 2002; XbHTUHITBLH, 2000; Clark, Carpenter,
Barber et al., 2001 ; Palumbi, 2001 u MH. Ap. — CMUCBHKLT € MHOMO OB

3aefHO C OUEHKWTE W CrnodeneHnTe TPeBOrn MoBeYeTO OT aBTOpUTE Mnokassar
Abnbok unmcodckn pasmmncbn BbpXy CbBPEMEHHOTO CbCTOSIHUE Ha CBETa WM HawuTe
OTrOBOPHOCTU. Bux nckan ga nocoya kaTto NpUMepP HAKOMKO aBToOpM.

KHurata Ha Benukuns dounank Makc BopH “MosiT XMUBOT 1 Bb3rnean” npeacrasnssa
NMPOHMKHOBEH pa3ka3s Ha eWH reHnaneH yyeH, Mbabp U MUCMELL YOBEK 3a pa3BUTMETO Ha
dusnkata B HaAYanoTO Ha MUHaNUA BEK M 3a HEroBOTO MSACTO KaTo Y4YeH W
YHMBEpPCUTETCKM npodrecop. 3aedHo € ToBa TS € M ABbNOOK aHanu3 Ha NPUHLUNUTE U
MOpanHuTe HOPMW, KOMTO BOAAT W Tpabea fa BoaaT ydveHute. Cnopeg M. BopH
“edWHCTBEHOTO, KOETO MOXEe Ada HW crnacu, e efHa crapa MeyTa Ha 4Y0BEeYeCcTBOTO:
CBETOBEH MUP U CBETOBHA opraHusaums”.

KHurata Ha OpuTaHckus ydeH-3oonor Puyapn [oknHc “CebunyHuaTt reH” e
3abenexvuTeneH aHanus Ha reHeTuyHuTe AafAeHOCTU W MOBeAEHYECKUTe peakumn Ha
yoseka. Ts e anen “Oa ce y4yum Ha BNaropoAcTBO, 3aLl0TO HUE CMe POAEHU EroncTu”.

B nocnepgHata cv kHura “Munvapan, munuapaun”, 3aBbpLUeHa Ha NpeacMbpTHUA
My O4bp, FONEMUAT aMEPUKAHCKUN yyeH — acTpoHoM Kapn CelirbH pasrnexaa aktyanHuTe
npobnemun Ha HaykaTa, Ha 3emdATa n Ha Bcenenarta. OTgenHuTe rnaeBu Ha KHWrata ca
HanucaHu nof dopmMaTta Ha eceTa W nopaxgaT HEeBepOoATHW 3aBnagsasBaliy Mucnu 3a
npupogarta OKOMO Hac, 3a OTrOBOPHOCTTa Ha YYeHuTe, 3a NepcrnekTuBuTe Ha cBeTa.
3aBeTbT Ha K. CeltrbH e: “ga ocsobogum pasyma cu OT gormu... Heka nposeaem
CbCTE3aH1e No NoYTEeHOCT”.

Ha kpas Ha To3u noBeYye Unu no-Manko CryyYaeH CnUChK e CnoMeHa KHuraTta Ha
Maiikbn KpanTbH “CbCTOsiHME Ha cTpax’. KpaWTbH € BUMYCKHUK Ha XapBapAcKus
YHUBEPCUTET, NO CneunanHocT MeauunHa; aBTop € Ha Gnectawm pomaHu-6ectcenbpu
kaTto “lambT AHgpomena”, ‘2KeptaTa”, “UsrpsasalloTo cnbHUe”, “Ibkypacuk napk”’ un ap.
ABTOp CbLIO Ha peguua HayyHu Tpyaose B obrnacTtrta Ha Ouonoruata, mMeguumHara,
nHpopmaTmkata u ekonoruaTa. “CbCTOAHME Ha cTpax’ € pOMaH-xy4oXecTBeHa
n3Mmcnuua, HO MpOMUT OT MHOrO CEepuMO3HM, Makap W MPOTMBOPEYMBM Pa3MWUCIM Ha
repouTe U1 U3KIMIOYUTENHO LEHHW W TOYHW OEneXku nog NUHWS, B KOWTO Ce unTupar
aKTyanHu Hayy4yHu cTaTuy OT aBTOPUTETHU cnucaHua. OcHOBHaTa HUWKA Ha
nosectoBaHmeTo Ha M. KpaiTbH B TO31 pomaH e: 3awuTaTta Ha npupogdarta. TanaHTeT Ha
KpaTbH HM npeactaBs AUCKYCUMTE MO CbBPEMEHHWUTE eKomoruyecku npobnemun nog
dopmata Ha Tpunsp.

“CbCTOsiHME Ha CcTpax” e KHUra 3a nbXeHaykaTa, KOATO € MackupaHa noj
topmaTa Ha rnobaneH npobnem. Npu ToBa MackupoBkaTa € Tonkosa gobpa, 4e MHO3NHA
YyYEHU TPYOHO MpeLEeHsBaT AOKOSKO ca 0OOCHOBaHM OCHOBUTE Ha Tasn “HoBa Teopwusi”,
KOSITO MO MHEPUWS YBNNYA rofnsiMa Hay4yHa oOLLHOCT.

M. KpallTbH He e y4eH, HO Toh e 3abenexuteneH GeneTpuct, KOWTO cnegu
Hay4YHUTEe OOCTWXEHWS M Ce CTPeMM [a Ce OpPUEeHTMpa B HayyHWTe npobnemu. Hsakou
kassaT, 4ye KpalWTbH ¥ HaykaTa >xuBesaT B cumbuosa. 3aToBa He e ydyasallo, ye
amepuKkaHcKoTo cnucaHve “Wired” otbenassa cnegHoOTO: "Aanu HU XapecBa WnW He, HO
KpaiTbH npoceeLlaBa aMepuKkaHLuUTe, faxe ako HUE He YETEM HErOBUTE KHUTK.

JeicTBATENHO CHBPEMEHHUTE €eKoNornyeckuTe npobrnemu cvbupaT kaTo BbB
oKyC ycunuaTa Ha yyYeHu, nonuTuum u obwectBeHunuyn. KpaidTbH obpbluya BHUMaHWE
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BbpXy €AWH MHOro nobonuTeH AeTain, CBbp3aH C 3annaxute oT 3aMbpcABaHETO Ha
okonHaTta cpega. CnyyanHo unu He, Ho 1989 r. e nokasaTtenHa ¢ 6enesunte cm Ha npexos.

Bb3 ocHOBa Ha aHanu3a Ha YyecToTaTa Ha cpellaHe Ha onpegeneHn TEPMUHA 1
CXBalLaHUs B HOBUHAPCKM eMUcumn Ha ocHoBHM Tenesusnm B CALL kato EH bu Cu, Ei bu
Cwn, Cn Bn Ec n Ha nybnykauvyn BbB BeCTHUUM B Hio Wopk, BawwuHrroH, Masmu, Jloc
Arxenuc n Cnatbn ce BMXAa, Ye “Npes eceHTa Ha 1989-a e HacTbnuna cepuosHa
npomMsHa. lMpean ToBa MeaAunUTe He ca CU najganum nNo TEPMUHU KaTo Kpusa,
KatacTpodpa, kaTaknu3bMm, Yyyma wunu Tparegus. Hanmpumep npes ocempecette gymarta
,Kpn3a" ce e nosdBABana B HOBWHAPCKUTE eMucun npubnusuTenHo TOMKoBa 4ecTo,
Konkoto u gymata ,Oropket". OcBeH ToBa, npean 1989-a, npunaratenHy KaTo KpaeH,
OesnpeueneHTeH, yxacasaw ca 6unu HeobuyaiHW 3a TENeBM3MOHHWTE PenopTaxu U
BECTHMKapckuTe 3arnaesus, Ho crnepg ToBa BCuYkO ce npomeHs”. Crnean 1989 r. “Tesn
TEPMUHW cTasaT Bce no-obuyanHu. [ymata “katactpoda” ce ynotpebssa net nuTv no-
yecTo npes 1995-a, 0TKONKOTO nNpe3 1985-a. A 4o ABexunagHarta ynotpebara i ce yaBosisa
ole BeAHBbX. [pomeHAT ce n Temute. Bee no-ronamo yaapeHue ce noctassa BbpXy CTpaxa,
TpeBora
Ta, ONacHOCTTa, HECUTYPHOCTTa, NaHukaTa” (KpanTeH, C. 438).

He e npecuneHo ga ce Kaxe, Ye OHEC CBETHLT Ce ynpaBnsBa CbC CTpax, KOETO
noTebpxaaBsa aymute Ha Hoam Yomcku, ye “MHOro necHo e ga maHunynupail xopara ¢
nomoLyra Ha crpaxa’.

Antosudarta, koaTo npasu KpailTbH B CBOSA anen cpeLyy cTpaxa e, Ye npes eceHTa
Ha 1989 r. pyxsa bepnuHckarta cteHa n ToBa Genexu kpas Ha CTyaeHaTa BoWHa. Hama
3HayeHve ganu dopmara, KoaTo usnonssa KpalTbH € 4ypes repouTe Ha CBOS pOMaH,
akTuTe Benexar 1989 r. kaTo npexogHa.

Heka npunomHum, Yye 3annaxuTe no Bpeme Ha CTyaeHaTa BoiiHa B6saxa rnasHo:

=ATOMHaTa bomba
& 'BopopogHata 6omba
2HoBwu TNOBE XMMNYECKO 1 BUOMNOrNYecko opbXxme
§CnuH
» Jlyna kpaBa
Q& T'eHHOWHXXEHEPHM TEXHOSIOTUN
»AdpriKkaHCKu nuenu-yoninum
< AcTeponaHu yaapw.

Cnep, 1989 r. 3annaxuTe rnaBHo ca:

= @) [pefcTosLa ekonornyecka Kpusa, Kosito Bogu Ao katacTpoda

»3ambpcsaBaHe Ha OKofnHata cpefa, MacoBoTo obesnecsBaHe M 0COBEHO
N3CNYaHETO Ha TPOMUYeckuTe ropu

4 YBenun4yaeaHe Ha CO,

»[NapHukoB edekT

VY U3THLHABaHE Ha 030HHUA ekpaH

§ Mmo6anHo 3atonnsHe

4[loBrLwaBaHe Ha OKEAHCKOTO HMBO

& i Jemorpadpckm B3pUB 1 NpeHaceneHocT Ha 3emsaTta

B KomntoTbpeH cpus 2000

» CnuvH

I MTnam rpun

Manpemun

KpaibrenHuat kaMbk Ha Tasum cepusa oT 3annaxu e [TIOBAJIHOTO
3ATOMNAHE. PeanHocTTa e TakaBa, Y€ BCEKU, KOWTO Ce MPOTMBOMOCTaBM Ha ngesTa 3a
rnobanHoTo 3aTtonnsHe Lie 6bae aHaTeMocaH.
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WHTepecHO e, Ye MbpBUTE anapmi 3a rnobanHo 3aTonnsHe uagaT He OT KNUMATonosu a
OT eanH dunocod u nonutonor — amepukaHeubT Makc KannaH, koto npes 1974 r. obpblia
BHUMaHWe kbM HeobxogumoctTa oT 6opba cpewy rnobanHoto 3aTtonnaHe. EAea npes 1988 r.
W3BECTHUAT KNuMaTonor [xeiMc XaHCeH akLEeHTpa BbpXy OMacHOCTTa OT TO3M MPOLEC, MCKaK
nogkpena ot npasuTencTsoTo Ha CALL,

Wpesita 3a rmobanHoTo 3aTonnsHe Obp30 NpUBANYa MHOXECTBO NMPUBBPXKEHNLIM
— YY€HU, NONMMTULN, BOEHHW M CTaBa efHa OT Hah-oOCbXOaHWTE TEMM B NOCNenHUTE
JECETMHA TOoAWMHM, TNPEAMET KaKToO Ha MEeXAyHapoaHW HayyHu dopymu, Ha
MeXaynpaBuTencTeeHn koHdepeHuum u Ha popymu Ha OOH. CbLueBpeMeHHO Tasun nages
CTaBa OCHOBa W Ha HaW-4ecTu Crekynaumm v NCEBAOHAYYHW MPOrHO3M 3a NpencTosiy
anokanuncuc, BcemnpeH noton, nopagu rrnobanHo MNOBWLUEHME Ha MOPCKOTO HUBO U
CBETOBHA BOWHA 3a XPaHUTENHW PECYPCH.

MpuBbpXEHULNUTE Ha rMoGanHOTO 3aTOMMsHE MNPOrHO3WpaT, Ye Haik-KbCHO A0
cpenarta Ha XXI Bek rno6anHoToO MOPCKO HUBO LLE Ce NOBULLK NOBEYE OT 8 M.

OnpegeneHo TpsibBa ga ce Kaxe, Ye NogobHU NporHosn ca abcypaHu, Tbil KaTo
KMMMaTbT € U3KIIOYUTENHO CIOXHO HELLO, KOETO TPYAHO Ce NMPOrHo3Mpa 3awjoTo 3aBUCK
OT MHOXECTBO (PaKTOPW 1 Ce XapaKTepusmpa CbC CMNOXHU XaOTUYHO NpoTUYaLLy npouecu
n aBneHusa. HagexaHn nNporHosn QHeC ce NpaBAT 3a NeTAHEBEH Nepuoj, ocTaHanuTe ca
noBeye ragaeHe BbpXy CTaATUCTUYECKU BEPOATHOCTU. BbB BCeku crnyyal HUKOW He ce
onuTBa Aa npasu NPOrHo3u 3a NoBeye oT AeceT AHW Hanped. A HAKOW, 3aHMMaBalyy ce ¢
KOMNIOTBPHO MoAenupaHe npefckasBaT kakea e Obae Temnepatyparta cneg 100 wnu
1000 roguHu. Pasbupa ce, NporHo3n 3a ganedyHu nepuoan ca Bb3MOXHM U Heobxoaunmu,
HO Te€ MoraT Ja o4yepTasT caMO BEPOATHOCTHW TEHAEHUMM B MPOMSHA Ha Knumata u TO
CaMO Ha OCHoBaTa Ha 3aAbnboOYeHM MO3HaHWA 3a pyHAAMEHTanHWTe akTopu, KOMTO
ONpPeAenaT KnMMaTa Ha HalwlaTa nnaHeTa n 0COBeHO Ha CrbHYeBaTa aKkTUBHOCT.

EOHO OT Haii-mawabHute u BnevatnaBaly KIUMatuyHu SBneHns Ha 3emsdTta e
TeyeHneto En HuHbo (ENSO-effect), koeTo okasBa konocanHo Bb3AelCTBME BbLPXY
3eMHMS knumat. To ce nposieaBa Mpe3 WHTepBan OT OKOMo 9 roAuHW, HO MOHSKOora
Bb3HWKBA W NpMONM3NTenHo Ha 4 roguHu. O4eBUAHO €, Ye KOMMIOTBbPHUTE KIMMaTUYHU
mMogenwu (NoHe 3acera) He MoraT Aa npegckaxaTr HUTO Kora e Bb3HUKHE, HUTO KOJKO LWe
npoabku En HuHbo. 3aTtoBa AbArOoCpovyHMTE MPOrHO3M Ha knumarta ca 6esnoyvseHn. A
cnekynauumTe ¢ rnobanHoTo 3aTonnsHe, KakTo BCUYKU Criekynauumn ca OCbAUTENHM.

HenpegeneHoctta no npobrnema 3a rnobanHoTo 3aTonngHe nopaxga CumeH
CKEMTMLM3BM 1 3a rpossiljaTta OnacHOCT 3a XMBOTa BbpXy 3emsTa oT 6bp30TO 3aTonnsHe
Ha knumara.

onsimaTa onacHocT OT rnobanHoTO 3aTOMMAHE Ce KpUe B noTeuuana My 3a pesku
KNMMMaTU4HU NpomeHn. EHepreTnyeckn To € nNo-nsrogHo OT rnobanHoTo 3acTyasiBaHe, HO
Wle p[oBede no MoOBMWAaBaHe Ha rnobanHOTO MOPCKO HUMBO C  OEACTBUTENMHM
KaTacTpodanHu nocneanum 3a MHOro ocTpoBu, ocobeHo B Tuxust n NIHOWACKUS OKeaH, a
CbLUO M 3a NOBEYETO KOHTUHEHTArNHW Kpanbpexus.

HanoxutenHo e 4oBe4yecTBOTO Aa Hamanu A0 MWUHUMYM CBOETO OTpuuaTernHo
Bb34eiiCTBMe BbpXY NpupogHaTa cpefa v Aa CbTBOpY Wadsdlla nonutuka 3a 3awuta Ha
€CTEeCTBEHUTE EKOCUCTEMM M aTMocdepaTta oT 3aMbpcsaBaHe.

Owe npes 1827 r. dpeHcknsaT pusunk >Kosedp Pyprne nskasBa MHEHUETO, Ye
3eMHaTta atMocdepa M3nbIHsABa OyHKUMS, NogobHa Ha CTbKNaTta Ha efHa opaHXepust —
Bb34yXbT NpOnycka CrbHYeBaTa TOMMMHA, KaTo HE My MO3BOMsSBA Aa ce ucnapu obpaTHo
B Kocmoca. lMapHWKOBUAT edeKkT € eCTECTBEHO SBreHue, 6e3 KOeTo HE € Bb3MOXHO
CbLUECTBYBAHETO Ha XWUBMS CBAT. AKO He CbLUECTBYBa TO3W LUMT CpefHaTa 3eMHa
Temnepatypa, kosiTo cera e 15° C 61una sHauuTenHo no-Hucka — MuHyc 19° C n XmBoTHLT
Ha 3emsaTa NpakTM4ecky Le 3ampe.

CnegBsa pa ce nogyeptae, Ye BbpXy KnumaTa Ha 3medTta onpefenswo BrmaHue
OKa3BaT TPU OCHOBHMW OpbUTanHu BENWYNHMW, CBbP3aHN C poTaumsaTa Ha 3emsiTa: Hak/loHa
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Ha 3emMHama oc (obnukeumema unu ocosama UHKIUHaUuUs), npeyecusma W
ekcuyeHmpuyumema. Te3n acCTPOHOMWYHW NPOMENUBM  BENWYMHKM, 3aegHo C
rpaBuMTaUMoOHHUTE Bb3AencTBuSA Ha CnbHUeTo U JlyHaTa Bbpxy 3emsaTa umat pasnuyHa
NPOABIMKUTENHOCT U PUTMUYHOCT.

http://bg.wikipedia.org/wiki/%D0%97%D0%B5%D0%BC%D 8% %28%D0%BF%D0
%BB%D0%B0%D0%BD%D0%B5%D1%82%D0%B0%28knoHbLT Ha 3eMHaTa oc e 23,45°
OpueHTauusiTa Ha ocTa ce 3anassBa e4Ha M Cblla B pasfnuyHUTE YacTu Ha 3emHaTa
opbuTta — ecpekT obycnassLy 3eMHUTE ce30HU. KoraTo ocTa e HaknoHeHa B Nocoka KbM
CnbHUETO ceBepHOTO Nonykbnbo nonyyasa noBeye CBETIIMHA OTKOMKOTO KXKHOTO M Tam
€ nATo, AokaTo B oBpaTHMA Crnydvail Korato OCTa € HaknoHeHa B nocoka obpaTtHa Ha
CnbHUETO H0XXKHOTO NonykbN60 nonyyasa noeseye cBeTnuHa. [peuecusTa Ha 3eMHara oc
BOAU A0 GaBHO M3MEHeHWe Ha HACTbMBAHETO Ha CE30HUTE CMPSAMO MOSMOXEHWMETO Ha
3emdATa no HelHaTa opbuta — npeuecud (M3npesapBaHe) Ha paBHoAeHCTBUATA. Edekta
Ha npeuecusTa BbpXy KMMaTa Ha MraHeTara 3aBWCK OT EKCLEHTpUUMUTETa Ha 3eMHata
opbuTta — KOMKOTO € MO-rofisiM TO TOMKOBa MO-pe3kn U3MEHEHUsI Ha knumaTta morat ga
HacTBbNAT.

MHOro CbLieCTBEHM 3a knMmarta ca T.Hap. umknum oT Cnb4yeBarta rpyna
HapedyeHy Taka nNo MHTEH3MTETa Ha CnbHYeBaTa aKTUBHOCT, KOATO CE€ U3MEHSA LUKINYHO
npes nepnog ot 11 rogmHu. T.Hap. MarHUTEH UMKbN Ha CnbHUETO € paBeH Ha aBa 11-
MavwHy umvkbna. CbliectByBaT M LMKNKM C npoabmmxkutenHocT 50 u 90-100 roguvHu
(T.Hap. BEKOBW LMKMKW); UMa N LMKMK C NO-rofisiMa Npoab/pKuTenHocT 2200-2400 roguHu.
CnbHYyeBaTa aKkTUBHOCT Bnusge BbPXY artmocdepata v MarHuTocdepata U CbOTBETHO
BbPXY XMBWUTE opraHusmu. Bb3mMoXHO € B Tasu rpyna ga ce OTHacsa u aeneHueto En
HuHbo (ENSO - En HuHbO toXXHM ocuunaumm), koeTto 6elle cnomeHaTto no-rope. Herosute
Hal-CuUnHW n3sBK ca npes nHTepsan ot okono 10 r. (9.9 a).

CblUeCTBEHO BMWAHWE BBPXY KNMMarta okasBaT W MNepuoguTe, Korato
CnbH4YyeBaTa cucTtema npecmda MOLYHM npaxoBu obnauu, KOUTO HamansBaT ClbHYeBaTa
aKTMBHOCT.

MHTepecHa e acTpoHOMMYECKaTa TeOpPUS Ha CpbOCKMSA reousnk 1 MeTeoporsor
MwnytnH  MwunaHkoBuyem, paspaboteHa npe3 20-Te roAvHW Ha MUHaNMA Bek.
MwunaHkoBuY oTaens Tpu opbuTanHu enemeHTa, BNuseLwn Bbpxy knumara, otbensasaHu
no-rope: 1) konebaHMeTo Ha 3eMHaTa oOcC, KOATO (rnegjaHa oTrope) onucea B
NPOCTPAHCTBOTO Kpbr nNpubnusantenHo npes wmHtepsan ot 25 Ka; 2) usmeHeHne Ha
3eMHaTa OC MO OTHOLUEHMWE MNNOCKOCTTa Ha 3emHata opbuta (eknuntukaTa). Tesu
U3MEHeHNs1 cTaBaT ¢ nepuoanyvHoct oT 41 Ka; 3) TpeTuaT eneMeHT e CBbp3aH C
MU3MEHEHNETO Ha ¢hopmaTa Ha 3eMHaTa opbuTa OT MO4YTM KpbroBa OO NEKO OBasHa
(pasTerneHa) - enunTUYHa.

Jlekoto rnobanHo 3atonngHe B kpas Ha XX B. e oBycnoBeHO rMaBHO OT
acTPOHOMMYHN (opbuTanHn) akTopM U He € MOBMAUSHO CbLUECTBEHO OT YoBeLUKaTa
OENHOCT, Makap 4Ye ponaTa Ha YoBelwKus akTop (uHgycTpuanHata A[eWHOCT U
M3MNon3BaHeTo Ha U3KoNaeMnTe ropmea) HapacTea CbC 3acTpallaBallia CKOpoCT.

Mo paHHWM Ha BpuTaHcku yyeHu (umtupaHm ot BBC — 14.12.2000 r.) cpegHaTa
rnobanHa TemnepaTypa Ha 3eMHaTa MOBBLPXHOCT B MOCMEAHUTE TPU AECETWIETUSA €
HapacTBana cpefHo C 0,2° C Ha BCeKkM AeceT rofuHi, HO B nepuoga ot 1945 pgo 1975 .
BKITIOUYMTENHO HE € umano 3artonnsHe. lNoBuweHne Ha TemnepartypaTta ce Habnwopasa
mexay 1910 n 1945 r., crnep koeto p[o cpeparta Ha 70-Te roguMHu TemnepaTypaTa e
ycTonymsa. Cnoped CbLUMAT KONEKTUB OPUTAHCKU YYEHMW 3aTONNAHETO Lie NPOSbIXM U
npes crneaBaluTe HAKONKO OECeTkU rogmHu. Te otbensassar cblyo, 4e Hag 80 % ot
HabnogasaHuTe konebaHua Ha rmobanHarta cpegHa TemnepaTtypa, a cblo Hag 60 % oT
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konebaHuaTa Ha 3eMHaTa TemnepaTtypa 3a nepuog ot 10 go 50 roanHK ca NpUYUHEHN OT
BBHLUHW (ACTPOHOMUYHU 1 opBuTanHu dakropu).

Mo Hai-HoBM paHHWM npe3 2005 r. cpegHata TemnepaTypa Ha 3eMHaTa
NOBBPXHOCT € HapacTHana ¢ 0,42 % un ce e nosuwwuna o 14° C. Tasn TeHaeHUus
npoabikaea Beye 23 roguHu. Cnopep 6vnrapckua actpoHoMm Bopuc Komuto Tonnuar
knumaT Ha 3emsdata cneg 1975 r. e cBbp3aH C Hal-BUCOKO HUBO Ha ClbHYeBaTa akTUBHOCT
npes nocrnegHute 800 rognHW.

HesaBncumo OT Te3n akTh He mMoxe da ce obecHsABa BCWYKO C rnobanHoTo
3aTonngaHe: OT CMbpTa Ha AenduHa BbB BOAUTE Ha Tem3a A0 NMPOMsHAa Ha HaknoHa Ha
3emMHarta oc. Ho Hanu HaknoHbT Ha 3emHaTa oc € cped dyHAaMeHTanHuTe akTopu,
onpegenawm knumata Bbpxy 3emata. To3n HaknoH obAcHsABa u ToBa, Ye Ha 3emATa
CbLUECTBYBa pas3fuyMe Ha Knumarta B CEBEPHOTO U KXKHOTO nonykbnoo. OcBeH TOBa,
Makap Yye ObP30TO U3MEHEHME Ha KNuMaTa cera ce Hapuya “rnobanHo 3aTonnsHe”, To
BKkMtouBa B cebe cum u rnobanHo saxnaxpaHe (untoctpaums  -johnstonsarchive.net).
MHeHneTo Ha HAKou aBTopwu, Ye rnobanHoTo 3aTonnsaHe GyKBanHO NMPOMEHS BbPTEHETO
Ha 3emsaTa M HamansBa NPOABLIPKUTENHOCTTA Ha AEHS € Cblo Ge3noYBeHo, Thi KaTo
Te3n PeHoMeHn ca ¢ PyHAAMEHTaNHN XapaKkTeEpUCTUKLN U He MoraT ga ce NOBMWASAT OT
KpaTKOBpPEMEHHW aBrneHns u npouecu. Olle noBeye nNpoMsHaTa B CKOPOCTTa Ha
BbpPTEHETO Ha 3emsiTa, HamansBaHeTO Ha Opos Ha OHWTE B roguMHaTa M Ha TsxHaTa
NPOABIMKUTEINHOCT € U3BECTHO OLLEe OT naneo3soiickaTta epa (500 Ma BP) n e o6sicHeHo oT
3akoHuTe Ha Kennep 3a HeGecHaTa mexaHuka.

He moxem ga He ce cbrnacum ¢ M. KpalTbH, KOWTO KasBa, ye ugedta 3a
rno6anHoTo 3aTonnsHe He € NPOCTO efHa HayyHa xunoTesa unu Teopusa. Camata TH
Ccb3faBa Kpu3a U e npusne 3a fJewctBue. “A egHa kpusa Tpsbea Ja ce wscnensa,
npoyyBaHusta Tpsabesa Aa ce UHaHCUPAT, HYXHU Ca MONUTUYECKN N BHPOKPaTUYHM
CTPYKTYp¥ no uenusa ceaT. U 3a Hyna Bpeme orpoMeH Opoil MeTeoponosun, reonosu,
oKeaHorpadu U3BeAHBX Ce npeksanupuuupaxa B ,KNMmMaTonosun”, 3aeTu ¢ ynpasneHeTo
Ha BbnpocHarta Kpusa”.

HesaBucumo OT BCMYKO ApYyro, OKOMo ugesata 3a rnobanHoTo 3aTonfsHe ce
BBbPTAT MHOro napu. I3BecTHo e, 4e camo cMmsaHaTa Ha opeoHNTe HOCK rpamMmagHn OXOAN
Ha KpYynNHUTE XUMWUYECKU U XNaaunHu KomnaHuu. Mma pJdaHHWM, 4Ye CcMsHaTa Ha
xnagunauunte B camo B CALL e pgoHecno Ha npoussoguTenwute okono 220 Mnpa.
gonapa.

FMOBAIHO 3ATOMNNAHE UNU TMOBAJHO 3ACTYOABAHE?

CoblecTByBa U MHeHWe, Ye ngeaTa 3a rmobanHoTo 3aTonnsHe e HeobocHoBaHa
xunotesa. Ha Hea ce npoTMBONOCTaBsA xunotesaTa 3a rnobanHoTo 3acTtyassaHe. [gata
npoueca obaye ca B AgnanekTnyecka Bpb3ka.

Mo npuHUMN 3aTONMAHETO Ha OkeaHWTe TpsbBa Aa Josede A0 3aTOMMAHETO Ha
cywaTta, HO Bpb3kaTa € MHOro no-crnoxHa. CTyaeHuTe TeYeHWUsi, KOUTO ca MNO-NNbTHU
nopagu CofneHocTTa CW, ce cnyckaT Ha AbnboynHa, OTMPaBANKW Ce KbM TPOMUYHUTE
LUMPUHW, KbAETO U3TNAcKBaT TonnaTta Boga Ha NOBBLPXHOCTTA. TonnuTe BOAM Ce BpbLUaT
KbM ApkTuka. MndcTpum, BKITIOYEH B TE3M NpoLECH, Noarpasa knumata Ha bputaHckute
ocTpoBM cpeaHo ¢ 5° C. OBLIOTO NOBMLLIABAHE Ha TeMNepaTypaTa Ha okeaHa, CBbP3aHo C
rnoBanHoTo 3aTonnaHe AoBexAa 4O TOBa, Ye KOHBEHUMOHaNHWAT oOMeH Ha TeyeHudTa
(cTyaeHO-TOMMO) rybu CBOATa OCHOBHA XapaKTepuUCTUKa 1 CTyAEeHUTE TEYEHNs BeYe He ca
B COBCTOAHWE Aa MOATUKBAT M Aa AasaT cuna v HanpaBneHue Ha TonnuTe TevyeHus. lo
TakbB Ha4yuH MbndcTpum e ¢ HamaneH obem n no-cnad (nopagu No-mankMst NPUTOK Ha
CTyA€HM BOAM OT CceBep), KOETO TMOCTENEeHHO JdoBexga A0 MOHWXKaBaHe Ha
CpeAHoroAMLIHaTa TeMnepaTypa Ha BputaHckuTe ocTposi 4o 11° C, a B HAKOM pPervoHu
Ha OCTPOBUTE TemnepaTypuTe cTaBaT KaTo B HOpBeXkusa apxunenar Csonbopr (Ha 1200
km oT CeBepHusi Nontoc).
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YueHn OT pasnuyHu cTpaHu otbenassaT, Yye NpeacTon nepuos Ha HamaneHa
CMbHYEBa aKTUBHOCT, KOATO LUe NpUYMHK rnobanHo 3axnaxgaHe Ha knumara Ha 3emsaTa.
TakaBa nges passumBa Hawusa yvyeH b. Komwutos (2001), KOWTO nporHosupa rrnobanHo
3axnaxgaHe npus 21 Bex.

B Havanoto Ha Tasu rogmHa PWUA Hosoctu (6.02.2006 r.) pasnpocTtpaHu
cbobLUeHne, Ye cnopeq pyckus actpoHom Xabubynno AbgycamaToB — CbTPYAHUK Ha
MynkoBckaTa acTpoHoMUYecka obcepBaTopus, B cpefdarta Ha 21 Bek ce o4yakBa rnobdanHo
NoHMXXaBaHe Ha TemnepaTypute. ToBa BCBLUHOCT € TesaTa n Ha Obnrapckus actpoHom b.
KomuTosB.

X. AbgycamaToB oTbenassa pesyntatuTe OT aHanu3a Ha ObfroBpeMeHHuTe
N3MEHEHNS Ha 11-roAvLHWTE Bapuauuy Ha CribHYEBaTa akTUBHOCT, KOMTO MOKa3BaT, 4e
rnobanHoTo 3atonnsiHe Ha 3emsATa € [OCTUrHano CBOSi Makcumym. [lo-HaTtaTbk Lie
nocrnieasa HamarnsiBaHe Ha CrnbHYeBaTa akTUBHOCT U 6aBHO NOCTENEHHO HamansBaHe Ha
rnobanHaTa TemnepaTypa Ha 3emsATa. Taka rmobanHoTo 3aTonngHe We ce nocneasa ot
rnobanHo 3acTtygsBaHe. Hayanoto Ha MOHWXaBaHETO Ha rnobanHata Temnepatypa ce
oyakBa aa 6bae kbm 2012-2013 r. Kbm 2035-2045 r. cnbHYeBaTa CBETMMOCT LUE
OOCTUTHEe CBOS MUHUMYM, Crnef KOWUTO C U3BECTHA 3aKkbCHeHUe (MHepumus) oT 15-20 rognHu
e HacTaHe MopedHus KnMMaTW4eH MUHUMYM — 3HaduTenHo rnobanHo 3actygssaHe.
HopmaneH xon Ha HopMarneH (ecTecTBeH) npoLec.

Mma 6e3cnopHn gaHHu, Yye B rnobaneH mawab ce HabnwgaBa Neko NoBuLIABaHE
Ha cpefHarta rogvHa Temnepatypa Ha 3emsTta. Tasu ecTecTBeHa TeHAeHuUus ce
YTEXHSABA OT CUITHOTO 3aMbpCsiBaHE Ha OKOMHaTa cpefa u atMocdepara, CBbp3aHo C
JelHocTTa Ha 4oBeka. AKO He ce OrpaHu4M oTpuuaTenHoTO Bb3AEWCTBME Ha YOBeEKa
BbpXy nNpupoAata MOXEM CbC CUTYPHOCT Jda KaXeM, 4Ye YOBEYeCTBOTO Lie MoHece
KaTacTpodanHu nocneavuy ¢ HensbpouMM YOBELLKU XEPTBM U OFPOMHM MaTepuanHu
weTun. ToBa HAMa ga 6bae Kpas Ha cBeTa, HO Le ocTaHe Abnboka cneja B reonoxKns
neTonuc, KoATo LWe 6bae cbusMepuMma C enoxara, Npes KoATO U3MnpaT QUHO3aBpuTe.

%
e e

KakBn ca rnaesHWTE M3BOAM OT nNpobrnemuTe, CBBLP3aHU C OCHOBHU MPUPOLHWU
npouecu, B T.4. K onacHW TeHAEHUWW B Pa3BUTUETO Ha KNMmMaTta, Ha CbCTOAHWETO Ha
OKOMHaTa cpefa, Ha U3non3BaHeTo Ha NpUMpoaHUTE pecypcu 1 ap. n.? Mma nu ocHoBaHuA
Ja ce nnawart xopaTa?

Mpn BCMYkM cnyvyam e HeoOXOAMMO MO-FOMAMO MeXAyHapodHO cbrnacue no
rnobanHuTe npobnemu, CToAWM Npes YOoBeYeCcTBOTO AHec. U ynpaBneHne Ha npouecuTe
C orneg da Ce OCUTypy He camMoO WKOHOMMWUYECKM MPOCNepuTeT, HO U Ja ce onasu
paBHOBECMETO C OKONHaTa cpepa.3awoTo, kakto otbensassa Obnrapckus yyed 1. MNeHyes
(2001) “nowoTo ynpaBneHne e MHOroKPaTHO No-NoLWo OT NpMpoaHu B6eacTBua”.

[sBon 3Hae 3awo CbBPEMEHHOTO O6LLECTBO XMBEe NpWU MNOCTOAHHO HacaXgaHe
Ha pasnuyHM CTpaxose, a HaykaTa He e [JOCTaTbyHO CuNHa 3a Aa npoTuMBoAencTBa Ha
HenpecTaHHaTa naBuHa OT NpefynpexaeHus 3a Bce HOBW U HOBM 3annaxu. He 6usa ga
BukaLl “loxap” B NpeTbhkaH TeaTbp, a 3alo MoXe Aa Kpelwuw HenpekbcHaTo “CINNHY,
“NTMym rpun”, “npencrosLy anokanuncuc” oT CTpaHUUUTe Ha npecata U eneKkTPOoHHUTE
mMeaunn?

Hama HukakBo ocHOBaHWe da ce nnawar xopaTa, HO € Heo6XoANMO MO-LLUMPOKO U
BanaHcupaHo obpasoBaHue, KOeTO Lie OCUrypu mno3HaHWs cBeTa okono Hac. EgHa ot
OeonTte gHec e, 4Ye NOBEYETO XOopa Ca NOYTW HEerpaMoOTHM 33 OCHOBHUTE 3aKOHW, KOUTO
perynvpaT paBHOBECUETO B NpupoaaTa.

OcBeH TOBa TpAbBa Aa ce uma npeasud, Ye OCHOBHAaTa Npu4YMHa 3a 3annaxure
cpelyy npupogarta ce 6e4HOCTTa U anyHOCTTa, a Te TPYAHO Wwe 6baat nskopeHeHu. Te

13
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hopMUpaT MHOFO CIIOXHW, NPenfeTeHN B3anMOOTHOLLEHNA MeXAy CeBepa W tora, Mexay
n3Toka W 3anaga, KoMTO YeCcTo Ca KaTo B [AXYHrna, a kakto kassa M. BopH (1981) oT
JXyHrrnaTta He MoXe fia Bb3HMKHE HOBa eTuka.

3a npeofonsiBaHe Ha OCHOBHWTE TPYAHOCTW, CBBbP3aHW CbC CBbCTOSIHUETO Ha
npupoaHaTa cpefja ca HeobXoAMMWM CbBPEMEHHW MO3HAHWSA KakTo B XyMaHWTapHWTE,
Taka 1 no npupogHute Hayku. Camo Taka moraT ga ce npeofonedr 3abnyxaeHus u
npeapascbabuM, 3aW0TO 0OUMKHOBEHO XopaTa, No u3pasa Ha MoHTeH, BApBaT Ha TOBa,
KOETO No3HaBaT Hai-marnko.

KpuanTe n katactpoguTe ca 4acT OT eBoniounaTa Ha 3emMsaTa 1 Ha Hacensasalns
OpraHn3MoB CBSAT, 32 KOATO € XapakTepHa onpegeneHa UMKknmyHocT. [nobanHuTte umknu
0BUKHOBEHO ca ¢ no-ronama npogbxuTenHocT (100 Ka u noseue). Taka 4e, Moxem da
npuemem, 4Ye Ha 3emsaTa uma 6enesn Ha kpu3a BbB BpPb3Ka CbC 3aMbpPCABAHETO Ha
oKonHaTa cpefa v ¢ rnobanHoTo 3aTonnsHe, HO HAMa HUKaKeBW OCHOBaHWA Ha TPBOUM, Ye
npeacTosAT 6nunsky katacTpodanH NPoOMeHN Ha HalaTa nnaHeTa.

e sasbpwa c mucenta Ha Puyapa daiHmaH “HaykaTa e yCBOEGHOTO OT
4yoBEeYeCTBOTO YMEHWe Oa He ce 3abnyxpaBa”. [lopagn TOBa ponsTa Ha Y4yeHuTe B
CbBPEMEHHWNA CBAT € Aa pa3BuUBaT 1 NOMynApu3npaT 3HaHWATa, a C ToBa e Ce U3NPaBAT CpeLly
HEONpaBAaHWTE CTPaxOBe, HacaxhaHW OT pasnuyHu  “MHopmaTopn” M “nonynsapusaTopu” vpes
MPOrHO31 3a NPEACTOALY anokanuncuc.
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NEW NONEXISTENCE RESULTS FOR SPHERICAL 5-DESIGNS

SILVIA BOUMOVA, PETER BOYVALENKOV®, HRISTINA KULINA
YInstitute of Mathematics and Informatics, Bulgarian Academy of Sciences,
silvi,peter@moi.math.bas.bg
2Faculty of Mathematics and Informatics, Plovdiv University
(Plenary report )

Abstract. We investigate the structure of spherical 5-designs of relatively small
cardinalities. We obtain some bounds on the extreme inner products of such designs. As a
result, in 42 cases we prove nonexistence of designs of corresponding parameters. Our
approach can be applied for other strengths and cardinalities.

1 Introduction

The spherical designs were introduced in 1977 by Delsarte-Goethals-Seidel [8].

Definition 1. A spherical. 7-design . C'C Sn_l is a finite nonempty subset of
S such that

1 1
S o (x)du(z) = ] Z f=)

xc( Q)

( U("L) is the Lebesgue measure) holds for all polynomials
o) = flan,wa, .o @n) of degree at most. T (i.e. the average of ° fz)
over the set. (' is equal to the average of - f(i) over . Sn_l). The number

7 =T7{C) s called strengthof. (.

Denote by B(n,7) the minimum possible cardinality of a . 7-design on
S je.

B(n,r) =min{|C|: C € 8" ! is a 7-design}.

Delsarte-Goethals-Seidel [8] prove the following lower bound for - B(n, T), ie.

2("eT?), if 7 =2 —1,

n—1

B(n,T) > D(/n,,/ T) =
(n+6_1) + (”+€_2), if 7 = 2e.

n—1 n—1
In this paper we prove nonexistence of certain spherical 5-designs. This does not give
direct improvement to the above bound for . 7 = 5 but sheds some light on the
problem for existence of designs of prescribed dimension, strength and cardinality.

3The author is also with South-Western University, Blagoevgrad, Bulgaria.
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The following equivalent definition of spherical designs is very suitable for our
purposes.
L . . Cc Sn—l . .
Definition 2. A spherical . 7-design . v is a finite nonempty subset of

. Sn_l such that for any point. & € C and any real polynomial® f (t) of degree at
most. T, the equality

S Fllay) = folCl - F1)

ycC\{z} )

holds, where fO is the first coefficient in the expansion of

f(t) - Zf:() fiPi(n) (f) in terms of the Gegenbauer polynomials [1].

We are interested in the following:

Problem. Given dimension. 7 and cardinality. M decide whether a 5-design on
S of cardinality O] = M oyists.

We obtain restrictions on the structure of 5-designs of relatively small cardinalities, i.e.

close to D(n,5) = n(n + 1). This allows us to obtain some nonexistence results.
Our method can be applied for other odd strengths and cardinalities.

All known constructions of spherical designs (see, for example, [2, 3, 9, 11]) suggest
that the structure of the design with respect to any of its points should be investigated.
This can be done by using suitable polynomials in (1) combined with some geometric
arguments.

In Section 2 we describe our approach. The results are formulated in general but will
be used for. 7 = 5. In fact, we continue investigations started in [6, 5, 4] with proving
nonexistence of designs in many cases. The results for . 7 = 5 in dimensions

S . .
< 25 gre presented in sections 3 and 4.

It was proved in [5] that the condition Po ‘C’ =2 is necessary for the existence of

T-designs OCSn_lwith odd. 7 and’ |C‘ For 5-designs, we prove (ruling
out 42 cases) that in dimensions o <n <25 this can be replaced by

polC| >3,

2 Preliminaries

let. C€S" lhea spherical . 7-design, where: T — 2¢ — 1 2 3 s odd.
For every point. T & C we consider the inner products of. & with all other points of
,l.e.

I(z) = {{u,m) s v € C\{x}} = {t1(z), t2(z), ... . Yy (2) },
where —1<t(x) <tolz) <--- < tC|—1(m) <1 Using suitable
polynomials in (1) we obtain lower and upper bounds for the extreme inner products in

LL) for some special points. . Let us recall some results from [10, 5, 4].
16
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It follows from [10] (see also [5]) that for every fixed cardinality

|C1 = D(n.2¢e — 1) fhere  exist uniquely  determined real numbers
— 1< <ar <+ <e—1 <lang: PP -3 Pe—1 - Pi > 0o

i=0,1,...,e— 1, such that the equality

Jo = W + sz‘f(@i)
i=0 ‘ 3
is true for every real polynomial* f (t> of degree at most. 2¢ — 1. We use (3) in

some calculations of ° fO’C‘ - f(l) in the right hand side of (2). Another useful
formula for- fO is

|I..-"J

- z a2 — 0l | it i
" " .-_'I. i =20 = =2 . 1 i 4t ' @)
where - f(t) = ag + a1t + aQtQ + -+ aktk.

The numbers. @ . & =0,1,...,¢ — 1 are all roots of the equation
BB ). AR
where - 1i(t) = P@n A (t)

P4 can be calculated by

is a Jacobi polynomial [1]. The weights

ps = [o<jcemyzill = 0F)
T — .
o3| C| Hogjgefl,#i(%z - 04?)
Theorem 1. [5]1f. C C S* lisa. 7T-design with odd. 7 = 2Ze — 1 and odd
|Clthen:  #£0/C| =2,

Lemma 1. [5] Let . C'C Sn_l be a. 7-design with odd. 7 = 2e — 1. For
any point: € C'we have' 11 () < @ ang- t|C\—1(‘T) > 1 p. |Cls
odd then there exist a point: = € C'such that® 12 (2) < g

Lemma 2. [4] Let. C'C Sn_l bea. 7-designwithodd. 7 = 2e — 1 and of

odd cardinality ’C‘ Then there exist three distinct points - L5 ¥, % € C such that
t1(x) = t1(y) and o) = t(z), Moreover, we have
tic)—1(2) = max{oe_y, 20 — Iy

It is convenient to use the following notation: Uri(z) (respectively - LT,i(iL'))

for any upper (resp. lower) bound on the inner product" £ (J) When a bound does not
dependon. & we omit. X inthe notation. For example, the first bound from Lemma 1

17
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4] (i) < U¢,1 — @  and the last bound from Lemma 2 is
tic|—1(2) = Ly cj—1(2) = max{ae_1, 203 — 1}

is

3 General bounds

In what follows we take . 7 =05 Let. C CS" ! pea. 5-design of odd

cardinality ' |C‘ and: T, 4,2 € C pe points as in Lemma 2. Then: @0, @1
and: @2 are the roots of the equation

n(l-a)((n+2n+3Ha+4n+2a—n+1)=20|C|(3 (n+2)a?).

We denote:  9(¢) = {t — al)z(t - a2)2.

After [4], there are 42 open cases WherQe . b<n< 25, : |C‘ is odd and

2 < polCl £ 3 nallthese cases: 200 — L > @2 and Lemma 2 gives
be-1(2) 2 Ly jo-1(2) =205 = 1. )

We focus on the inner products in - I(LL) and - I(Z) The main purpose is
obtaining a upper bound

t1(2) < Usi(2) < ay.

We start with a lower bound on*  t1 (Z) = l2 (J?)

(6)

Lemma 3. We have - (1 (Z) > L5,1(Z) where L5,1(Z) is the smallest root of
the equation 2g(t) = pol|Clg{aw),

Proof. Use (2) with g(t) for. xand. (' and (3) for the left hand side. For
g9(t) we have g(ti(x)) =0 forr ¢=3 g(ta(x)) > g(tQ(w)), because
9{t)is decreasing in" (—oo, 1) gng- t1(®) < t2(x) < @0 Therefore

01
pog(a0)|C] = glC|—g(1) = Z g(ti(w))

> g(ta(@) 1 gltale)) > 2g(ta(a)) = 20(01(2)),

rya

since tl(z) = 2 (l) by Lemma 2. Now the conclusion follows by using again
that: 90 is decreasing in" (—oc.01) O

We illustrate our method with two examples which appear in parts after each important
assertion. The numerical results are approximated as follows: the lower bounds are
rounded up and the upper bounds are truncated as we usually give six digits after the
decimal point. We do the same in all numerical applications. The calculations were
performed by a MAPLE programme. Both the programme and the calculations for every
separate case can be obtained from the authors upon request.

18
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In all appearances of Example 1 (resp. Example 2) we treat the case. 7. = 11 and

|C‘ = 147 (resp.thecase. 1 = 17 and" ’C‘ - 348). Both examples contain
the complete nonexistence proofs for the corresponding designs.

Example 1. For. n = 11 and" |C‘ - 147, we have = &0 = —0-830399,
a1 = —0.248366 and = @2 = 0-293051. Then the equation from Lemma 3 is

(t +0.248366)% (¢ — 0.293051) = 0.582577  ,1ose

approximated by
smallest root is approximately . — 0.892289. Therefore

tl (Z) 2 L5,1(Z) — f().892289__ &

Example 2. Analogously, for . 7. = 17 and - |C‘ - 343, we approximate
agp = —0.816081 . ap = —0.210608 .o = 0.240641 and

tl (Z) 2 L5,1(Z) — f().892617__ &

Lemma 3 allows us to obtain a good upper bound on to (Z)
Lemma 4. We have:  2(2) S Us2(2) with  Us.2(2) gefined in the proof.
_ 42 .
Proof. We denote - (1) =1"+al+b oy e (2)  with

f)=(t— tz(z))(f(t) for. zand. C wherethe parameters. @ and. b

will be determined later but have to be such that thfa polynomial - q(t) has two real
roots in .[()‘01 @2 we have o Ji(2)) 20 o . i 2,
fta(2)) = f(Ls1(2)) pecause - [(t) is increasing in (00, t2(2)),

Therefore

folC

—f(1) = Zf(ti(z))
> f(t(2) + f(ho-1(2) = [(Ls1(2) + f(Lsc-1(2))

(we use (5) and ° ti1(z) > L5,1(Z) by Lemma 3). This gives the following
inequality for - ta(z)

A(a, b)
alz) < = )
t2(7) — F((’LJ b) B(a, b)
where
6a|C|  2ab|C|
08) =00 2 ) - P} g Ml )
and
31C a +b|C
Blat) =L T e 2y i 2) - il eyl

n(n+2) n
19
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After the optimizaton over . @ and . b we obtan the bound

ta(z) < Usp(z). O
Example 1. (Continued) We have ' tg(z) = U5,2(Z) = 0774411 =

Example 2. (Continued) We have ' tg(z) < U5,2(Z) = —0.744010 = o

Lemma 5. We have
bepale) > Lyjeoote) = Us 1 {2)Us a2 .'vf’{l U2 (21— U2,(20),

! S

(7)

where U5~,i(z), .t =1, 2, is any (good) upper bound for ° t’i(z),
1 =1,2

Proof. Denote by ¥ and- % the acute angles such that: €08 @ = ~Us.(z)
and: 08t = —Us2(2) |et. u & Cpesuchthat: (&%) = t2(2) Then the

angle between the vectors. x and. w«isatmost® ¥ + ¢ and we have
ho-i(m) 2 (o) = cos(p +1)
= Usi(a)Usa() = [ = U2, ()1 = U,(2)). O

Lemma 6. We have - (3(%) = IIliIl{L5,3(Z),(,1{1}, where - L5,3(2) is the
smallest root of the equation’ 2g(t) = (po|C| — 1)g(a0) — 9(L5a|C|—1(Z))_

Proof. Use (2) with ° g(t) for. zand. C'. Applying similar arguments as in

Lemma 1 and assuming t3 (Z) < Q1 we consecutively obtain
|C|—1

90lC) —g(1) = > g(ti(2))
i=1

> g(ti(2)) + glta(2) + g(ts(2)) + g(lio)-1(2))
> glao) +29(t3(2)) + 9(Ls,j01-1(2))-

This implies the assertion since " 9{)is decreasing in" (—ov.a1) O

pog(ag)|C|

Example 1. (Continued) We have " t3(2) = L5,3(Z) - 0'801894.. &

Example 2. (Continued) We have ' t3(2) = L5,3(Z) = —0.807530 o

In all 42 cases under consideration we have the following ordering for our parameters
and the bounds from Lemmas 1-6:

—1 < Ls(2) < ag < Ls3(2) < Usal(z) <o <op < og < Lyjo—i(2),
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yvhere .« is the smallest root of the derivative - f,(t) of the polynomial
Ft) = (t — ao)y(t)

We further consider several cases for the location of the inner products - tQ(Z) and

{3 (Z) The details will be shown in the next section.

4 The location of + 2(%) ang-  {3(2)
Using the bounds from Lemmas 1-6 we consider two cases for the location of
ta(z) with respectto: X0,

4.1 Casel:" ta(z) € [, Us 2(2)]
We are ready to obtain better upper bound on t1 (Z) as required by (6).

Lemma 7. We have: (1 (Z) < U5,1(Z), where U5,1(Z) is the smallest root of
the equation - S = (polCl = 1) flaw) — f(Ls,c-1(2)) and

f(t) = (t — Lsa(z))g(t).
Proof. Use (2) with" f(t) for. zand. C('.We have
|C|—1

fICI—F1) =Y fti(2)
i=1

> H0() 1 f(t(2) 4 Fop ()
> f(t1(2)) + flawo) + F(Lso1-1(2));

which implies the inequality f1 (Z) = U5,1(Z) since - f(t) is increasing in
(00, ap). [

polC f ()

Remark. According to (6) we need" Usa (Z) < Q0- This is the case when

f(2040 1)
flag)

Example 1. (Continued) We have tl(z) = U5 ( ) - *0'852885.. <&

polCl <2+

Example 2. (Continued) We have® Y ( ) U5 ( )* *0-829252.. <&

Having a good upper bound © * ( ) = U5 1( ) we are in a position to obtain
strong  necessary conditon for the existence of . (. We use

ta(w) = t1(z) < Us1(2) ang- t|C|—1(x) e L5’|C‘_1(m) by Lemmas 2 and
5 respectively.
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The next Lemma gives a necessary condition for the existence of . (. It uses the
information about ° I(i) which is collected so far. We denote shortly this check for
existence by check (@),

Lemma 8. (Check for existence by . i) If there exist® ¢+ b € [0, 02] sych that

check(x) := ho|C| = h(1) = 2h(Us 1(2)) — "L, c|—1(7)) <0,

where: () = (t — G)Q(t - b)z, then. (' does not exist.
Proof. Use (2) with h’(t),. xand. C'.Wehave

IC]-1
O] 1) =Y W) > H (o) hlfle) 1 i)
> 2h(ta(x)) + M Ls ¢ -1 () = 2M(Us1(2)) + D(Ls, 011 ()
(we use - bfx) < tax) = ti(z) < Usa(z) and

t|C\—1($) > L5:|C\—1(m)), which implies the assertion since - h(t)is decreasing
in- (—0%: ) ang increasing in - (a2, 4+00) . O

C| =171

Example 3. For .on=12, we have
tl(z) < U5,1(Z) = f().887772’ . L5’|C|_1(Jf) = 0.501028 and
check(z) = —0.038759 < 0 therefore 5-designs on . S'' with 171 points

such that ° tg(z) < [ao, U5,2(Z)] do not exist. In fact this case was ruled out by
Boumova-Boyvalenkov-Danev in [4].. <

After the optimization of . @ and . b we can still have check () > 0
(converse to the inequality from Lemma 8). Then we continue with a recursive procedure
which replaces: 0 with - U5,1 (Z) whenever possible in Lemma 7 and again turn to
Lemma 8 with better©  U5.1 (#) and’ L5’|C|—1(x).

Example 1. (Continued) At the first step we have
ti(z) < Usi(z) = 0852885 . Lsjop-1(e) = 0330162
check(z) = 0.195233 > 0. The second step gives
tl(z) < U5,1(Z) = 70_872394’ - L5’|C|_1(Jf) = 0.366334 and
check () = 0.099869 > 0 again, but the third step  gives
ti(z) < Usa(z) = 0903327 . Lsjc-1(e) = 0428156
CheCk(‘/L') = —0.072318 < O. Therefore Lemma 8 implies that 5-designs on

S0 with 147 points such that - t2(z) € [ao, US,Q(Z” do not exist.. ¢
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Example 2. (Continued) Similarly, after six  steps  we obtain
tl (Z) S U5,1(Z) - f().926518' . L5’|C|_1(.’I/’) = 0.437940 and
check(z) = —0.218084 < 0 therefore 5-designs on . S'6 with 343 points

such that ta(z) € [ow, US,Q(Z”do not exist.. <
This approach rules out 40 cases out of the 42 under consideration. The two
remaining cases ( 1 =17," |C‘ =63 ad. n= 8, ’C‘ - 81) are ruled out

by precise consideration how close is t3(2) 1o Lsa(2),
We have ta(z) € Jav, US,Q(Z)] and consider two possibilities for - t3(2)
Case 1.1. Let us have - 3(2) € [L53(2), L5 3(2) + 5], where. € >0isa

positive number such that - L5,3(Z) +& < 41 \we have the analog of Lemma 8
(check for existence which uses the information about" I(Z)).

Lemma . &’. (Check for existence by. z) If there exist® @ b€ [on, 0] guen
that

check(z) 1= ho|C| = h(1) = h(Us,1(2)) = 2h(Ls 3(2) + &) = h{Ls 01-1(2)) <0,

where h’(t) - (t - “)z(t - b)z, then. (' does not exist.

Proof. Use (2) with - h’(t),. zand. (. We have

|C|-

}: 2)) 2 bt (2)) + hlta(2) + hlts(2)) + o1 (2)

=1

> ( 1(2)) + 2h(ts(z)) + h(Ls -1 (2))
> h(Usa(2) + 20(Ls3(2) +¢) + h(Ls c)-1(2))
we use - U (Z)U")-,l(z), o la(2) <i3(2) < Lps(z) +e ang
t|C|—1(Z) > L5a|C|—1(Z)), which implies the assertion since ' h(l) i decreasing
in- (—00,01) ang increasing in- (a2, +oc) . 0O

holC| = h(1)

After the optimization of . @ and . b we can still have check(z) > 0
(converse to the inequality from Lemma . 8’). Then we continue with a recursive

procedure which replaces @ 0 with U5,1(Z) whenever possible in Lemma 7 and

again tun to Lemma . &' with better Us1(2) and - L5s|C|—1(Z). With
£ = 0.008 this approach rules out the two remaining cases . 7. =7,

|C‘ =63 and . n=28, - |C‘ = 81. Case 1.2. Let us have
ta(z) > L5,3(Z) + £ where. & = 0.008 as above. We have the analog of

Lemma 7 for obtaining to a better upper bound on" t1 (Z)
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Lemma . 7. We have - U1 (z) < U5,1(Z), where U5,1<Z) is the smallest
root of the equation ' f(f> — (pO‘C’ - 1)f(Q0) - f(L5.|C|—1(Z)) and

f(t) = (t — Lss(z) — e)y(2),
Proof. Use (2) with* f(t) for. zand. ('.We have
|C]-1

folCl— f(1) = Z f(ti(z))

> F(t(2) 1 Fta(2) | Flter ()
> f(ta(2) + flow) + f(Lsc1-1(2)),

which implies the assertion since" f(t) is increasing in- (*OQ ('VU).. (]

polC|f (e)

We check for existence by Lemma 8 for the point . . After finding the optimal
values of . @ and . b we can stil have the converse inequality, i.e.

check(xz) > 0
with - U5,1<Z) whenever possible in Lemma . 7' and again turn to Lemma 8 with
better - U5,1(Z) and L5’|C«|_1(:17). This rules out the two remaining cases

n==7r, |C‘ - 63and. n=28a," |C‘ - 81,

Thus we finally have obtained the nonexistence of all 42 designs under consideration
assuming t2(z) € [ao, US,Q(Z”.

. Then we continue with a recursive procedure which replaces - ©0

42 case2 (2(2) € [t1(z), ap]

We have - ta(z) € [t1(2), 0] € [L51(2), Us2(2) :== OCU] We can not
obtain good bounds - t1(z) < U5,1(Z) at this point. This is why we start with
investigation of the location of t3(2) with respect to . o,

Case 2.1. Let us have ' tc}(z) < [L5~,3(Z)= O"l] We start with new lower bounds
on’ tQ(z) and" t3(2)

Lemma 9. We have tZ(Z) > L5,2(Z), \gvhere ' L5‘2(z) is the smallest root of
the equation’ 2g(t) = po|Clglag) — gla’) — Q(LS,\C|—1(Z))_

Proof. Use (2) with* g(t) for. zand. ('.We have
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01
pag(ao)|C| = golCl—g(1) = Z g(ti(z))

> g(ti1(z) +g(t2(2) + g(t3(2)) + g(tjc)-1(2))
> 2g(t2(2)) + g(e') + 9(Ls o -1(2)),
which implies the assertion since g(t) is decreasing in’ (*OO’ (,v1)_ .U
Lemma 10. We have - t3(z) > min{Ls 3(z), “1}, where L5 3(z) is the
smallest root of the equation 9(t) = (polC| — 2)g(x0) — g(L5=|C|—1(Z )

Proof. Using ta(z) < g = U5,2(Z)as in Lemma 6 we have

Cl-1
pog(00)C| = golCl—g(1) = Y g(ti(2))
=1

> g(li(2) + g(t2(z)) + g(t3(2)) + g(to-1(2))
> 2g(co) + g(ts(2)) + 9(Ls oj—1(2)),

which implies the assertion since - 9(1)is decreasing in" (—oc.01) O

Remark. A new better bound® {1 (z) > L5,1(Z) can be obtained but we have not
found its applications.

In all cases we have - L52(2) St2(z) < g < Lss(z) <t3(2) < o
which seems to be a strong restriction.

Example 1. (Continued) We have. « = —0.680699. Then Lemmas 9-10 give
tz(z) > L5,2(Z) = —().858038 and - tg(z) > L5,3(Z) = *0.769776'

<&

Example 2. (Continued) Analogously, we have . « = —0.664851 and
tQ(Z) 2 L5,2(Z) = —().860278 and tg(Z) 2 L5,3(Z) = f().798687_

<&

Now, we are in a position to obtain a upper bound " t1 (Z) = U5,1(Z) as required
by (6).

Lemma 11. We have: (1 (Z) < U5,1(Z), where ' U5,1(Z) is the smallest root of
the equation f(f) - _f(L5’2(Z)) - f(L5"3(Z)) - f(L5>|C|—1(z)), where

J(t) = (t — ag)g(t),

Proof. Use (2) with" f (t> for. zand. C('.We have
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o
- fl fil= E_fc’tl;_t'jl;li;_f'e'fu_tu fitsiodn fitgnr fif i
=1

R T I e I I AR P I EF TR b

which implies ‘the assertion §ince : f(t) is increasing in (*OC% ao)_ We notle
the inequality * f(t3(2)) 2 f(L5.3(2)) which follows by - t3(z) € [Ls3(2), o]
and explains our choice to work with . o O

b
Lemma 12. If there exist a,b e [Q 7052] such that

check(z) == ho|C| = h(1) — h(Us,1(2)) — Mao) — h(a) = h{Ls5cp-1(2)) <O
where: () = (t — G)Q(t - b)z, then. (' does not exist.
Proof. Use (2) with h'(t),. zand. C'.Wehave

f,l“(,r .IJ:J_'I E‘j';l'.“l;['.',.'}] lfT;[_,f]|::'I__| ,uf Sl rla | i ;’rl__a" ¢roqiil

r i fI ] | — "I.rllf'l._|::' — .I'IJ'l:.(]If::' — )Il.f fr,!-l_ ('-| [ i |
which implies the assertion.. [l
As in Case 1 we apply a recursive procedure. We come back consecutively to

check(z) > 0

Lemmas 9-11 and check (Z) for existence by Lemma 12, while®

Example 1. (Continued) We have . o = —0.680699. The first step gives
tz(z) > L5,2(Z) = f().858038, , tg(z) > L5,3(Z) = 70_769776,

t1(z) < Us1(z) = —0.848575 4. check(z) = 0.079302 > 0 pyt the
tg(z) 2 L5,2(Z) — f().856549’

second step gives
ts(z) > L a(z) = —0. 739912 . 4 (z) <Usa(z) = —0.874519 .4
check(z) = —0.009398 < 0 Therefore 5-designs on y S0 with 147 points
suchthat- 2(2) € [t1(2) O“*U}and t3(2) € [L53(2), &' go not exist.. <

Example 2. (Continued) We have . ' = —0.664851. The first step gives
tg(z) 2 L5,2(Z) == f().860278’ tg(z) 2 L5,3(Z) = —(.798687 and

tl(z)§U5,1(z):*0'775811. This is one of the bad cases when
U511(Z)>c¥0'_ &

The last procedure rules out 18 out of all 42 cases. The remaining 24 cases (including

Example 2) are resolved by a precise consideration how close is t3(2) to- L533(Z)
as in the end of Case 1. More precisely we have the following two subcases.
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Case 2.1.1. Let us have - 13(2) € [Ls3(2), L5 3(z) + 8], where. € >0 s
!
such that L53(2) +te<a&  Now we have new upper  bound
ta(z) < U5,3(Z) = Ls3 (z) +e and analogs of Lemma 11 and Lemma 12.

Lemma 11. . We have - {1 (z) < U5,1(Z), where U5,1<Z) is the smallest

t) = —=f(Ls2(2)) — [(Ls3(2)) — [ (Ls,c1-1(2))

root of the equation ° f()
where: J () = (t — ao)g(l)

Proof. Use (2) with - f(t) for. zand. C'.We have

€1 |

- O fl- z_T"f?‘_.\t_:fl;w;_f':'hl__:il:u firdoin findon fite i
—

TSN I T I I A A

s . NI

_ e Sl

which implies the assertion since " f(t) is increasing in- (*OO’ ('VU).; L]

1
Lemma 12. . If  there  exist a,be [U‘ :(1‘2] such  that

check(z) := hg|C| = b(1) = h(Us,1(2)) = hao) = h{Us 3(2)) = hl L5 ¢-1(2)) < 0
h(t) = (t — a)z(t - b)2, then. (' does not exist.
Proof. Use (2) with h(t), . zand. (. Wehave

where

10]-1
holCl - h(1) = Zh )) 2 hit1(2)) + hlta(2) + h(t3(2)) + hltieioa(2)

> hUss(2)+ hln) + AUsa(2) + h(La c1-1(2).

which implies the assertion.. [

' /

A recursive procedure (as described above) using Lemmas 9-10, 117, 12" ryjes
out the remaining 24 cases when t2(z) < [tl(z),ao} and
ts(z) € [Ls3(2), L5 3(2) Jfg]. For 22 of them . & = 0.01 works. For the

remaining two cases (7 = 19," ] = 427) and ( n =21, IO = 519)'
weneed. &£ = 0.008and. & = 0.007 respectively.

Example 2. (Continued) We have. ¢« = —0.664851 and. & = 0.01. The first
step gives . ta(z) > Ly 2( ) = —0.860278'

tg(z) > L5,3(Z) = *0.798687’

tg(z) < U5,3(Z) = L5:3(Z) + e = —().788687

t1(z) < U5’1(Z) = —0.826848 g Check( ) = —0.006815 < 0.
Therefore 5-designs on . Sm with 343 points such that ( ) [ ( } and

ts(z) € [Ls3(2), Ls;3(2) + 0.01 4o not exist..  ©
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'
Case 2.1.2. Let us have - 13(2) € [L53(z) + &, ] where . £ is as above.
Then we apply the analog of Lemma 11 and check(z) by Lemma 12.

Lemma 11. ”. We have (1 (Z) = U5,1(Z), where U5,1(Z) is the smallest
root the equation

F1) = —f(Laa() > FLan() +2) — Fllsiea() o
P = (1 ao)glt)

Proof. Use (2) with" f(t) for. zand. ('.We have

o
- fl fil= E_fc’tl;_t'jl;li;_f'e'fu_tu fitsiodn fitgnr fif i
=

R T R e S N Y A Pt Rl B IRt

which implies the assertion since f(t) is increasing in’ (*OC% ao)_ .
A recursive procedure with Lemmas 9-10, . 11" and 12 resolves z;tll remaining 24
caseswhen: (2(2) € [l1(2), alang.  13(z) € [Ls3(2) +&,0/]

Example 2. (Continued) Again, we have . ' = —0.664851 and. & = 0.01.
After six steps we obtain - ta(z) 2 Lsa(z) = —0.852473
tg(z) 2 L5,3<Z) == 7()_694411, . tl (Z) S U5,1(Z) = —().885379 and
check(z) = —0.028429 < 0 tperefore 5-designs on . 8716 Wi,th 343 points
suchthat- £2(2) € [t1(2), a0 ang.  t3(2) € [Ls3(2) + 0.01, 0] g5 not exist.
<&

This ends Case 2.1 with a nonexistence proof for all 42 designs under colnsideration
under the assumption ta(z) € [t1(2), an]ang.  t3(2) € [L5a(z), ]

Case 2.2. Let us have - (3(2) > &I, ie.. 13(2) 2 Ls3(z) = & \we obtain
immediately a upper bound {1 (z) £ Us1(2) o5 required by (6).

Lemma 13. We have' {1 () < U5,1(Z), where:  Us.1 (2) is the smallest root of
the equation ' Qf(t) - pO‘le(QO) - f(L5,‘C|—1(Z))' where
- St =t —a)g(h)

Proof. Use (2) with f(t)for. zand. (. We have

T
i ‘-/‘|_}r|:.f"-::':' — _.?L'-:I|(I| Frl — E fito
1

Fibpion | fudssi .f'if|(- Ry S T R A PR RN

which implies the assertion.. [l
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We now apply check(x) by using the better bound

Ls jop-1() = Us.(2)ag — /(1 = U2, (2))(1 = af)
ta(z) < ap = Usa(z),
If - check(:c) >0 we continue with a recursive procedure which replaces: ©0

with - U5,1<Z) whenever possible and again turn to check(x) with better - U5,1<Z)
and’ L5’|C|_1(:17).

in Lemma 8 using "

Example 1. (Continued) We need eight steps to obtain

t3(z) > of = —0.680699 - t1(z) < Usa(z) = —0.890144
Lsjcj-1(x) = 0401037 . check(z) = —0.011722 <0 1ps

completes the proof in the last case. Therefore there exist no 5-designs on . Sm with
147 points.. ¢

Example 2. (Continued) Similarly, we have . « = —0.664851 and
e = ().01. We need twelve steps to obtain ° tl(z) = U5,1(Z) = *0-890753,
L5,|c|_1(517) = 0.359055 and check(xz) = —0.015316 < 0 This

completes the proof in the last case. Therefore there exist no 5-designs on . Sm with
343 points.. ¢

This procedure rules out 36 out of all 42 cases. The last 6 cases are now ruled out by

a precise consideration how close is t3(2) to. « and how close is tQ(Z) to
(). We omit the details.
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ON WEB BASED TESTS AND ONLINE SURVEY
Vladislav Yurukov, Grigor lliev

South-West University "Neofit Rilski", Blagoevgrad, Bulgaria
American University in Bulgaria, Blagoevgrad, Bulgaria

Abstract : This article presents a Web System for Psychological Re-search (WSPR) developed for
Department of Psychology (South-West University) as a faculty project. The system is capable of handling
psycho-logical tests specifics (there are not a correct/wrong answers, factorization etc.). Commonly used e-
Learning systems (Moodle, Claroline etc.) do not support such elements. The business logic of test preparation
in WSPR is based on relaying question/answer sum of values with the results ranges.

INTRODUCTION

This article discusses techniques for preparation and execution of web based tests
and online questionnaires. It analyzes the implementation and integration of such a
system in an university web space.

Major attention is focused on the system named WSPR (Web System for
Psychological Research).

WSPR is created as South-West University interdisciplinary project in early 2005 on
classical Open Source platform: Linux operating system, Apache web server and MySQL
database server. The programming language is PHP.

A lot is said about advantages and disadvantages of this platform. Mainly
discussion is about operating system independence (PHP is ported for Linux, Windows
and some UNIX systems), PHP as object-oriented language, level of support, backward
compatibility. The most important is that the platform is free — so this is the right choice for
low cost projects [1].

The system aims to optimize the process of psycho-diagnostics. It is necessary as
part of improvement lifecycle of scientific, research and educational process in the
University.

We must note that the development of high quality web-based tests is expensive.
So we must consider what our primary goal is: excellence or cost efficiency [2]. In our
project there were financial limitations. They exclude excellence as primary project
objective.

The details of the psycho-diagnostic process are not subject of this paper and will
be addressed only when it is necessary for the explanation of the WSPR system specifics.

By using software for psycho-diagnostics, many difficulties, related to the
conventional testing methods can be avoided. Such as: expenses for hard copy materials,
slow and unsafe result processing, special measures for document preservation, difficult
and many times impossible juxtaposition of results. Some of the advantages are obvious:
Instant feedback; flexible time and location; great reliability in comparison with human
made evaluation.

These difficulties are solved by the introduced web based system for psychological
research.

The main tasks are:

To be assured access of researchers (teachers) and the objects of the research
(students) with username and password.

The Mechanisms of test preparation must satisfy the following conditions:
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 Factorization is required (factorization is when in one test different types of
guestions are presented. The answers of these questions provide information of different
aspects of the object’s personality — aggressiveness, sincerity, etc. — called factors).

» The questions are in a survey like format — here is no right or wrong answer.

» The opportunity of using multiple-choice single answers and multiple-choice
multiple answers in the same test.

» The researcher can manipulate student's access to the test. The test is active
(visible) or not.

» The question can be a picture or other image.

» The answer can be an image too.

* When the system evaluates answers of different test or factor, the weights of
different answers are summarized.

» Every question is associated with no more than one factor, consequently the sum
of the weights of the answers, given by the subject of research (the student), determines
strictly the result of the corresponding factor.

Additional requirement is tests history. When a student makes a test twice or more
the researcher can use previous results to observe the advancement.

Other feature of the product is multilanguage support and localization. The basic
version of the product supports two languages: Bulgarian and English. The current
language in use is defined in configuration file.

The system is written in a way, which provides convenient interface for
internationalization and localization, thus facilitating the integration and support of new
languages in the future.

Database Structure

The database relational schema consists of eight tables.

id name

student_id question_id id
excam_date valug M
answer_id image —|Factor_id
factor_jd Fs-'pe
test_id image
walue

name
test_id
comment

d
narne
teacher_id
comment

wisible

Fig. 1: The database relational schema
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Two tables are used for storing the user information. The first one - “teachers”
possess information about the researcher — in common case the teacher. There are two
fields containing the username and the password of the teacher and one field for addition
information about the teacher.

The second table - “students” is for second type of users — subjects of the
research — students. It differs from the “teachers” table with one additional field —
‘facnum’, holding the faculty number of the student.

Once the teacher has a valid account he can create a new test. Every test has
name, comment, status (visible or invisible) and owner. The ownership can be tracked
down by [tests].[teacher_id] field which is in relationship with [teachers].[id].

The next table is “factors” . It is obvious that [factors].[test_id] is in relationship with
[tests].[id]. Factors have name and comment fields. If the test has no factors, one is
automatically assigned. That is because the results correlate with factors instead of the
tests. Other fields in “results” table are ‘from_val' and ‘to_val’ which define the range of
values. For this range the ‘comment’ is assigned.

The “questions” table has five fields. [questions].[id] is the primary key. Every
table has such field. The question is in [questions].[name] (for example “Do you believe in
God?"). The field [questions].[type] has two possible values (0, 1) for two different types of
questions — multiple-choice single answer questions and multiple-choice multiple answer
questions. The “questions” table is in relationship with “factors” because questions are
assigned to different factors (not to tests). The next table is “answers” . It is in relationship
with “questions” . Both have the field [image] where the name of uploaded image is
preserved. So the questions and the answers can be graphical objects. Every answer has
a value — integer number.

For the same factors must be valid:

A — all answers

Al — given answers
ai — answer’s value
R — all results

A, R

Fig. 2: Answers and Results Sets.
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Aic A
ait...an € A1
M...ome€R

airt+azx2+...+an S } max

ar+a2+...+an 2 1 min

When a student takes a test, his answers are written in
“students_answers” table. There is a [test_id] field which is step back from database
normalization because we can have the test identification number through the relationship
[tests].[id] -> [factors].[test_id] and then [factors][id] -> [students_answers].[factor_id]. This
time normalization doesn’t lead to excellent performance [3]. Other methods are twice and
more slower than the simple selection (table 1).

Table 1. UNION; LEFT, RIGHT and INNER JOIN productivity.
SELECT * from students_answers

QUERY Exec. time

, factors WHERE ... 0,0019 sec.
LEFT JOIN factors ON(... 0,0019 sec.
RIGHT JOIN factors ON(.. 0,0025 sec.
INNER JOIN factors ON (... 0,0018 sec.
WHERE test_id=... 0,0009 sec.

The described way for increasing the performance is important because when
student’s answers are written we can generate reports based on these answers.

Business Logic

No specific definition is given in computers terminology for Business Logic but it is
often used to note the tier that contains the application server in multitiers architecture of
web application [4].

Here are three user roles in our application: administrator, researcher (most often
this is the teacher) and the subject of the research (usually the students).

MNoOTPESHTENCKO HIME: | |

napona: | |

KOKMEeHTap: | |
i juser password | comment action

- penakTHpal
1 [Madi pa2dobm |Brnagm Kpykoe T

HITPHH

penakTHpait
2 |laborant |laboratory |B. Cnaeqor L

HITPHH

3 |oleg 1234 Oleg Georgiey | LELaKTHDAN

HITPHH

] . . | penaktupait
4 |daniel |lorko Daniel Georgiev S

HITPHH

Fig. 3: Researcher’s login administration.
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Administrator’'s user role is separated from the other part of the web application due
to security reasons.

The main part of administrator’s duties is the management of the username and
password Access Control Lists (ACL) for students and teachers (Picture 2). The ACL
management interface for students is similar to the management of teacher’s ACL.

The Web Administrator can manage the system using the configuration file
“conf/conf.php”.

Table 2. conf/conf.php file

row code

1 <?php

2 $lang = "bulgarian”;

3 $db = "wspr";

4 $dbhost = "localhost";

5 $dbuser = "wspr";

6 $dbpass = "wspr@123";

7 $uploaddir = "./wspr/pics/";

8 $StartPage = "http://sharper.swu.bg/wspr/";
9 $dbfailed_message = "Connection failed!";
10 ?>

The $lang variable contains the name of the language directory. All “lang*.php” files
are in this directory, so adding support for new language can be done by translating all
files to the new language for example in French and put them in “French” directory. At the
time of this writing “Bulgarian” and “English” directories are present. In a specific moment
only one locale can be used.

Rows 3, 4, 5 and 6 (Table 2) hold the database connection information.

Row 7 has the uploaddir: where the pictures have to be uploaded. This directory
must have write permission for the system user used to run the apache web server.

These settings should be changed when moving the system to another server , the
uploaddir should be writable and the connection to the database updated.

Other Web Administrator's duties are the regular system software and hardware
support and backups.

Researcher’s job role includes test creation. Basic actions with tests are adding,
editing and removing. Other actions that the researcher can perform are changing the
visibility status and reviewing the results. The answers given by the subject of the
research can be seen in that section.

The next level is about factors . Again we have add, edit and delete. According to
the relational model there are links to the management of questions and results. Only
basic actions (add, edit and delete) for answers are present.

In answers and questions when an image is required it is uploaded with specific
name. The name for images about questions includes the UNIX time stamp and the
leading factor_id. The name of the answer’s image uses the question_id and again the
UNIX time stamp. Thus we can avoid concurrent file names.

Student’s job role is not actually for students only. We are calling student the
subject of the research, because in South-West University the system is used in
department of Psychology but this doesn’t mean that only students can be analyzed with
WSPR.

Once the student logs in to the system, he sees a list with visible tests. The list
consists of the test name, short instruction (or description) and the researcher’'s name. If
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he chooses to run a test, he must process it at once. All his answers are written into the
“students_answers” table.

The system successfully runs “yes/no” tests, graphical tests, “a-never, b-
sometimes, c-often, d-always” tests etc. Actually the system can run every test if enough
results are provided because we can recognize every answer combination, given by the
subjects of the research.

Generally there are three types of tests: single choice answers, multiple choice
answers and mixed. If in a test there are n questions and they are q1, g2, ..., gn for every
guestion there are various number of answers (ai):

1) feount (ql) — &, =12, 000

For single choice answers tests, all combinations of given answers would be:

2) da1.4az2...dn

For multiple choice answers tests all combinations of given answers would be:

a1l ~d2 dn
5 28 2% 2
So we can assume that for the mixed type of tests all combinations would be:

(ai+1+.. . +an
paraz.ai2”” :

Where i is the number of single choice answer questions and [i+1, n] are multiple
choice answer questions. As we can see 3) and 2) are special cases of 4). In2)i=n and
in3)i=0.

Table 3. Test example with answer values

o[} az
Answer value answer value
a) 1 a) 4
b) 2 b) 8
c) 16

To achieve maximum diversity in answer combinations and to assure the
uniqueness of every combination we are offering answers to be valued with powers of two
(Table 3). If g1 and g2 are single choice answer questions all combinations are:

a; = feount (Q2) =2

as = feount (02) =3

a,a,=6
and for all combinations, matching result values are:

sum(l, 4) =5; sum(2, 4) = 6;

sum(l, 8) =9, sum(2, 8) = 10;

sum(l, 16) =17; sum(2, 16) = 18;

In that case powers of two is a “wasting” approach. But let face the multiple choice
answer questions:

al =fcount (ql) =2

a2 =fcount (q2) =3

2(al+a2)=25=32
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And for all combinations, matching result values are:
sum() = 0; sum(1) = 1;

sum(1, 4) =5; sum(1, 5) = 6;

sum(1, 2, 4, 8, 16) = 31;

We have proved that we can calculate answer combinations and for every
combination we can construct unique weight (sum of values) by using powers of two.
The described system gives to the researcher the ability to unite different answer
combinations under common result if the combinations are logically close enough
([results].[from_va] and [results).[to_val] form a range).

CONCLUSIONS

We examined one low cost CMS used for specific work with flexible structure and
capable to cover wide variety of areas. When the “low cost” criterion precedes the
“excellence” it affects the system with some restrictions and weaknesses. To note
strengths and weaknesses we are using SWOT analysis approach.

Strengths:

1.

Low cost of the project (total cost of the project was 2500 BGN. 900 BGN of
them for computing only).

2. Open Source projects are used for the entire project lifecycle.

3. The system is flexible and covers wide variety of tests.

4. The system differs from the rest of e-Learning systems — they all had a right
and wrong answer.

5. We use job roles. That makes a step forward for better security and
management.

6. We had an interested customer before putting the system in production
(department of Psychology, South-West University).

7. Hosting and administration after the projects end are provided (SWU).

Weaknesses:

1. The primary criterion is “low cost” not “excellence”.

2. ltisin researchers hands to put a test in production.

3. The system had not been planned under e-Learning standards.

4. The students proceed all questions in a test at once instead of every question
separately. That leads two different weaknesses: The system does not read
the execution time for every question; linear tests are

Opportunities:
1. End-users respond to new technologies.
2. The testing process is optimized. It is a part of educational lifecycle
3. Always can be developed and added new tests.
4. There is no restriction in the number of the subjects of the research.
Threads:

1. The system is vulnerable to major competition (open source or commercial
projects).

2. Technical support and administration can be discontinued from the
supporting organization.
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3. Security risks can always be mentioned when we deal with web based
software application.
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DEFENSE MECHANISMS AGAINST COMPUTER ATTACKS
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Abstract : According to statistical information, published by SANS institute (System Administration,
Networking and Security) [1], one of the most critical and devastating classes of computer attacks is that of the
type (Distributed Denial of Service, (DDoS), aimed at interfering in the accessibility to information resources.
These attacks are accomplished by the combined actions of variety of program components available on Internet
hosts. One of the current tasks in the field of computer safety is the development of relevant security methods
against DDoS attacks and creating of well-grounded recommendations to choose from for the most effective
means in the particular conditions. The article contains research of the existing and perspective mechanisms of
defense against DDoS attacks.

Key words: Distributed Denial of Service, Network Security.
1. INTRODUCTION

Typical examples of the Denial of Service attacks are the well-known attacks
WinNuke or SYN-Flood. They are characterized by sending of incorrectly formed web
packet or by sending by evil-minded people of a large number of special packets, whose
processing takes on all resources of domain’s controller, which blocks the processing of
the other requests.

What is the underlying principle of the SYN-Flood attack? A virtual connection is
established so that two hosts can connect in the net, according to TCP protocol. When
there is a request for connection by one of the hosts (for example the customer), a TCP —
packet with a set flag SYN is sent to the other host (for example server). The server
responds to the request with set flags SYN and ACK and a virtual connection is made
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after a confirmation by the customer has been received. In this case, if the confirmation by
the customer has not arrived, the server is waiting for the response for a definite time,
using for this purpose part of its resources. The attack SYN-Flood consists in sending of a
large number of SYN-packets to establish a connection without the corresponding
confirmation. As a result, the host engages too much resource for a non-existing
connection and cannot process other requests, i.e., the efficiency of the host is disturbed.

Special systems or inter-network filters to protect the components of computer
systems can be used for detecting of attacks, type Denial of Service. The system Real
Secure of ISS Company can be named as an example of a means of detecting attacks. It
is installed in the host under the control of Windows NT or Solaris and not only does it
detect all attacks on the information system, it also prevents their influence on the
operation of the elements of the computer system. The protective walls (Firewalls) operate
in a similar way but they can repulse far less attacks.

DDoS attacks differ from DoS in principle. When they appear, the concept of
attacking changes and the existing means of detecting of IDS (Intrusion Detection
System) prove to be ineffective in most of the cases. The attacks are already
accomplished at three levels. It can be seen from Fig. 1 that the evil-minded person
(hacker) does not interact directly with the victim. He/She acts with the help of Masters
and Daemons. There are usually several Masters installed in the heavy traffic hosts (with
a broad channel in the Internet). They remain unnoticed when the transmitted/received
information increases. Another important moment is that they are often severs (always
switched on) and a restart of the computer is needed to clear the Master. The detecting of
the Daemons follows after one or several Masters have been identified. A Daemon is a
program of the Troy Horse type, which is installed on an alien machine (often using the
well-known faults in the software). Having been installed on the machines, the Daemons
get in touch with one of the Masters and receive commands from it. In this case the attack
can be stopped by the neutralization of the Daemons. It is a problem that the computer
with the Daemon in it does not suspect anything. The only possible way out of this
situation is to handle the control over the Master, but in the more modern versions of
software it is used for the realization of distributed attacks. The Daemon may not obey the
Master's commands after the start of the attacks. The latter increases the probability of
successful realization of the attack. But there is a drawback for the hacker because he or
she will not be able to use this net of daemons for a further attack. While it is enough to
add only a rule for the filtration of the inter-network screen under the DoS attack, the
distributed attacks need several thousand rules (the attack is carried out by several
thousand Daemons simultaneously). Most inter-network screens are not able to process

such quantity of rules.
Malefactor

Daemon |Daemnn| |Daemnn| |Daen;nn|
Victim W

+——+ The operating traffic ———p The traffic of attack

Fig. 1 DDoS attacks
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The general approach to defense against DDoS attacks includes the realization of
the following elements:

1) Defense against DDoS attacks;

2) Detection of the attack;

3) Identifying of the source of attacks;
4) Counteraction to the attack.

The defense includes setting of inter-network screens, testing if the system to make
clear the weak points, taking measures to improve the server’s protection, such as ban of
all kinds of traffic uncritical to the server, optimization of the net infrastructure, etc.

Detecting of the fact of the attack on the basis of identification of anomalies in the
operation of the server or detecting of misuse, as well as determining of colossal traffic for
a definite protocol, unusually high level of loading of the net.

Different methods to track the packages are used to identify the origin of the attack
when the address of the source has been substituted. It is possible to put these methods
into practice when keeping the intermediate knots (in the route tables of routers) of data
for passing packages.

To counteract the attack, new rules of filtration are applied, obtained at the stage of
identifying of the source and attempts are made to track out and make harmless the
attacking. The most advanced mechanisms for protection provide realization of all these
stages

Different classification schemes of the protecting mechanisms have been
developed to provide security against DDoS attacks. They structure the objective field of
DDoS and make easy the search of ways of protection.

CERT organization (Computer Emergency Response Team, [2]) has developed a
number of recommendations and requirements towards Internet users and providers in
order to avoid DDoS attacks and to minimize their consequences.

2. MODELING OF SECURITY AGAINST ATTACKS OF THE TYPE DISTRIBUTED
DENIAL OF SERVICE TYPE

The effective analysis of the attacks on the computer system and the reactions in
answer require a multi-aspect modeling which analyses the structure of the computer
network configuration, defining of the weak points, the possibilities for antagonistic
attacks.

The multi-aspect model can be used as a base for attack in real time. The modeling
of the answer can be used as an instrument, estimating analytically the security of
networks in the real world. The model presents the components of the network, type of
servers, automated places of work, routers and protecting walls, protocols and services.

Fig. 2 shows a version of a model of an attack in which the topology of the
computer network and the configuration are modeled in separate tables, corresponding to
a “Defining of Computer Network Type” component.

40



Section: INFORMATICS AND COMPUTER SYSTEMS, MATHEMATICS

Internet " ]
Protocols _ Resource types and names Resource
Service p LISt
Table  f—. _ . [
/x hh'“-.b Defense P .
Attack Spec
Names’ \\ Table
\ iy
I 3 "\ Mission
Filter I, efense _y| fFle
Table Table Hf_____.«--' Table
{pratocol) o /
Mission
Real ode Table
s Na_rt._'.'nrtl'_: | Tahle Mission
{
pecimcanon {net) Conng Serv
- Table » Table
I'I {protocol ) ____‘x_- \
\ Role
i Password T Table
\ Tahle
Routing (passwd.)
\ Tahble
- {net)
Map Session
Table Stacks
MNade indexed tables

Fig. 2 Model of attack

The main elements are the following tables:

- Node Table includes determination of the specific character and peculiarities of
the knots. A computer system is usually considered to be a knot but it might also be a
legal entity in the present model or it might be a telephone system, an office, etc.

- Routing Table is generally used to define the route to a definite customer or to a
specified address of the current knot.

- Configuration Table defines the configuration of the computer network for each
protocol and each service which can be handled (software brand).

- Filter Table shows the rules, attributed to the routers in order to filter traffic.

- Defense and Defense Specification Tables store the conditions of defense, which
are accessible for each knot.

- Password Table is used to present accounts and passwords.

- Map Table contains information about positions and dimensions of the elements in
the computer network.

A team of scientists in SPIIRAS [10] are solving the problem of using multi-agent
systems for modeling of complex antagonistic processes in order to protect information in
computer networks. The originality of the obtained results is confirmed by the fact that, up
to the present moment, the task, based on agents’ technologies for modeling of computer
counteraction against evil-minded people (hackers) and components for protection of
information, has not been solved.

A set of different models (analytical, hybrid, imitative on the level of web packets,
factual and measured) are used for research modeling.

A research prototype for modeling of distributed attacks Denial of Service type and
mechanisms for defense against them, based on imitation of the level of web packets has
been built. During the process of designing and realization of the agents, the following
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elements of the abstract architecture FIPA (Foundation for Intelligent Physical Agents)
have been used: transport and network layer, communication language and agents’
catalogue.

The basic result of the project is a creation of an integrated approach to build
information protective systems, operating in aggressive, antagonistic surrounding. On the
basis of ontology, a distributed base of knowledge about modeling of processes of
computer counteracting have been developed, which is shown in Fig. 3. This ontology
structures the main familiar types of attacks and their relationship. It includes a macro
level at which it describes the structural relations of the multitude of attacks and a micro
level, at which it describes the realization of the particular attacks in the form of sequences
of attacking actions.

/I DDoS Defense Mechanisms [
System level Network level Global
& mechanisms

mechanisms =k mechanisms
- A A

Scannin Improving

tools 9 Boarder Routers hosts security
- L4 { " , 4

| Client bottlenecks [ Ingress Using globally

I . Firewalls Filtering coordinated filters
Moving target defense z Active LI =
Monitoring |murons\ Egress Tracing the IP address
Filtering of sources of DDoS attacks

[ Load Balancing- ]

TCMP Probabilistic P | (funneling - IP Overtay] .~ |Sorroted| / (Bisnpack ] ',
Traceback Traceback (Marking) e g 1, 1
IP Traceback using an Ingress Filtering & IHOI'IEYPDiSI
algebraic approach Egress Filtering
Fig 3. Ontology of the protective mechanism

There have been identified two main types of components of the attacking system:
Daemon — an agent, directly stacking DoS and Master, - an agent, coordinating the other
components of the system. The Daemons are able to attack at different modes of
operation. The latter influences the ability of the defending team to protect, identify and
block the attack and also to track and eliminate the agents of the attack. The Daemons
can send attacking packets with varied intensity, to replace the address of the sender and
to do all this at varied frequency.

3. PROGRAM AND APPARATUS MEANS OF PROTECTION AGAINS T DISTRIBUTED
DENIAL OF SERVICE TYPES OF ATTACKS

Of all the 4 elements, related to protection, the first one is the most important:
providing of maximum good protection — warning of the attack. There have been put into
practice a lot of attempts for automation of this process. A specialized solution is
FloodGuard [12]. FloodGuard is a programming-apparatus complex. The functional chart
of the product is shown in Fig. 4. This system has detectors on its protected walls,
communicators and routers which constantly track the traffic and create its profile
according to such characteristics as volume of packets of data, type, source, aim, etc.
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When anomalies appear, the detector instantly raises an alarm and activates the
actuators, sending them information about these anomalies, the source of attack, the size
of the parasite traffic and the type of the sent packages. The actuators are placed in
different segments of the net, on the routers, so that they can constantly follow the traffic
and receive data about parasite packets. When parasite packets have been detected, the
actuator immediately sends an alarm signal to the preceding module, standing on the way
of the traffic before the actuator, the recommendations being activating of filters of the
corresponding routers. In this way, the barrier for the avalanche of attacking data is raised
and the harmful traffic is blocked temporally.
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Fig. 4 Chart of operation of FloodGuard system

Intel offers a system, patented by the engineers David Putzolu and Todd Anderson,
which modifies the routers in such a way that they automatically react to the alarm signal
of the attacked computer [13]. It is supposed that the alarm signal contains a copy of the
harmful packet. The routers immediately create a new profile (mask) and cut out all similar
messages. If it is detected that the harmful message passes through the raised barrier
then the alarm signal changes and the barrier is set in such a way that it totally blocks the
parasite traffic. Intel's suggestion is technologically similar to the one, suggested by
Reactive Networks two years ago. Intel offers a production of routers of a new generation
with an Intel security module, which can identify and block the harmful traffic by
themselves, while at the same time Reactive Networks sells its complex successfully.

4. CONCLUSION

The following conclusions can be drawn as a result of carried out studies and
analysis:

Each server (web, ftp, dns) in practice is vulnerable to DDoS attacks. Efficient
counteraction to attacks of such kind has not been discovered so far and specialists only
give recommendations.
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There is a tendency in the last years that people need less and less knowledge to
realize attacks of such kind and consequently the system administrator should have more
knowledge and skills to protect their net.

It is not easy to avoid DDoS attacks because of difficulties connected with their
detection. Determining of the beginning of the attacks of such a kind, compared to the
normal operation of the server, is defined by a great number of factors, which are unlikely
to be identified by a single algorithm for protection.
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A FOREST-FIRE MODEL USING SPEED AND DIRECTION OF THE
WIND

Velin Kralev, Nina Siniagina
South-West University "Neofit Rilski", Blagoevgrad, Bulgaria

Abstract : In this paper a forest-fire model using cellular automaton is described. The weak aspects of it
are described. A new model with a set of input parameters based on cellular automaton is suggested. For this
model six rules, which can be executed simultaneously are defined. A scheme of relational database storing the
necessary information used by the model is presented. An example session of work with elaborated information
system using the suggested model is presented. The future trends of research are described.

Key words: cellular automata, forest-fire model.
1. INTRODUCTION

This information system for growth prognosis of forest fire requires practical skills in
the development of software. Also, skills to use the exist-ing new models or working out
new ones are required for this aim. Using databases to store detailed information about
forest areas and possibilities for operations with these data are a good premise to work
out information systems with such functions. They must show the prognosticated growth
of forest fire, in a researched area. The necessary information for this aim in database in
suitable kind is collected and stored. In this paper the cellular automaton based model to
prognosticate growth of forest fire is proposed. It is in conformity with the parameters —
direction and speed of the wind. The values of the parameters are defined by the expert
using the system. The developed information system, described in this paper, is only one
of the possible examples to apply of proposed model. The three components: data, model
to growth of forest fire and information system to calculated and show the results of the
model work together. Together they can give an answer to the question: "Which area will
the forest fire take place in any fu-ture moment?"

2. AFOREST-FIRE MODEL DESCRIBED WITH CELLULAR AUTO MATON

In 1989 Henley defined the model of forest fire as a cellular automaton on a grid
with Ld cells. L is the side length of the grid and d is its dimension [3, 4]. A cell can be
empty, occupied by a tree, or burning. In 1992 Drossel and Schwabl defined four rules
which are executed simultaneously [1]:

1. A burning cell turns into an empty cell.

2. A tree will burn if at least one neighbor is burning.

3. A tree ignites with probability f even if no neighbor is burning.

4. All empty spaces are filled with trees with probability p.

The controlling parameter of the model is p/f which gives the average number of
trees planted between two destructions by fire [2]. For the distri-bution of cells in clusters
the next condition is necessary:

f << p << Tsmax,

45



Faculty of Mathematics& Natural Science — FMNS 2007

where Tsmax is the time of burning the largest cluster [2]. A cluster is defined as a
coherent set of cells, all of which have the same state. The cells are coherent if they can
reach each other via the nearest neighbors. In most cases the four neighbor cells in
horizontal or vertical are considered.

The first condition f << p, allows large structures to develop, while the second
condition p << Tsmax, keeps trees from popping up alongside a cluster while burning.

The application of this model for the examination of growth of forest fire would not
be successful. In [5] a classification depending on which part of trees the fire take places
is made. It can be underground, on-ground and high. Depending on the speed of diffusion
and height of flame, the forest fire is divided into: weak, middle and strong (see Tab. 1).

Tab. 1: Classification of forest fire according to [5].

. Speed of diffusion, [m/min] Depth of burn, [m]
Character of fire Over-ground High Underground
Weak <1 <3 <0,25
Middle 1-3 3-100 0,25-0,5
Strong >3 > 100 > 0,5

This classification does not take into consideration that model. Also the influence of
other parameters such as direction and speed of wind are not taken into consideration.
The different kind of inflammable materials and their location on the area is not mentioned.
In this paper a model that requires the set of input parameters is proposed. The
prognostication is made only on flat areas since the distribution of inflammable materials is
well known. Only the application of the model on underground fires will be successful.

3. AFOREST-FIRE MODEL USED SPEED AND DIRECTION OF THE WIND

For p of numbers of inflammable materials, the linear speeds of diffusion of burning
for a unit of time — v, [m/min] are known. Also the time of full burning from a unit of area —
tp [min/mz] is known. We examine a two-dimensional grid with cells — ¢c[m x n]. The cell
can be empty, occupied or burning. Here under "occupied" we will understand filled with p-
th inflammable material. The distribution of the fire materials in cells is known. We define
six rules which can be executed simultaneously.

1. The user inputs or changes the values of the parameters used by the model —
direction and speed of the wind.

2. With speed of the wind — v,, = 0 [m/sec] a cell will ignite, only if it is filled with an
inflammable material, and if at least one neighbour is burning.

3. With speed of the wind — v, > 0 the cell will ignite only if it is filled with an
inflammable material and if at least one neighbour is burning form the direction of wind —
dy [0° — 360° degree].

4. With speed of the wind — v,, > 0 the values of the parameters v, and t, will be
changed by ev, and et,, depending on the quotients kv, and kt,.

5. From a burning cell fire will move into any neighbour (depending on rules 2 and 3),
after long enough time — At,, so that the fire cover the way s. [m] equal to the size of the
cell. l.e. (1) should be performed:

@) Aty > (t-t,)

where, t is the present moment, and t. is the moment when the cell ¢; started
burning; At, is the necessary time for the fire to cover the way with speed v, through a
given cell filled with inflammable material p (2):
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6. A burning cell filled with inflammable material p turns into a burned (empty) after

time t,.
Tphe proposed model is characterize by the following:
e The values of v, and t, are given as "perfect” conditions. For v, — without any
wind. For t, — with definite temperature and dampness both for inflammable material
and environment.
e In the proposed model, the temperature and the dampness of the inflammable
material, as well as environment are not considered. They will be researched in the
next modification of the model with input of quotients for correction of the respective
values.
¢ In the present model, the direction of wind is one of eight possible directions all of
them at are distance from one another with an angle of 45°. d,, can accept one of the
following values: 0° - east wind [E]; 45° - north-eastern wind [NE]; 90° - northern wind
[N]; 135° - north-western wind [NW]; 180° - western wind [W]; 225° - south-western
wind [SW]; 270° - southern wind [S]; 315° - south-eastern wind [SE].
e |If the values of the parameters d,, — direction of the wind and v,, — speed of the
wind for the given future moment are known, this can be changed even during the
process.
e The quotients kv, and kt, are input for all inflammable materials. They show how
much the values of v, and t, according to the speed of wind be corrected.

We

4. THE INFORMATION SYSTEM
This information system demonstrates the use of the proposed model. In a relational

database information about the inflammable materials, the known areas and distribution of
the inflammable materials in cells is stored (Fig. 1).

Areas Inflammable Materials
1 1
PK | pk area —— ~—— PK | pkim
name name
rows vp
cols tp
cell size kvp
description tvp
Cells color
PK |pk cell image
o
—— FK |fk area -
FK | fkim —_—
x coord
y coord

Fig. 1: Scheme of the relational database.
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Information about the inflammable materials is stored in table "InflammableMaterials"
(Tab. 2). Each inflammable material is described with a unique number, name, color,
image and values of the parameters — v, t,, kvp 1 K.

Tab. 2: Structure of table "Inflammable Materials".

No| Attribute Domain INPK' | INFK* | Null | Description
1 |pk fm Identity Yes No No Primary key
2 |name Text(30) No No No Name

3 |vp Float No No No Value of v,
4 |tp Float No No No Value of t,
5 |kvp Float No No No Value of kv,
6 |tvp Float No No No Value of tv,
7 |color Text(20) No No No Linked color
8 |image BLOB No No Yes Image

' PK — Primary Key, “FK — Foreign Key

Information about the areas is stored in table "Areas" (Tab. 3). Each area is described
with a unique number, name, number of cells in horizontal and vertical axes, size of the
cell in this area and additional description.

Tab. 3: Structure of table "Areas".

No Attribute Domain INPK | InFK | Null Description
1 |pk_area Identity Yes No No Primary key

2 |name Text(20) No No No Name

3 |rows Integer No No No Number of rows
4 |cols Integer No No No Number of cols
5 |cell_size Small Integer |[No No No Cell size

6 |description MEMO No No Yes Description

Information about the cells is stored in table "Cells" (Tab. 4). Each cell is described
with a uniqgue number, a foreign key of the area that belongs to the cell, a foreign key of
the inflammable material which fills the cell, x coordinate and y coordinate.

Tab. 4: Structure of table "Cells".

No Attribute Domain INnPK | InFK | Null Description
1 |pk_cell Identity Yes No No Primary key
2 |fk_area Long Integer No Yes No Foreign Key
3 |fk_fm Long Integer No Yes No Foreign Key
4 |x_coord Integer No No No X coordinate
5 |cell size Small Integer |[No No No Y coordinate

The cells which are not described in the database but belong to a given area are filled
with non-inflammable material. When the user chooses an area in a two-dimensional
dynamic array information about the cells form the database is loaded. The input
parameters — direction and speed of the wind are given. Initial cell(s) in which burning has
started are chosen and button "Start" is pressed (Fig. 2). A prognosticate process of
burning diffusion begins. The burning cells are colored in red. When the time of burning of
this cell is expires it is colored in black. When there are no burning cells a message of the
end of the process is shown.
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Fig. 2: Example session of work with the information system.

5. CONCLUSION

In this paper a model for fire growth prognosis, it is not compulsory a forest, but on an
open-air area is described. For the model, definite input parameters are necessary. The
parameters are inserted by an expert. The values of the input parameters can be changed
even when the information system has started the process of prognostication. The
advantages of the proposed model are the following: possibility to insert the type and
properties of the inflammable materials; also the size of a cell from the grid.
Disadvantages: input of the quotients for speed of burn correction and the time for the
process of full burning of the inflammable materials depending on the speed of the wind. A
model with all these aspects requires a serious future study.
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AUTENTIFICATION METHODS IN DISTRIBUTED SOFTWARE SYS TEM
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Abstract: Software system for sensor simulations supports several authentication
methods besides a simple password and allows some ways to keep safe access over
networked connections. In this paper we discuss some distributed mechanisms to support
authorisation and accounting. This paper presents the distributed model for authorisation
and shows how the model can be used to support a wide range of authorisation and
accounting mechanisms.

Keyword: Simulation and modelling, autentification, security

INTRODUCTION

The Hall effect underlie in various semiconductor(particular Si and AllIBV)magnetic
sensors and Microsystems with great variety in their device constructions and
omnidirective applicability[1]. This article proposes a new interpretation of the Hall effect,
interpretation which eliminate one grave contradiction in existing model of this
phenomenon[2]. The progress of the sensorics of magnetic field is illustrated also with
newly invented parallel-field Hall effect[3].

Electronic authentication (e-authentication) is the process of establishing confidence
in user identities electronically presented to an information system. E-authentication
presents a technical challenge when this process involves the remote authentication of
individual people over a network.

Protocol is a predetermined, ordered, unambiguous and complete series of steps,
involving two or more participants, which is designed to achieve a particular goal. Security
protocols, often called cryptographic protocols, are protocols which rely upon cryptography
to provide security services across distributed systems. These protocols make use of
cryptography in order to ‘prevent or detect eavesdropping and cheating[4]

The paradigm of this document is that individuals are enrolled and undergo an identity
proofing process in which their identity is bound to an authentication process. Thereatfter,
the modification of Kerberos framework are presented The authentication protocol allows
an individual to demonstrate to a verifier that he has or knows the secret token, in a
manner that protects the secret from compromise by different kinds of attacks. Higher
authentication assurance levels require use of stronger tokens (harder to guess secrets)
and better protection of the token from attacks.[6]

Authentication begins with registration. An applicant applies to a Registration
Authority (RA) to become a subscriber of a Credential Service Provider (CSP) and, as a
subscriber, is issued or registers a secret, called a token, and a credential that binds the
token to a name and possibly other attributes that the RA has verified[7]. The token and
credential may be used in subsequent authentication events. The subscriber's name may
either be a verified name or a pseudonym. A verified name is associated with the identity
of a real person and before an applicant can receive credentials or register a token
associated with a verified name, he or she must demonstrate that the identity is a real
identity, and that he or she is the person who is entitled to use that identity.[8]
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DEFINITIONS

Principals: These are defined to be the legitimate entities involved in a particular
protocol session. The principals should legitimately know or obtain the data transferred in
the protocol. In some protocols the principals are assumed to be trustworthy and carry out
their role in the protocol correctly, e.g. send messages correctly, not disclose shared keys
to other principals. In other protocols, the principals do not trust each other to behave
correctly. Principals may also be inter-changeably referred to as the participants or parties
involved in the protocol. Examples of principals who may be involved in a protocol:
vendors, customers, Trusted Third Parties and servers. In two way transaction principals
are User U and Host H.[9]

Attacker: An attacker is defined to be a threat agent who tries to attack the protocol or
use it in a maliciously manner. Where the protocol participants are assumed to be
trustworthy, the attacker is not a legitimate party in the particular protocol run under
consideration. They may, however, be a legitimate party in another run of the same or a
different protocol on the same system. Where the protocol participants do not trust each
other, the attacker may be a legitimate participant of the protocol.

Data: The data transferred in the protocol, as well as the data known by the
participants at the start of the protocol. This includes components such as: orders,
identities, credit card information, nonce’s, timestamps and keys.

Checks: These are the actions, which may be carried out on message data received
by a protocol participant. e.g. calculating and comparing hash values, checking the origin
of a message etc.

AUTHENTICATION METHODS

Replay of old messages can be countered by using nonce’s or timestamps. A nonce
is information that is guaranteed fresh, that is, it has not appeared or been used before.
Therefore, a reply that contains some function of a recently sent nonce should be believed
timely because the reply could have been generated only after the nonce was sent.
Perfect random numbers are good nonce candidates; however, their effectiveness is
dependent upon the randomness that is practically achievable. Timestamps are values of
a local clock. Their use requires at least some loose synchronisation of all local clocks,
and hence their effectiveness is also somewhat restricted.

The address of initiator and responder and their nonce’s or timestamps unique
identifies authentication transaction. Furthermore the timestamps allow building explicit
logs on every authentication transaction.

Class = <Uaddres, Haddres, TU, TH>

Hence if message includes this quadruple, it would be unique and cannot be
exploited by attacker in another transaction.

A simple timestamp or nonce control is enabled.

The different classes of principals have strong restrictions on interclass transactions.
Moreover some system attributes such as network address give us an opportunity to
reject connection even before decryption stages.

We limit our discussion to the 4S authentication protocols and omit various
administrative issues. 4S is a further extension of a Kerberos’s design which is based on
the use of a symmetric cryptosystem together with trusted third-party authentication
servers. It is a refinement of ideas presented in [10]. Kerberos uses two main protocols.
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The credential initialisation protocol authenticates user logging and installs initial tickets at
the login host. A client uses the client-server authentication protocol to request services
from a server.

(1) U—>H :U A Class, Tl
(2) H : check Class; if decryption fails, abort login
: Retrieve A, U, Class, T1
3) uIs : retrieve k{U,A,Class} __ and k4S__from database

: generate new session key k
: create ticket-granting ticket ticket

(4) uIs : Stamp{A, T2}if decryption fails, abort login
(5) UIS ‘kU{ U,AClass, k, T1,T2,L}

(6) U—>H : “Password?”

(7 H — U : passwd

(8) H :compute p = f(passwd)

:recover k,ticket by decrypting kU{ U,A,Class, k, T1,T2, L, } with p
. if decryption fails, abort login; otherwise retain k,tickTGS and _
: erase passwd from memory

Fig. 1: Credential Initialisation

The credential initialisation protocol uses UIS servers. Let U be a user who attempts
to log into a host H . The protocol is specified in Figure 1.In step (1), user initiates
login by entering his/her user name. In step (2), the login host H forwards the login request
to a Kerberos server. In steps (3) and (4), the UIS server retrieves the user record of
and returns a ticket-granting { U,A,Class, k, T1,T2, L,} to H , where T1 is a timestamp and
L is the ticket's lifetime. In steps (5) and (6), enters his/her password in response to _
's prompt. In step (7), If passwd is not the valid password of , ticket would not be
identical to tickUIS , and decryption in the last step would fail.5 Upon successful
authentication, the host obtains a new session key k and a copy of kU{ U,A,Class, k,
T1,T2, L,. The ticket-granting ticket is used to request server tickets from a UIS. Note that
ticket is encrypted with tickUIS , the shared key of UIS.

() C > Uuls : S, ticket,k{C,T1}
(2) uIs : recover k from ticket by decrypting with kUIS
: recover T1 from {C,T1} by decrypting with k
check T1, if decryption fails, abort login

check Class; if decryption fails, abort login

generate new session key k”
create server ticket tickS = {C,S,k’,T1,L'}ks

3) uIs —-C  {C,SkticsS}k

(4) C : recover k', trickS by decrypting with kS
B)C—>S : tickS, {C, T2}

(6) S : recover kS from tickS by decrypting with k’

recover T2 from {C,T1} by decrypting with k
: check T2, if decryption fails, abort login
(7 S->C : {T2 +1}k
Fig. 2: Client-Server Authentication
52




Section: INFORMATICS AND COMPUTER SYSTEMS, MATHEMATICS

Because a ticket is susceptible to interception or copying, it does not by itself
constitute sufficient proof . Therefore, a principal presenting a ticket must also
demonstrate knowledge of the session key named in the ticket. An authenticator (to be
described) provides the demonstration. Figure 2 shows the protocol for a client _ to
request network service from a server S.

T1 and T2 are timestamps. In step (1), client C presents its ticket-granting ticket
ticket to UIS to request a ticket for server. Knowledge of k is demonstrated using the
authenticator {C,T1} In step (2), UIS decrypts ticket, recovers k , and uses it to verify the
authenticator. If both step (2) decryption’s are successful and Tlis timely, UIS creates a
ticket for server S and returns it to C. Holding T1 and C repeats the authentication
sequence with k

Thus, in step (5), tickS presents with {C,T2} and a new authenticator. In step (6), S
performs verifications similar to those performed by UIS in step (2). Finally, step (7)
assures C of the server’s identity. This protocol requires synchronised local clocks for the
verification of timestamps.

CONCLUSION

In literature, is given the description of the conjunction of authenticators usually
named a combination of methods or principles, which is applied to the elimination of the
threat of false acceptance. In practice we use the disjunction of authenticators, too.

A defence against false acceptance can weaken a defence against false rejection and
vice versa.

A protocol development model can be used to avoid some of the pitfalls in the present
development process. This structured model applies suitably adapted software and
system safety engineering techniques in the phases of requirements, design, verification
and validation, implementation, testing and maintenance. In particular, the use of
requirement techniques in the development process helps to avoid the elementary but
frequently occurring flaws and attacks on security protocols, as well as management and
implementation errors. Heuristic modifications of kerberos framework improve reliability
and performance of distributed systems. In 4S these improvements are especially
effective due to advantages of Classed structure of replicants, owing to this fact
connection requests could be rejected in early stages if authentication process.
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NEURAL NETS BASED MODELS FOR FORECASTING

Vanya Markova,
Institute of Control and System Research - BAS Plovdiv,
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Abstract: In most ecological systems forecasts of external requirement or prognosis
of the future systems state are necessary to reach better management and control. In this
article, we present two examples of forecasting applications based on artificial neural
network. Forecasting tasks can be formulated as different classes of problems such as
function approximation or interpolation state determination and classification in which
neural network techniques can be applied. Trough critical analysis of this applications, our
aim is to show the applicability of neural network techniques to forecasting problems, and
trough analysis of these applications we put their constrains and limits and also their
advantages and drawbacks under consideration.

Keywords: Artificial neural networks, forecasting, machine learning, statistical
modelling

INTRODUCTION

In many ecological systems, it is often necessary to have reliable forecasts of external
demand for optimal management and control. Generally, the end-user's needs be
classified in four categories depending on the relationship between the time constant of
the underlying system and the forecasting time scale considered. For instant, in ecological
context, the following types of forecast should be considered:

Long-term forecasts, corresponding to yearly evolution in ecological economic
applications, are needed to design infrastructure and to plan investment. This type of
forecast generally has an important ecological and economic impact because it provides
information for high level decisions.

Middle-term forecasts are typically issued several months in advance in order to
assist planning of production resources.
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Short-term forecasts are often associated with a lead-time varying from one day to
several hours. Such forecasts are an essential element for optimal control, decision aid in
critical situations or detection of abnormal situations.

For monitoring and predicting of air pollution on short-range often is used the model
of multilevel perception with right — and back- propagation, the methods of the analysis of
temporary rows (ARMAX, ARX) and hybrid systems too [5,6].

Independent of that dispersion models are applied at the moment of pollution air the
searching of the new ways of investigation progress because they don’t widespread in the
case of changes on atmosphere’s dynamic conditions.

Real-time forecasting is concerned with sampling periods not exceeding a few
minutes. In this case, the forecasting system performs automatically and safety becomes
a critical issue.

Solving the following forecasting problems can provide answers to these
specifications:

Trend detection — the question is to determine whether there exists a trend or not.

Regularity analysis — this occasion required the objective is to model the underlying
mechanism producing.

Irregularity detection — exceptional events often correspond to crisis situations. The
understanding of their underlying causes is often a difficult problem.

If this classification remains valid for a wide range of applications, the time intervals
may depend on the application. Techniques used to tackle these different forecasting
problems are generally based on the following approaches:

Deterministic modelling, which attempts to describe the physical laws involved by
equations. High level prior knowledge and a detailed description of the system structure
are needed.

Conceptual modelling provides a global representation of the system at a
macroscopic level. The parameters do not necessarily have a physical interpretation.

Expert systems are based on expert knowledge about the considered phenomena,;
this knowledge is often encoded in the form of rules.

Statistical modelling: in this case, the lack of prior knowledge is compensated by the
search for dependencies in empirical data.

Neural network models belong to this last category. They are powerful machines
learning techniques, which are able to extract the most relevant features from large data
sets. This is useful in real-world applications involving complex systems that must be
analysed on the basis of very week prior knowledge.

It is also important to adopt a well-defined methodology in the development of
applications using neural network techniques.

In this article, we shall present two applications in various domains such as
forecasting of water demand and air pollution These applications have posed several
kinds of forecasting problems and have required suitable neural networks based solutions.
Through critical analysis of these applications, our aim is to illustrate the general
methodology for applying neural networks in forecasting, to highlight their constrains and
limits, and to show the advantages and drawbacks of this approach as compared to other
approaches.

A NEURAL MODELS FOR FORECASTING

Problem of the water demand is forecasts of daily water consumption are needed to
optimise resources for water supply. We make use of real data coming from water
distribution networks of different kinds because the causality factors are different for
different kinds of water consumption: urban, industrial, and agricultural.
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The best results were obtained with four-layer perceptrons. Much four-layer
architecture gives almost the same results [1,2]. So, the smallest one is generally used, in
order to reduce the learning phase. The architectures used are 20-6-2-1 and 20-6-6-1. A
comparison with an ARIMA model showed the superiority of the neural network-based
approach.

The problem of Middle-term forecasts of daily traffic flow is used several months in
advance, in order to assist the planning of road works and toll-gate management. Short-
term forecasts of traffic flow with a time of one to three hours are essential in traffic
control, the objective of which is to delay the formation of traffic jams by regulating the
access to the network. The experiments were performed the traffic data observed at ST-
Arnoult toll-gate, near Paris [3]. For middle term forecasting, learning was performed with
ten years old data and the model was tested on the year 1992. Two networks have been
trained, one for each direction (from and to Paris). The obtained results have shown that
the neural network gives globally better forecasts than those made by an expert.

For short-term forecasting, learning was performed using the data of 1990 [4].
Predictions with a lead-time of one to tree hours were made for the year 1991. The
obtained prediction results are generally satisfactory, although important errors can still
occur in same situations. However, in this case, the uncertainly measure is generally
higher. Additional data with more examples on the typical traffic situations will help to
reduce this kind of prediction errors.

Neural networks base models have been proposed to solve two different traffic-
forecasting problems. In the case of middle-term forecasting, it has been that a multi-leer
back-propagation network can approximate correctly the complex relationships between
daily traffic on the one hand, and calendar and school holiday information on the other
hand

In the case of short-term forecasting, the role of the neural network was not to model
an input-output relationship, but to create categories among the input data, and to
generate prototypes representing each of these categories. The advantage such an
approach is that adaptation to other locations of the highway network is very easy,
because the model has only one control parameter. Unlike general-purpose neural-
networks that perform as black boxes, interpretation or labelling of prototypes is possible.
The estimation of uncertainly associated to each prediction is also as an interesting
functionality by the end-users.

TOWARDS A METHODOLOGY FOR DEVELOPMENT OF PROJECT OF PREDICTING
AIR POLLUTION USES CONNECTIONIST MODELS.

After the experiments performed, it appears clearly that the solution to a problem and
the method to find it depends on the data. However, based on the accumulated
experience, the following recommendations may be given as guidelines for future
developments. Our approach to Neural Network based application is based on four
phases: development of references methods, parameter estimation, performance
evaluation, and implementation. Even if the learning phase is often regarded as the most
important, the other phases also have some specificity due to the use of neural networks.
Even if the first approach recommended by [7,8]. Given in most cases the best results, in
some other applications the third one has proved more efficient. The determination of the
inner architecture of the neural networks has been one of the most fruitful research areas
of predicting air pollution uses connectionist models.

This model forms the formal results as a concentration of the polutions of medium or
sort time prediction. The procedures are used many variation of the main equation.
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The emphasis of this article is to find the relation between time for training ANN to
achieve desired network and the topology of chosen ANN. This is discussed in context of
data of air pollution agents and abiotic factors for town of Darmstad measured 2003 y.

In resent years, the interest of pollution problem imposes incentives to create flexible
multicriterial oriented models and knowledge.

As an example of such a constructive method developed within this project, The new
algorithm has been proposed to build a neural network by optimising the internal
representation of the data. Once the architecture has been determined, some tuning of the
parameters has done.

The architecture of the neural network is determined according to two different goals.
The objective of the forecasting algorithms have to taken into account and a control of the
complexity of the solutions have to be performed since a “non-parametric ” model is
proposed. The first constraint determines mainly the number of inputs and outputs, while
the second one deals with the number and connectivity of hidden cells. When the
objective at time t is not only to forecast some quantity x(t+1) but also x(t+2), x(t+3), x(t+w)
for some integer w>1, three different architectures can be used:

e a single multi-leered perseptron is used to forecast x(t+1) and the forecast value
is then used as a new input to forecast x(t+2) , and etc.;

e a single multi-leered perseptron is used with as many outputs as values to
forecast;
the W multi-leered perseptron are trained one for each output.

Even if in some techniques such as this algorithm the two phases are performed
simultaneously, some practical tricks are typically useful in parameter estimation. Among
them, one can emphases the following ones:

e initialisation to improve and accelerate this optimisation phase; this can be using

decision tree, functional expansion or prototypes.

e back propagation acceleration algorithms

e pruning methods (model selection) using, e.g. optimal brain damage or

regularisation approaches such as proposed in [9,10]

selecting the cost function to be minimised

stopping criteria

multiple trials. Choose the best one or use "committee based" decision methods
such as the boosting algorithm.

This is only a first guideline of an expected methodology for the use networks but in
order to be able to design it completely more theoretical work for a deeper understanding
of neural networks is needed.

CONCLUSION

Neural network models allow building efficient forecasting applications. But the
development method has to rely on sound statistical principles. A simple learning phase
can take quite a long- time, and the determination of a relevant set of parameters may
require many trails. Therefore, it is nor sure that a neural network application can be
developed in short time than useful method, as it is currently claimed.

We pointed out that an independent cross-validation set had to be used to have a
good stopping criterion. About the adaptive phase, we notice that there may exist an
optimal adaptive step, or at least an “optimal step size region”. The consequence of such
a result is that it is no longer interesting to test all the algorithms, but the relevant
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guestions become when to use such algorithm? In other words, the important point is to
determinate on what kind of problem such or such algorithm is expected to yield good
result. It is the reason why it is important to be able to classify the different kinds of
problems according to some criterion to be determined.

The examples presented in this paper have demonstrated that these are no neural
network paradigm suitable for all kinds of forecasting problems. For each problem,
detailed analysis of domain data and the acquisition of prior knowledge are necessary to
find a suitable connectionist model. Although multi-layer back-propagation networks are
the most commonly use, training from scratch with all possible inputs and all available raw
data has often proved ineffective. According to our experience, the introduction of prior
knowledge in input selection input encoding or architecture determination is often very
useful, especially when the available domain data is limited. Another important point is
that, in practice, users often need some explanation or indication of the uncertainly
associated to a prediction far making their decisions. From this point of view, general-
purpose black-box network models are not as convincing as networks having
interpretation possibility.
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SEPARABLE AND DOMINATING SETS OF VARIABLES FOR THE
FUNCTIONS

K. Chimev, PI. Tchimev

(Plenary report)

Abstract: We discuss some structural properties of the functions, with respect to their separable and
dominating sets of variables.

Theorem 1 If the set. DD is dominating of the set. M, M ND = D, for
the function - J (%15 J’n) - N 23 which depends essentially on . m
variables, then for every: 1t € {2,....n} and for every variable - i € M there
exists the set. 9, |S‘ = M sychthat. S is separable for f z; € 5 and
SNnD#0
Definition 1 We say that the function f(*L) depends essentially on . &, if
f(x) takes at least two values.
We say that the function - S, ... =$n), . 1 2 2 depends essentially on
L, 1<i< Tt if there exist such values of the rest of the variables, that after
replacing them in- f we obtain a function which depends essentially on: L3,
The variables on which the function f depends essentially will be called essential
variables for - J,[1-7,27-31,36-45].
By Eéé(f) we denote the set of all essential variables for the function f
The set of all functions which depend essentially exactly on . 71 variables will be
denoted by F(n)

Definition 2 1f - J € F(n),n > 1, and W+ MC Ebé(ﬂ then the

variable . & € M will be called strongly essential for - f with respect to. M, if
there exists avalue. ¢ for. X, such that

M\ A{zx} € Fss(f(x =¢)), [3—7,30—231,36—41].
The set of all strongly essential variables for the function f with respect to
P " Y

M, will be denoted by Bss*(f. M),

Definiton 3 1f - J € F(n),n > 1 ihen the variable . will be called
The set of all strongly essential variables for the function - f will be denoted by
Ess™(f),
pefinion 4 i - JEFm)n=2 gy o 0F M C Ess(f)
0+ Mo C E‘S'S(]L) - My M =0 then we saythat: M1 is separable for

strongly essential for- f if it is strongly essential for f with respect to-

59



Faculty of Mathematics& Natural Science — FMNS 2007

f, with respect to- ]\’12, if for the variables from: M- there exist values, such that
after replacing variables with these value, a new function, which is obtained from - f
depends essentially of all variables, which belong to: A’fl.

if. Mo = @ then we assume that each subset of Eéé(f) is separable for
f , With respect to- ]\’12. _
i S E€Fn)nz 1 and- h#MC Ebé(f) then by - Sep(f, M)

will be denoted the set of all non-empty sets, which are separable for f with respect to

Definion 5 It - S € F(n),n > 1 then we say that the set . M,
M C E'S‘S(]L) is separable for: f if . M is separable for - f with respect to
Bss(f)\ M,
The set of all non-empty sets which are separable for the function - f will be
denoted by Sep(f)

When we say that the .  772-tuple - (21,. .. Lm) is separable for the function
{c = F(”),- 72 1 we will know that the set " {21, o} is separable for

~ Definition 6 Let | FEFn),n=3 the set - D = {lea,lbm}
W#DcC E*f’*f’(][) is called dominating of the set. M- W+ MC Ebé(f)

for- f if there exist values: C1:---,Cmfor- <L1,---5Lm, such that

Ess(fi)NnM =0, fi=flxr=¢c1,. Zm = cm).
We will say that the variable - i is dominating of the set. M, for the function
J, if the set {ai} is dominating of the set. M for- [,

Definiion 7 Let: J € F(n),n>3 and. ) is dominating of the set. M
forthe: J. Theset. D is called minimal dominating of the set. A, for- I if for
every set - Dy ={a,... swp}, - 0#DiC D, and for every values
o Cly e Cpoore IL‘1,...,LL‘p,

Mn Ess(f(z1=c1,....2p =0¢p)) #0, [42].
Definition 8 The sets - Dy and Do are mutually dominating for the function
f, if - Dy is dominating of the - D for f and - D is dominating of the
Ditor [ 142
Theorem 2 It J € F(n),n > 2 and M€ Sep(f, JWQ),‘ 0+ MQ,
MsnN My = @ then at least one of the variables from - Mo is strongly essential
for- f with respect to MU AJQ.

Theorem3 1 J € F(n),n>2_4 MCEss(f) [M|>2
for every - Li € ]W, there exists a variable =~ £j € M \ {sz} which is strongly
essential for - J, with respectto. M.

, then
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Theorema 1f J € F(n),n =254 MC E'f’b(][) | M| = 2 then

at least two variables from. M are strongly essential for - I with respectto. M.
Theorem 5 Each function, which depends essentially on at least two variables, has
at least two strongly essential variables.

Theorem 6 If the set. DD is dominating of the set. M ,. M ND = D, for
fler,. o an) € F(n),n >3 then for every - &i € M  there exists
xrj € D, such that {xial’j} = Sep(f)

Theorem 7 If the set. [J is dominating of the set. Ad,. MnD= V) for
flrr, o san) € F(n),n 2 3 pen for every: M€ {2,.-..7} and for every

variable  Ti € M there exists the set . S, - S| = M sych that
S e Sep(f),. x; € S and- SND# VJ

Corollary 1 If the sets - Dy and - D2, - DinDy = @ are mutually

dominating for the function - Fa1,ocoan) €F(n)yn 23 then for every

m € {2,....n} ang for every variable - i € Dy (DQ), there exists the set
S, S| = " such  that Se Sep(f), 2 €S  and
5N Dy %W(SﬂDl 75(0)

Theorem 8 If the set . [J) is minimal dominating of the set . M,

M N D =0, for the function * S, an) € F(n)n 2 3 then for every
T; € D there exists: Tj € Zw, such that" {lw l’j} € Sep(]‘) and for every
Ty € ]\/[, there exists . Lp © D, such that" {;1’:1, $p} € Sep(f).

Theorem 9 If the set . [J) is minimal dominating of the set . M,
MNOD=0 for flet, .. ) € F(n)yn >3 40g me{2,... ,n}’

then:

a) for every - T € I there exists a set . S, - S| = M such that
SESep(f),. z; €8 and- Sﬁ_M%V);

b) for every - i € M there exists a set . S, - S| = M such that
SESep(f)’. 2; €8 aqnge SND#0

Is the following assertion true:

If the set . 1) is minimal dominating of the set . A, M’ﬂ 2 2,

MN D=0 for the function - F@, . wn) € F(n),n >3 yhen there
exists: i € D suchthatforevery %j € M . {ai 2} € Sep(f),
The answer is negative. This may be observed by the following example.
Let

[ =x1p1y2 + T12122 (mod 2)
and

D={y.z1}. M= {ys 20}
The set. I is minimal dominating of the set M, for the function - [, but

{y1, 221 ¢ Sep(flang: {71, 42} ¢ Sepl(f),
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Definition 9 The unoriented graph with vertices the all essential variables for the

function - J(Z15.- -, an) € F(”), and with edges the set of the all separable pairs
for J(@1s.., JJTL) will be called graph of the function " Fler, oo wn)
* ]
Let we denote by F*(n) the set of all functions

flwa, .. xn) € Fn),n > 3. for which

P
Ess(fy=JM;, p>3, M;#0, i,5¢{l,....p}, i#j
1

_ar!d for every two variables - i € M; gnd - Im € A'fj, o 7’é j,
65 €42 Phheset: {Znwm} & Sep(f),
Theorem 10 If J (@1, n) € F*(n),n > 3 then:

M

a) for every - e {2[)} the set - My is dominating for 7 ,

PR o
b) for every led{2,... ,p}' theset: Lss(f)\ My separable for.  J.
Theorem 11 1+ J (€15, n) € F*(”), then for every 11t € {2,....n}

P
z; € | JM;

and for every 2 there exists aset. S, such that

S e Sep(f). |S|=m, z;€8, and SN M £ (.

Theorem 12 1 J (@1, 2n) € F(n) gng. p > 4, then the subgraph
of the function- f with vertices the variables of - My is connected.

Theorem 13 If - J (@15 o 2n) € F¥(n) = My UMy UM;3 404 the
subgraph of the function f with vertices the variables of - My is not connected, then
for every " s {27 3} the subgraph of the function f with vertices the variables of

M; iS connected.
Definiion 10 Let - J € F(n),n > 3, and . D) is dominating of the set
M, W#MC Eéé(f) for - J. Theset. D is called direct dominating of
the set. M, if for every set. M1, - McMC E'ﬁ"f’(f) the set. ) is not
dominating of the set- le.
Theorem 14 If J € F(n),n > 3, and . D) is direct dominating of the set
M, MnND=0+tr [ then atleastone of the variables from. M U Dis
strongly essential for-

Theorem 15 1t J € F(n),n = 3 and. D, D€ Sep(f) is direct
dominating of the set . M,. MND =10 for - [, then at least one of the
variables from. M is strongly essential for-
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CLASSES OF SUBSETS OF X"

Aleksa Malcheski

Abstract. The notion of n-norm is introduced in [2], as generalization of the notion of 2-norm, introduced
in [3] by S.Gahler. In [1] is introduced the notion of n-semi norm as generalization of the notion of 2-seminorm.
Equivalent definition of 2-norm is given in [4]. In this paper, using similar technique as in [4], we consider special

n
classes of subsets of X , which are important for the characterization of any n-semi norm.

1. INTRODUCTION

Let X be a vector space over a field @ . We will generalize the notions of absorbing,

balanced and convex set and introduce the notion of invariant subspace of X " . For these
sets, we will prove one property of n-semi norms.

We begin with the definition of n-semi norm, given in [1] .

Definition 1. Let X be a vector space over the field R and let p: X" - R be a
mapping which satisfies the following conditions:
a) p( X3 X5 ey Xy ): 0, for every linearly dependant set { Xiyeen Xy }

b) p(Xl,...,Xn ):p(xﬂ(l) ,...,X”(n)), for every permutation
7:{1..n}>{1..n}.

C) p(ole,xz,...,xn )=|0:|p(xl,X2,...,Xn ) for any scalar ¢ and for all
Xpyen Xp€ X,

d) p(x1+x'1,x2,...,xn)Sp(xl,xz,...,xn)+p(x'l,x2,...,xn), for all
Xy, Xg) Xg oy X € X .

The function p: X" — R which satisfies the conditions a)—d) is called n-semi
norm, and the ordered pair (X, p) is called n-semi normed space.
The following definition of n-norm is introduced in [2].
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Definiton 2. Let X be a vector space over the field of real numbers with
dim X > n. The function || S || X" — R which satisfies the conditions:

(N1) [ Xy Xy |20 i | Xgseeos X, [=0 if and only if the set {X;,...,X, } is
linearly dependant,

(N2) %00 %, ||:Hx7z(1)'---'xﬁ(n)
permutation ﬂZ{l,...,h}—){l,...,n},

‘, for all Xg,...,X,€ X and for every

(N3) | Xyrooos X @% Xyt oo Xy | = @[ X e X1 s X s Xy oo X || foOr
X1,.., X, € X and for every scalar € R andany i =1,2,...,n,

(NA) | %+ X " X X [| <] X X X |4 X0 X X | For
Xy, Xy Xg peers X € X,

is called n-norm of the vector space X, and the ordered pair ( X,||-,....,-||) is

called n-normed real space.
In [4] is given equivalent definition of 2-norm, where the axioms of 2-norm are

replaced with the following axioms, equivalent with the once given in the definition 2, for
n=2.

( Pl) If || X,y || =0 then the set of vectors { X,y } is linearly dependant.
(P2) HA( X,y )T

(P3) [ x+xty|<|x.y|+]x.y]. forat x,x"yeX.

:|detA|-||X,y||,f0raII X,y € X and AEMZ(R).

Using similar technique as in[4], we get new classes of subsets, which will be
considered in the subsequent part.

2. Nn-ballanced, N -absorbing and N -invariant subspaces of X"

Definition 1. The set V < X" is n-balanced if for any matrix Ae M, (®) with

|det Al]<1 holds AVT V|, where
T T
V' ={(Xy...X,) | (Xpeeu X)) €VY].
Lemma 1. The intersection of arbitrary family of n-ballanced sets is n-ballanced set.
Proof. Let V7,7 €' be a family of n-ballanced sets and V = I Vy . For arbitrary
yell

AeM, (@) holds AV, cV], yeTl, since V,,y €I are n-ballanced sets. Acording
to this, we have
AVT = A( I Vv, )Y = I AVyT gl V, , which means that V = | V, is n-ballanced

yel yell yell yel
set.
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Definition 2. The subset S < X" is n-convex if for any (Xl,...,xi_l, Xi,...,Xn),
(Xl,...,Xi_l,Xi',...,Xn)ES and for each te[0,1] holds
(Xpseen Xy B+ (1=1)X,., X, ) €S

Lemma 2. The intersection of arbitrary family of n-convex sets is n-convex set.

Proof. Let Sy,yel“ be a family of n-convex sets and S=| Sy. For
yell

(Xgseeer X0 Xivees Xy ) (Kgyeees Xi gy X1y X ) € S we get

i’
(Xgseeer X Xiees Xy ) (Xgyees X2 X0 Xy ) €S, 7 €T
Since S,y € I'are n-convex sets, forany t € [0, 1] we have that

(Xppoon X, + (1= )X}, X ) €S,y €T

Xy X, +(1-1) X0 Xx) e | S, =S,
yell

which proves the n-convexity of S .

Definiton 3. The subset P < X" is called n-invariant if for each matrix
AeM,(®) with det A =1 holds APT < P, where

T T
P ={(X,.... %) | (X3,....%,) e P}.
Lemma 3. The intersection of arbitrary family of n-invariant sets is n-invariant set.
Proof. Let Py,}/ €' be arbitrary family of n-invariant sets. Then, for any matrix

AeM,(®) withdet A =1, we have thatAPyT c P, . From

APT =A(] P) =A( P/)=| AP | P, =P
yell yell yell yell

we conclude that P = | Py is n-invariant space.
yell

Definition 4. The subset W < X" is called n-absorbing if for

€M, (®) withdet A,

n . .
each(xl, e X )e X" it exists AX1 ] >0, so that

..... X

(Xq 1eees X, ) €A WT e (A . )_l(x1 ey X)€W

X yeeer Xpy
We will consider the set A, < X" that consists of all elements ( X1y e Xy )e X"
for which the set { X1y e Xy } is linearly dependant.
Lemma 4. If W < X" is n-absorbing and n-invariant set then A, cW.
Proof. For arbitrary( Xqyeer Xpy )e A, . the set { Xiyeen Xy } is linearly dependant.

This means that there exists ie{l,Z,...,n} and scalars aq,...,t_q,q,--, &, SO
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n
that X; = Z a;X;. Since W is n-absorbing set, there is B € M, (®) with detB >0
j#i, =1
such that

_l(Xl' ’l—l’O'X|+1’ - X )T eW.

Let # = X/detB . For the matrix

B O 0o .. 0 0 0 .. 0]
0 Jij o .. O 0 0 0
0 0 g ... O 0 0 0
0 0 o .. 0 o .. O
A= P 1 ,
af af azf ... a,f p %Gaf oy f
0 0 o .. O 0 g .. 0
| 0 0 o .. O 0 o .. B ]
detA=1. Since detB >0, we have detB™* = e >0. So, for C=B™, holds
e
C(Xl, 0 Xi_110, X4 g 50000 X, )T €W . For the matrix lC_1 we have

det| et~ L detct=—1 gdetB=1.
p detB detB

Using that W' is n-invariant set, we get that

(%C_lj(c(xy X, 0 X0 X )T) =W

which is equivalent to (%C_le( Xp e Xi_1,0, X o X )T eW ,ie.

IR RS A

1
(EEJ(XP " |1’0’X|+1’ X )T eW

T
1 1 1 1
i.e. (—xl,...,—xi_l,O,—xi+1,...,—xn j eW.
B B B B
Since the matrix A has det A =1, and again, using that W is n-invariant, we get
that:
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.
(Xgpeees Xi g X0 X .,xn)=A(lxl,...,lxi_l,0 Ly lxnj eW Fin

(IR B ﬂ ﬂ ’IB |+l""’IB
ally A, cW .
Lemma 5. Every n-balanced set is n-invariant set.
Proof. Let V is n-balanced set and A € M, (R) with det A =1. Then AVT cV .

This means that V is n-invariant set.

. n
3. N -semi norms and classes of subsets of X

Theorem 1. Letp:X" —>R be an n-semi norm. Then the set
F = { ( Xihe0 X, )| p( Xihen X, ) < l} is n-convex, n-absorbing and n-balanced.
Proof. Let (Xl,...,Xn )EF ie. p(Xl,...,Xn )<1 and AeM,(R) with

| detA| < 1. Using the definition of n-semi norm, we have that
p( A(Xgpe Xy ) ):|detA|p(xl,...,xn )<L1p( XX, ) <1

According to this, A( Xy yeees X )T e F . Since (Xl,...,Xn )e F is arbitrary, we
have that AF" c F . Thus the set F is n-balanced set.

Let (Xl,...,xn )e X" is arbitrary chosen element. Using the definition of n-semi
norm, p( Xp e X, )2 0. There existt a matix BeM,(®) such that
detB > p(X;,X,,...,X,)=0. Then

p(B‘l( X1, X ey X )T)=|detB‘1| P( Xy, X e Xy )

= Xq 3 X0 peeny X 1
deth( 11722 n)<

_ T
This means that B l(Xl,xz,...,xn) eF, ie. (Xl,Xz,...,Xn )EBFT. Since

( Xy X, ) e X" is arbitrary, we get that F is absorbing set.

Let (Xyseees Xigs Xi s Xiygreees X )( Xp oo Xigs Xi s Xi g heeer X )e F and
te [O,l] are arbitrary chosen elements. Using the
condition P(Xy .oy Xi_1s Xi 3 Xi134e0es Xy )y P(Xgsees Xi g5 Xi v Xi g, X,) <1 and  the

definition of n-semi norm, we get
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p( Xy oo Xy 0 + (L) X, Xiag yeens X )s

S P( Kpreees Xigs D Xy X ) + p( Xp e Xi_g (1= 8) X, X100 X ) i
where

=(detA)p( Xy, XLy, Xi Xy Xy ) +( dELB) p( Xy Xi 1y X3 Xiog e X
=P Xyseees Xigs X Xiygseees X )+(1—t)p( Xpreeon Xi gy Xy X g yeees Xy )<1

A is elementary matrix in whose diagonal on the i-th row is the number t, and B is as
A with 1—1 instead of t .

So, (Xl,...,xi_l, tx; +(1—t)xi' Xisge X )e F . and using the arbitrariness of

(Xyseers Xigs Xi Xiygreees X )( Xp oo Xigs Xi s Xi g heer X )e F and te[01], we

conclude that F is n-convex set.
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A NEW APPROACH TO THE FRAME DRAGGING EFFECT
Kostadin Trenchevski, Emilija G. Celakoska
Institute of Mathematics, Faculty of Natural Sciences and Mathematics, Skopje,

Macedonia e-mail: kostatre@iunona.pmf.ukim.edu.mk, Department of Mathematics
and Informatics, Faculty of Mechanical Engineering, e-mail: cemil@mf.edu.mk

Abstract: In this paper we consider the effect of frame dragging of inertia. Using an antisymmetric tensor
consisting 3-vector of acceleration and 3-vector of angular velocity (analogous to the tensor of electromagnetic
field), we derive a formula for frame dragging of inertia, which is the same as the value predicted by the General
Relativity. This effect was tested by the Gravity Probe B experiment.

Key words: Frame dragging of inertia, Gravity Prove B, General Relativity
1 INTRODUCTION

In this section we present the basic knowledge about spinning bodies [7, 3]. Let us

denote by. .S the spin of a rotating body. It is known that it is Fermi-Walker transported
along the world’s line. In three dimensions it yields

as - -
— =0Ox85, 1.1
—~ = (xS, (1.1)
where
" 1o xa L oxVU ~v+1+4+5
Q= = - 1.V x g, 1.2

and © 4 = 94iC;. The first term on the right side in (1.2) denotes the Thomas
precession and it disappears for free-fall orbit, so it is not of interest now. The second term
is the geodetic precession. Notice that the formula for the geodetic precession was
recently measured to about 0.7% using Lunar laser ranging data [2, 8] by considering the
Earth-Moon system as a gyroscope with its axis perpendicular to the orbital plane.

The third term in (1.2) is the effect of frame dragging of inertia. We can replace there
y=1 and 1 = 0 according to the General Relativity. Then [7]

Q=2VxV (1.3)
where
G o'l
Vi= = | ——L—d%. 1.4
2 / T |t (14)
Solving the ccozrresponding integral, this yields
0 =~ 5M - 3(M), (1.5)

where. M is the angular momentum of the spinning body (the Earth), and .  7i
is a unit radial vector. In the case of Gravity Probe B, i.e. for polar motion with constant
velocity, this vector averages to

" G-
) = — =M. 1.6
(D = - (L6)
In 1960 Stanford physicist Leonard Schiff (and independently, George Pugh at the
Pentagon) proposed an experiment, which would measure the geodetic precession and
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frame dragging of inertia of gyroscope orbiting around the Earth. Although at that time the
experiment seemed to be rather simple, there were needed more than four decades of
scientific and technological advance to create a space-borne laboratory and measurement
instrument sufficiently sophisticated and precise to measure these two very slight
relativistic effects. In April 2004 a spacecraft was launched containing four gyroscopes
around the Earth orbiting close the South and North pole on 640 km from the Earth
(http://einstein.stanford.edu). The gyroscopes are made in almost ideal spherical form in
order to avoid a self motion of the axis of rotation apart from the relativistic effects. The
guide star is chosen to be IM Pegasi. The object of experiment is to measure the
precession of the gyroscope’s spin axis. Two angles of deviation of the spin axis in two
orthogonal directions were measured. The first angle measures the geodetic precession,
which is expected to be 0.00183 degrees per year, and the second angle measures the
frame dragging of inertia, which is expected to be 0.0000114 degrees per year. This test
was conducted by the Stanford University, and the results are expected to be known in the
middle of April 2007. This test is called Gravity Probe B. However, two unanticipated
effects are clouding the GPB team’s frame-dragging results [1].

2 DEDUCING THE FORMULA FOR FRAME DRAGGING OF INERT IAIN AN
ALTERNATIVE WAY

In this section we present a relativistic approach, close to the Special Relativity,
which gives the same value for the frame dragging of inertia as predicted by the General

Relativity.
Let us consider one gravitational body with amass. M and a 4-vector of velocity
1 Uy Uy Us
Uy, Us, Us, Uy :—(, ,,—y._—,1) 2.1
(U2, Ua. Uy, Ua) VI—uZ/cZ e ic’ ie” ) 2.1
where - 8 = (Uas Uy: Uz) is a 3-vector of velocity. This leads to the following
antisymmetric tensor [6]
, 1 du 1 du
ig — Ui—— —Uj——5—, (2.2)
O O
where = rc? and. T is the distance to the considered test body.

— 2 2 2
- (Ui) = (0,0,0, 1), then - (C°Pa1, C“Pa, ¢“Pa3) represents just the
Newtonian acceleration toward the gravitational body, and - ¢12 = ¢23 = ¢31 = O.
. 2 2 2
In a general case when (U’l) 7 <0= 0,0, 1), if CPa1, C“Paz and € Pa3
are the angular velocities in the - L1L4, . L2224 .  T3T4-plane respectively, then

12, P23 and- P31 represent the angular velocities in the = LY, YZ and
zx-plane respectively. Thus the general structure of (2.2) is given by

0 —iw, e dwyfc  —agyfc?
) ; 0 — T = -2
A R
Yy W z/ ¢
a./c? ajy/c2 a,/c 0
where © G = (G2, Gy, a2) ang - W = (Wy, wy, w;) respectively can be

interpreted as a 3-vector of acceleration and a 3-vector of angular velocity. We notice that
Cb is analogous to the electromagnetic tensor, . ( is analogous to the electric 3-
vector field.  //,and. 40 is analogous to the magnetic 3-vector field. H.
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Now we will obtain the formula. £ = —2 without using the physical meaning

of C/)ZJ ‘ (1 <)< 3) We will use the equations of parallel transport along any
curve. This (nonlinear) connection is given in [4, 5, 6], and we present it now only for the
case of one gravitational body.

Assume that the 4-vector of velocity of a test body with zero mass is given by

1 Vp Uy U
(‘/vl:‘/j?:v?);‘/zl):—(.ma._yy._zy )1 (24)
V1—v?/c? e dc ic
and let us consider a system of 4 orthonormal vectors Az‘l, ‘ Az‘2, ‘ Az‘S,

and Az‘4, where Aoy is the . 1-th coordinate of the .  (-th vector. Indeed, we
assumed here that - €4 = ZCt, and an orthogonal matrix with complex coefficients
means that . AAT = 1. Using that - Aia is an orthogonal matrix, the following

tensor A
d s
—, (2.5)

. 212
, , , Cods =dcy/1 —%dt ,
is also antisymmetric. In (2.5) ¢ , just like in the Special

Relativity. Notice that (2.5) is invariant under the linear transformation

— Dia — WR.BO‘, where . f is an orthogonal matrix with constant

elements. In the special case when - U= Vz we assume that the tensors (2.2) and
(2.5) are equal. Then the physical interpretation (2.3) of (2.2) is obvious. Since (2.5) is
invariant under the linear transformaton . A — AR, we can assume that

Te

ij = 0ij at the considered point, without loss of generality. Hence the components
of (2.5) are 3-vector of acceleration and 3-vector of angular velocity.

If Ui 7& Vz then we accept the following relationship between the tensors (2.2)

and (2.5)
WA;@ = Priori iy (2.6)
dA AT _ pT
or in matrix form EA =P ¢P‘ Both sides of (2.6) are antisymmetric

P=PU.YV)

matrices, and here" is a tensor given by

b= 57;]' iU UL, (W‘/J‘F V;U] + U@‘/J + UZU]) + 2UJ‘/Z (27)

This tensor . F is an orthogonal rmatrix and it satisfies
P(V.U) = PT(U V) moreover, it - Ui = (0,0,0,1) . P(U,V) i

just a Lorentz transformation.

Finally, if we multiply the equation (2.6) by Aj.5 we get
i3 ‘

= PridriPriAjs,

ds
and hence for the parallel displacement of arbitrary (unit) vector- Az‘ we get
dA;
ds — m’ﬁb'rkijAj- (28)

Specially, for Az‘ — Vi, we obtain the equations for autoparallel displacement, i.e.
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dV;
o = i et Pri Vi (2.9)

We will not consider the equations (2.8) and (2.9) in more detail, but we will only
mention that these equations are related to the moving coframe, considering the
orthonormal tetrades. The calculations [6] show that considering the perihelion shift,
deflection of the light ray near the Sun and geodetic precession give the same formulae as
the General Relativity. In the rest of the paper we will consider this effect and obtain the
same formula for the frame dragging effect as in the General Relativity.

Let us imagine the Earth as a large number of particles (atoms). Let: 774 be the
mass of the . -th particle and - 7% be the distance from its center to the test body,
such that- 7% is a function of 3 coordinates of the.  i-th body and 3 coordinates of the

considered test body. Further, let the 3-vector of velocity of the . 4-th particle be
_l_ sz

Ui = (i, Wiys Uiz) and let us put’ Hi = .Theindex. i refers to the
?2-th particle. Let us denote the 4-vector of veIocity of the . 2-th particle by

(Uit, Uiz, Uz, Uss) = (\/1“;’"‘ 7 \/1 i uZ \/1% u? \/1 _ _)
o 2

The tensor' d)pq induced by the.  4-th particle in our coordinate system is given by

é Llgr Oui  pr O
PE T Uip dzq "4 0%y | and hence
—ic Ot Ot —tc ot ot
Wiy = — [U@s— — U@Q_}: Wiy = —— [Uil_ — U’é3_}7
Lt Dy Oz 1t Oz Ox
—ic Gui 8ILL7;
Wiz = —— [UiQ— —Un ]
1A oz 0
Thus, _ .
Sy b CE e, S o L
: i f': n o .r)i s - {)'(rl—:' iy i} - e r)'(r.—l' . ”l(r-—;.‘l
L T -5 T - T, T o -
' Vem o iy i o= R L N ¥ e iy J

where the terms of order . ¢4 and smaller are negLected. We assume that the
gyroscope has a negligible mass, i.e. 0, we can replace . ¢ = () ignoring the geodetic

. . . . PTHP
precession. Calculating the antisymmetrc matrix - PL where

1 lug lyu, - logy oo

iy, 1-LuE -ty -,
P = P(U,0) = P(0,U)"
—LUsVi —iUsUy 1-1UF —Us

U1 UQ U3 U4 4
and - ¥V — 1+ U4 one eaS|Iy obtains that the angular velocity of this matrix
product is twice larger, i.e. it is - 2“’: After applying the parallel transport of space

vectors (17 0,0, 0), ‘ (Oa 1,0, 0), and (Oa O_: L, 0), it is easy to see that the

corresponding angular velocity is © QU’i, e Ll = 2w Finally, summing up
by. 2 for all particles of the Earth we obtain
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=30 =
%

o o th NI '.f_.;uf} . e t! i

il N R VT ¥ =iy

(,_L)Z‘ X ’L_l:i
= 22 —5 (2.10)

where - @i is the Newtonian acceleration vector toward the .  2-th particle. This

sum yield an integral which compared with (1.3) where . V' is given by (1.4), is the
same value as obtained by the General Relativity.
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Abstract : Some new classes of generalized fuzzy mappings in Chang'’s fuzzy topological space have
been introduced and studied. Their properties and relationships with other early defined classes of generalized
fuzzy mappings have been investigated.

Keywords: Fuzzy topology, generalized fuzzy regular continuous mapping, generalized fuzzy o-
continuous mapping, generalized fuzzy regular a-continuous mapping.

1. INTRODUCTION

Chang introduced the notion of fuzzy topology in his classical paper [3].
Balasubramanian and Sundaram [2] introduced the concept of fuzzy generalized closed
sets in Chang’s fuzzy topology as an extension of generalized closed sets of Levine [6] in
ordinary topology. More details about the generalized closed sets can be found in [4].

The authors [5] defined the concepts of fuzzy generalized a-closed sets and fuzzy
generalized regular a-closed sets in Chang’s fuzzy topological space. Here we will define
some new classes of generalized fuzzy mappings in Chang’s fuzzy topological space. We
will investigate their properties and relationships with other early defined classes of
generalized fuzzy mappings.

2. PRELIMINARIES

Throughout this paper, by (X,1) or simply by X will be denoted fuzzy topological

space (fts) due to Chang. The reader can be referee to the [1], [4] and [7] for more details
about the fuzzy open sets, fuzzy closed sets, fuzzy regular open sets, fuzzy regular closed
sets, fuzzy a-open sets and fuzzy a-closed sets. The interior, the closure, the a-interior,
the a-closure and the complement of a fuzzy set A will be denoted by inti, cli, aint?,

aclh and 1- A, respectively.
Definition 2.1. [2,5] Let A be a fuzzy set of an fts X. Then A is called
(1) a generalized fuzzy closed set if and only if cIA <p, for each fuzzy open set p

such that A <p;

(2) a generalized fuzzy regular closed set if and only if cIA <, for each fuzzy regular
open set i such that A <

(3) a generalized fuzzy a-closed set if and only if aclA <y, for each fuzzy open set
[ suchthat A <p;

(4) a generalized fuzzy regular a-closed set if and only if aclk <, for each fuzzy
regular open set [ such that A <p.

A fuzzy set A of an fts X is called generalized fuzzy open (generalized fuzzy regular

open, generalized fuzzy a-open, generalized fuzzy regular o-open) if and only if
1-2 is a generalized fuzzy closed (generalized fuzzy regular closed, generalized fuzzy
a-closed, generalized fuzzy regular o-closed) set.

Definition 2.2. [2] A mapping f: X — Y from an fts X into an fts Y is called:
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(1) generalized fuzzy continuous if and only if f_l(;,t) is a generalized fuzzy open set
in X, for each fuzzy open set p inY.

(2) generalized fuzzy open if and only if f(A) is a generalized fuzzy open set in Y, for
each fuzzy open set A in X.

(3) generalized fuzzy closed if and only if f(1) is a generalized fuzzy closed set in Y,
for each fuzzy closed set A in X.

3. Generalized fuzzy continuous mappings

Definition 3.1. A mapping f: X — Y from an fts X into an fts Y is called:
(1) generalized fuzzy regular continuous (generalized fuzzy o-
continuous, generalized fuzzy regular a-continuous) if and only if f_l(u) is a generalized

fuzzy regular open (generalized fuzzy o-open, generalized fuzzy regular o-open) set in X,
for each fuzzy open set p in'Y.

(2) generalized fuzzy regular open (generalized fuzzy o-open, generalized fuzzy
regular a-open) if and only if f(A) is a generalized fuzzy regular open (generalized fuzzy
o-open, generalized fuzzy regular a-open) set in Y, for each fuzzy open set A in X.

(3) generalized fuzzy regular closed (generalized fuzzy o-closed, generalized fuzzy
regular a-closed) if and only if f(A) is a generalized fuzzy regular closed (generalized
fuzzy o-closed, generalized fuzzy regular a-closed) set in Y, for each fuzzy closed
set A in X.

Remark 3.1. From the above definitions it is not difficult to conclude that the following
diagrams of implications is true.

generalized fuzzy contunuous = generalized fuzzy regular continuous

U U

generalized fuzzy a-continuous = generalized fuzzy regular a-continuous

generalized fuzzy open = generalized fuzzy regular open

J J

generalized fuzzy c-open = generalized fuzzy regular o-open

generalized fuzzy closed = generalized fuzzy regular closed

U U

generalized fuzzy a-closed = generalized fuzzy regular a-closed
The following example shows that the converse may not be true.

Example 3.1. Let X={a,b} and let A, un and v are fuzzy sets defined by
Ma)=02; Mb)=04;, w@)=09; ubo)=04; v(a)=0L v(b)=04.
Let 1, ={0,A,p,1}. By easy computation it can be shown that v is a generalized

fuzzy o-closed set, but it is not a generalized fuzzy closed set. Also, v is a generalized
fuzzy regular a-closed set, but it is not a generalized fuzzy regular closed set.
If we put 1, ={0O,n1}, then the fuzzy set v is a generalized fuzzy regular o-closed

set, but it is not a generalized fuzzy a-closed set. Also, v is a generalized fuzzy regular
closed set, but it is not a generalized fuzzy closed set.
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Let 153 ={01—v,}. The mapping idy :(X,t1) > (X,t3) is generalized fuzzy a-
continuous, but it is not generalized fuzzy continuous. Also, idy :(X,tq) = (X,13) is
generalized fuzzy regular a-continuous, but it is not generalized fuzzy regular continuous.

The mapping idy :(X,15) = (X,t3) is generalized fuzzy regular o-
continuous, but it is not generalized fuzzy a-continuous. Also, idy :(X,15) = (X,13) is
generalized fuzzy regular continuous, but it is not generalized fuzzy continuous.

The mapping idy : (X,t3) > (X,14) is generalized fuzzy a-open (generalized fuzzy
a-closed), but it is not generalized fuzzy open (generalized fuzzy closed). Also,
idy :(X,t3) = (X,11) is generalized fuzzy regular a-open (generalized fuzzy regular o-
closed), but it is not generalized fuzzy regular open (generalized fuzzy regular open).

The mapping idy : (X,13) = (X,15) is generalized fuzzy regular a-open (generalized
fuzzy regular a-closed), but it is not generalized fuzzy a-open (generalized fuzzy ao-
closed). Also, idy :(X,13) = (X,t,) is generalized fuzzy regular open (generalized fuzzy
regular closed), but it is not generalized fuzzy open (generalized fuzzy closed). ¢

Theorem 3.1. A mapping f: X — Y from an fts X into an fts Y is generalized fuzzy
regular continuous (generalized fuzzy o-continuous, generalized fuzzy regular o-
continuous) if and only if f_l(;,t) is a generalized fuzzy regular closed (generalized fuzzy
a-closed, generalized fuzzy regular a-closed) set in X, for each fuzzy closed set L in'Y.

Proof . It can be prove by using the complement. m

Theorem 3.2. Let f: X — Y be a bijective mapping from an fts X into an fts Y. Then f
is generalized fuzzy regular open (generalized fuzzy a-open, generalized fuzzy regular o-
open) if and only if it is generalized fuzzy regular closed (generalized fuzzy a-closed,

generalized fuzzy regular a-closed).
Proof . It can be prove by using the complement. m

Theorem 3.3. Let f: X — Y be a bijective mapping from an fts X into an fts Y. Then f
is generalized fuzzy regular open (generalized fuzzy o-open, generalized fuzzy regular o-
open) if and only if f1is generalized fuzzy regular continuous (generalized fuzzy o-
continuous, generalized fuzzy regular a-continuous).

Proof . It follows from the relation (f1)™(A)=f(A), for each fuzzy open (regular
open) set Aof X. m

Corollary 3.4. Let f: X — Y be a bijective mapping from an fts X into an fts Y. Then
f is generalized fuzzy regular closed (generalized fuzzy o-closed, generalized

fuzzy regular o-closed) if and only if 1 s generalized fuzzy regular continuous
(generalized fuzzy a-continuous, generalized fuzzy regular a-continuous).
Theorem 3.5. Let f: X — Y be a mapping from an fts X onto an fts Y. Then f is

generalized fuzzy regular closed (generalized fuzzy a-closed, generalized fuzzy regular o-
closed) if and only if for each fuzzy set p in Y and each fuzzy open set p in X such that

f_l(p)S;,L, there exists a generalized fuzzy regular open (generalized fuzzy o-open,

generalized fuzzy regular a-open) set v in Y such that p < v and f_l(v) <.
Proof . Let p be any fuzzy set in Y and let p be a fuzzy open set in X such that

f(p) <p. We put v=1-f(1—p). Then f(1—p) is a generalized fuzzy regular closed
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set, so v is a generalized fuzzy regular open set. From f_l(p)gu follows that
1-p<1-f(p)=f11-p). Hence
f(1-p) < fA—f(p)) <1—p. Therefore p<1-f(l—p)=v and

v = -1 = 1-FH(fQ-p) <1-(1-p) = .
Conversely, let n be any fuzzy closed set. Then 1—p is a fuzzy open set and

11— f(u)) < 1—fY(f(u)) <1—p. Hence there exists a generalized fuzzy regular open
set v in X such that 1-f(u<v and fi(v)<l-p. It follows that

p<l-f1(v)=f11-v). Hence f(u)<f@-f(v)<l-v. Thus f(u)=1-v is a
generalized fuzzy regular closed set, so f is a generalized fuzzy regular closed mapping.
The other cases can be proved in a similar manner. m

Theorem 3.6. Let f: X — Y be a mapping from an fts X onto an fts Y. Then f is
generalized fuzzy regular open mapping (generalized fuzzy a-open, generalized fuzzy
regular a-open) if and only if for each fuzzy set p in Y and each fuzzy closed set p in X

such that f_l(p) <u, there exists a generalized fuzzy regular closed (generalized fuzzy o-

closed, generalized fuzzy regular a-closed) set v in 'Y such that p < v and f(v) < L.
Proof . It can be proved in a similar manner as the Theorem 3.5. m
Corollary 3.7. Let f: X —> Y be a mapping from an fts X onto an fts Y. If fis a
generalized fuzzy regular closed (generalized fuzzy a-closed, generalized fuzzy
regular a-closed) mapping then for each fuzzy regular closed set p in Y and each fuzzy

regular open set p in X such that f_l(p) <, there exists a fuzzy open (fuzzy o-open) set

v inY suchthat p<v and fi(v) <p.
Proof. Let f be a generalized fuzzy a-closed mapping. Suppose p be any fuzzy

regular closed set and let u be a fuzzy regular open set such that f_l(p) < p. From the
Theorem 3.5. follows that there exists generalized fuzzy o-open set v, such that p <7y

and fl(y)<p. Since y is a generalized fuzzy a-open set and p <y we obtain that

p <ainty. Then v = ainty is a fuzzy o-open set such that p < v and f(v) < .
The other cases can be proved in a similar manner. m
Theorem 3.8. Let f: X —> Y and g:Y — Z be mappings where X, Y and Z are fts’s.

If g is a fuzzy continuous mapping and f is a generalized fuzzy regular continuous
(generalized fuzzy a-continuous, generalized fuzzy regular a-continuous) mapping, then
of is a generalized fuzzy regular continuous (generalized fuzzy a-continuous, generalized
fuzzy regular a-continuous) mapping.

Proof. From (gf)(n)=f"(g (n)), for any open fuzzy n in Z follows that

(9f) () is a generalized fuzzy regular set in X.

The other cases can be proved in a similar manner. m
Theorem 3.9. Let f:X —>Y and g:Y — Z be mappings where X, Y and Z are

fts’s. If g is a generalized fuzzy regular open (generalized fuzzy  a-open, generalized
fuzzy regular o-open) mapping and f is fuzzy open mapping then gf is a generalized fuzzy
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regular open (a generalized fuzzy o-open, a generalized fuzzy regular a-open)
mapping.
Proof . For any fuzzy open set u in X holds (gf)(n) = g(f(n)). Since fis a fuzzy open

mapping and g is a generalized fuzzy regular open mapping we obtain that g(f(u)) is a

generalized fuzzy regular set in Z.
The other cases can be proved in a similar manner. m

Theorem 3.10. Let f: X —> Y and g:Y — Z be mappings where X, Y and Z are

fts’s. If g is a generalized fuzzy regular closed (generalized fuzzy a-closed, generalized
fuzzy regular a-closed) mapping and f is a fuzzy closed mapping then gf is a generalized
fuzzy regular closed (generalized fuzzy o-closed, generalized fuzzy regular o-closed)
mapping.

Proof . It can be proved in a similar manner as the Theorem 3.9. m
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Abstract : A construction of free objects in the variety - V(m) of groupoids defined by the identity

CE.L(m) ~ $(m+1), where . 7Tl is a fixed positive integer, and (k is a transformation of a

G = (¢ o) — (02

injective groupoids in" (m) is defined and a corresponding Bruck theorem for this variety is proved. It is

groupoid defined by . ’L(O) =X’ , is given. A class of

shown that the class of free groupoids in ' (m) is a proper subclass of the class of injective groupoids in
Vim),
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Key words: groupoid, free groupoid, injective groupoid.

1 PRELIMINARIES
Let- G = (Gv )

be a groupoid, i.e. an algebra with one binary operation.

o . . Yo ()
For any nonnegative integer . & we define a transformation ()t 2t
(& as follows:

NON 2D (g2

1

is defined by: . T =2, . e k

(Here, R =x"xT; ex:

K
at = ((wx)z)x

)

We say that . :L'Uc) is the . Kk square of . x and. 58(1) = 72 the square of

By induction on - P and - 4 one can show ([2]) that in any groupoid
- G= (Gv') : (I'(p))(Q) = gPta) for any . © € G and any nonnegative
integers: P> 4.

The variety of groupoids defined by the identity . .’IJ.’II(m) ~~ {Ij(m+1) will be denoted
by (m), for a fixed positive integer. 1. (The variety' V(l) is investigated in [3].)

If E= V(m), then by induction on- P, one obtains:

(Vo € G, p>0) oWgltm) — pormtl)
Anelement. @ € G is said to be 2-primitive in. & if and only if
(Ve Gp>0) (a=zP = p=0).
In the sequel . 3 will be an arbitrary nonempty set whose elements are called
variables. By - Th we will denote the set of all groupoid terms over . B in the
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signature . -. The terms are denoted by - & U, Vs - T, Y, . Tp—= (TBv )
is the absolutely free groupoid with the free basis. I3, where the operation is defined by

(u,v) ¥ U1t is well known (Bruck theorem for - 1 B, [1]) that the following two
properties characterize TB:

(Z)‘ This injective, i.e. the operation* " * (/U” 'U) ¥ UV s an injection.
(”) Theset. B of primesin: Ty is nonempty and generates - TB.
(An element. @ in a groupoid - G = (Gv ) is said to be prime in. G if and

onlyif- @ 7 TY forany. .Y € G
For any term . ¥ of - Th we define the length "U | of . ¥ and the set of
subterms" P(U) of. 2 in the following way:

(o] =1 [tu] =i+ |ul; P(b) = {b}, P(tu) = {tu} UP(t) U Pu),
for any variable. b and any terms- L, of TB.

&)

Bellow we consider a few properties of . .’I;( in - Tg that can be shown by

inductionon- P,
Proposition 1.1 If- LU € TBand: P4 are nonnegative integers, then:
a)’ ‘t(p)|:2p‘t‘.
b) t(p) — qlf(p+Q) = t — /U/(C‘I)_
c) If - tu are 2-primitive elements in - TB, then:
t(p) — fu(Q) ¢> t fe] uj p — q
Proof. c) We assume that: P < ¢ jie.. ¢=p+ k. for any - k>0, Then

from. ) = 4D we have that.  +F) = 4Ptk By b) it follows that. ¢ = utk),

However, . ¢ is 2-primitive in - Tg, therefore . k=0.Thus. = u® = U,
and- P = 4. The converse is obvious.. [l

By Prop.1 c) it follows directly that:

Proposition 1.2 For any - le TB, there is a unique 2-primitive term - ¥ cTp
and a unigue nonnegative integer- P, suchthat. 7 = a® 0O
We say that . ¢ is the 2-base of . { and: P is the 2-exponent of . ¥; we

denote them by & = ¥ - [t] = P respectively.

2 A construction of free objectsin V(m)

Assuming that. B is a nonempty set and Tp= (TBv ) the absolutely free
groupoid with the free basis . B, we are looking for a canonical groupoid ([4]) in
V(m), i.e. a groupoid- R = (Rv *) with the following properties:
. 4) . BCcRCTg . 4) . lueR = tueR L i)
tue R =txu=+tu
i) Risafree groupoid in” Vim) with the free basis.  B.
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Define the carrier.  F of the desired groupoid. £ by:

R={teTg: (Vo e Tg) zz™ ¢ P()}. )
The following properties of . f2 are obvious corollaries of (2.1).
Proposition 2.1 a). [? satisfies" L) and" “)
py LueR={lugR & u = ¢m1
o Lu€lp = {tucR& LuceR & uy tmy
9. tcRp>1=tcR tPcR O

We define an operation. *on. [ as follows.

tu, if tuc R

tyue I} ét*u-{ ()i gy — g,

(2)
From (2.2) and Prop.2.1 d), by induction on: P, we obtain:
o LER p>1 = &= (¥ —i»

k k+1 _ 4k
where b is defined by: b« =1 ' =1 ¥t ang tgp) isthe P

square of tin.
By a direct verification one can show that the operation . * is well-defined, i.e.
R = (R, *) is a groupoid. From (2.2) it follows that if = ftu € I, then
Luc R & txu=tlu (ie.. R satisfies- “) and- ‘“)) By the property e)

£t = g glm) = gmt) Ot

and (2.2), we obtain that
N R V(m)'
The set of primes in. B coincides with. B and generates. E. Namely, every
b€ Bisprimein. R, since: bt U forany. &% € R 10 show that no
element of - R \ B is prime in. R, let" tely \ B be a term belonging to
R. Then there are = l1:l2 € TB, such that - =tila, By the fact that
t€ R e tita € R ittollowsthat: t1.%2 € Rand. T =1tila =11 % to
ie.. tisnotprimein. R.Let Q be the subgroupoid of.  F generated by. B,
Q= <B>* We will show that = 4= Q. Clearly, - Q € R 1o show that
RCQ et . t€R it . t€B, then - t€<B>*:Q, ie.
(tGR& ‘t‘ =1= tGQ). Suppose that
CeER&[I <k =1EQ) s wuee ¥ . tER is such that
[t/ =k+1 pen  t=tita in . Tn ana  |tl[t2] <k gy e
inductive hypothesis we have - b, ls € Q and since - Q is a groupoid, it follows
that t=tlita =t %l € Q. Thus, - RCQ Therefore,
R=10Q=(B).
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R has the universal mapping property ([5]) for V(m) over. . Namely, let
GGV(m)’  A: B — G be any mapping and ©: T =G pe the
homomorphism from - I'B into . G that extends . A Let - L,u€ R
tu € R, then ~ ¢xu)=oltu) =p)p(u) = WER ihen

w=tand. #*u=t"D Using the fact that @(t(p)) = (W(t))(p) (it
can be shown by induction on p), we obtain that

) = (1) = ) = ) = (o)™ () =
() ) = pfH ) < (G € V] = () = o(tu) = p(t)p(w).

Thus, ¢lr: B — Gig a homomorphism that extends .~ A.

Therefore, the conditions 4) - w) at the begining of this section are fulfilled and
thus we proved the following
Theorem 2.1 The groupoid’ R = (Rv *) defined by (2.1) and (2.2), is a canoni-

cal groupoid in* (m) with a free basis.  B.. [

As a consequence of the property e) and the definition of 2-primitive element we
obtain the following

Proposition 2.2 For any . U & R, there are a unique 2-primitive element
D

t € R and a unique positive integer: P, suchthat: U = tg ) = t(p).‘ Ul

(R, *)

(Rv *) is not a right cancellative gropoid (ex:

£ g A1) — 4 (mA2) — glm+1) 4 mt D). poever +(D £ t(m—|—1)).

By a direct verification one can show that is a left cancellative groupoid.

The following proposition will be used in the next section.

Proposition 2.3 Let: & € R\ B

a) If . & is a 2-primitive element in . Ro x= (](p)’ where - [u] = 0,

1 <p <M then there is a unique pair - (u, v) ERXE guch that
M)
)

x=u*v. (nthatcase. x = uwvand Y 7£ )

We say that" (u, /U) is the pair of divisors of. T in. R.
b) I g = tmtetl), . p20 then
o = tletm) y ptm) — 4(P) 4 tp+m)

Thus (t(erm) ) t(erm)) and

O

+
(t(p)z t(p m)) are pairs of divisors of . .

3 Injective objects in Vim)

In this Section we will give a characterization of the free groupoids in" V(m) by a
wider class, called the class of injective groupoids ([4]) in" V(m). For that purpose, we

(Rv*) in V(m)

use the properties of the corresponding canonical groupoid °
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previously constructed, that concern the non-prime elements in. £, i.e. elements of

R\ B

We say that a groupoid - H=(H") injective in Vim) (ie. Vim).
injective) if and only if the following conditions are satisfied:

o HEVm
(1) Forany. @ &€ I thereis a unique 2-primitive element. € € H and a unigue

nonnegative integer.  k,suchthat. @ = C(k).

(We saythat. ¢ isthe 2-baseof. @ and k= [a} is the 2-exponent of.  (.)
@1 ac Hisa non-prime 2-primitive element in.  H, then there is a unique

pair c(edye I x such that a=cd and
( cAdV (d=c & [dFm)
(In that case we say that - (C= d) is the pair of divisors of . @ (we write

(c. d)]ay)
@ 1. a€Hissuchta. a=cl  [d=p  p<m—1 ten

(¢,€) |

is the pair of divisors of . .
@) aPt ) —ed & p>0 s le=d=a?™™ v (c=a? & d= a(p+m))]_

From the definition of V(m)-injective groupoid and Prop. we obtain that

Proposition 3.1 The class of free groupoids in" V(m) is a subclass of the class of
V(m)-injective groupoids. . [

Theorem 3.1 (Bruck Theorem for $V_(m)$) A groupoid . H is free in’ V(m) if
and only if  H satisfies the following two conditions:

. His V(m)-injective
(i) Theset. P ofprimesin. H is nonempty and generates. H.
Proof. If. H is free in’ V(m) with a free basis. B, then by Prop.3, H is

V(m)-injective, and by the proof of Theorem ,. B is the set of primesin. H and
generates .

For the converse, it suffices to show that. H has the universal mapping property
for - V(m) over . P. Therefore, define an infinite sequence of subsets

C()acln"'of‘ H by:

Co=P. C)=CyCo=PP
Cry1 = {t € H\P : <C, d)|t = {C, (l} C CouCiU---UCy, & {C, d}ﬂCk +

2}

Then the following statements are true ([4]):

1 - (Vk=0)Cr # @. 2

a€Cy= (WpeN)aP € Cpyp. k>0
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3 PF4=>CpNCi=2. 45 H=U{Ck: k>0}

Let’ Eg= V(m) and. A : P — (5 be a mapping. For any nonnegative integer

k define a mapping: ¥k - Cp =G by Y0 = A andlet: %% be defined for
cach - 1<k (et 0€Ckt1 ang - (€)@ ae such that - €€ Cr,

dels Then - 7T5<k i we put - @k+1(a) = ‘PT(C)(PS (d) then

o= U{gi: 420} is a well defined mapping from . H into . (. Also, by
induction on. k& we have: - 99(“]{) = (‘P(a))k and @(a(k)) = ((P(a»(k), for
each. @€ Hand: k=0

f . a€H is a 2-primtive element of . H and - (¢, d)‘“ then

pla) = p(c)p(d)

f . a€H is such that . a=c) - [c] = P, p<m—1 then

pla) = plcc) = p(c)p(c),

it GdCH gesuchthat, ¢c=d= a(p+m), where: P20, a€H
then:

pled) = (a? ™) = p((a@Tm) 1) = (p(a®T) D = o(e)p(d)
i ¢d€H ge such that . ¢ = (L(p), d= a,<p+m), where P =0
a € H, \ then:
i p(cd) (a p+m+1 ) (’9< ap+m))lli) — go(a\p+m))(l> _ @<a>(p+m),¢(a>(p+m) _
{0 (02 = [ € Vi) = ol Pl =
- g(aP)p(alPm) = s@( Je(d)

Thus, in all possible cases we have pled) = W(C)W(d) ie. ¥ is a

homomorphism from.  H into. . Therefore,. H is a free groupoid in V(m)
with a free basis . L]

We will give an example of a* V(m)-injective groupoid that is not free in" V(m).
Let. A be an infinite set and - H=Ax No ( Ny is the set of nonnegative
(a,n)

integers). We will denote the elements of.  H by @n instead of . Define a

partial operation. e®on. H by:
(i) Up @ Iy = ap+1 (ii) - Uy ® Upm — ap+m+1’
forany: P >0 and a fixed positive integer.  17i.
Defineaset: 1) C H X Hyy,
D ={(ag,by) 10,0 €A & kyneNy &
(a#bV (a=b& k¥p & n#p & n#p+m,p>0))}
D~ A X {0} thereis an injection ¢+ D — A X {0} and we can

Since -
put

iiy (V(aw,bn) € D) ag @by = (@lag, ba))o,
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By a direct verification we obtain that (Hv °) is V(m)-injective groupoid. If

¥ is a bijection, then the set of primesin. H  ie." A x {0} Y i empty.

Therefore, by the Bruck Theorem for V(m), it follows that (H, ') is not free in
V(m). This and Prop.3 proves the following

Proposition 3.2 The class of free groupoids in ' V(m) is a proper subclass of the
class of’ V(m)-injective groupoids.. [
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FREE (M + K, M) —RECTANGULAR BANDS WHEN K <m

Valentina Miovska, Donco Dimovski

Abstract: A characterization of (m+ k’m)_rectangular bands when K <m, using the usual

rectangular bands is given in [4]. This result is used to obtain a free (m+ k, m) — rectangular band when

k<m.
Keywords: rectangular band, (m+ k, m) — rectangular band, free (m+ k, m) — rectangular
band

1. INTRODUCTION

First, we will introduce some notations which will be used further on:
1) The elements of Q°, where Q° denotes the S —th Cartesian power of Q , will

be denoted by X; .
2) The symbol Xij will denote the sequence X;X;,;...X; when I <j,and the empty

sequence when | > | .
S

3) If X, =X, =...= X, =X, then X; is denoted by the symbol X .
4) The set {1,2,...,5} will be denoted by N .
Let Q # & and n,m be positive integers. If [ ] is a map from Q" into Q™ , then
[ ] is called an (N, m) — operation. A pair (Q;[ ]) where [ ] is an (n,m) — operation is
said to be an (n,m) — groupoid. Every (N, m) —operation on Q induces a sequence
[1..[1,,---.[ ],, of n—ary operations on the set Q , such that
(VieN,) x| =y) e [xr]=ym
Let m>2k>1. An (m+k,m)—groupoid (@[] is called an
(m + k, m) — semigroup if for each | € {0,1,2,...,k}
pei e e = o e, |
Let (A[] be an (Mm+k,m)—groupoid, where [] is an
(m+k,m) —operation defined by [x"*]=x". Then (A[]) is an
(m + k, m) — semigroup and it is called a left-zero (M + k, m) —semigroup.  Dually, a
right-zero (M + K, m) —semigroup (B;[ ]) is defined by the operation [X;"*]= x4
The pair (AxB;[ ]), where [ ] isan (M + Kk, m) — operation on Ax B defined

by
[X{MK]:YF < (X z(ai’bi)!yj =(aj’bj+k)’i €N 1eNy)
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is an (M + Kk, m) —semigroup and it is a direct product of a left-zero and a right-zero

(m +k,m) —semigroup on A and B, respectively. Such an (m + k, m) —semigroup is
called (m + k, m) —rectangular band.

The following propositions characterizes (M + K, m) — rectangular bands when

kK<m.
Propositon 1.1  ([4, Propositon 2]) Let Q=(Q[]) be an

(m +k,m) —semigroup, k <m. Q is an (m +k, m) —rectangular band if and only if

the conditions
m+2k m+2k

@ lxl Ji = lxixi+k+1 Ji’ ieN,
(b) lximk Ji = [y1j_1xiyg:f_lxi+kym<i1jj iy eNg

m+k m
() X |=X
are satisfied in Q.
Propositon 1.2  ([4, Propositon 3]) Let Q=(Q;[]) be an
(m +k,m) —semigroup, kK <m. Then Q is a direct product of a left-zero and a right-
zero (M +k, m) —semigroup if and only if there is a rectangular band (Q;*), such that
[Xfprk]i =X * X0 X7 eQM e N,
Propositon 1.2 gives a characterization of (M + k, M) — rectangular bands using the

usual rectangular bands. Rectangular band is a semigroup which is a direct product of a
left-zero and a right-zero semigroup, or equivalent, rectangular band is a semigroup

(Q;*) that satisfies the following two identities X *y *Z=X*Zz and X*X =X, for
each X,y¥,Z2€Q.

This result of Propositon 1.2 is used to obtain a free (M + k, m) — rectangular band
when kK <m.

2. Free (M +Kk,m) —rectangular bands when K <m

Let (Q;*) be a free rectangular band with a basis B. Then

Q=Bu {ab |a,b eB,a# b} and operation * is defined by:
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X=y=a
. X=aYy=ca
X=ac,y=a
X =ac,y =da
X%y =
X=aYy=b
ab X:&y:Cb,aib
Xx=ac,y=>b
x=ac,y =db

Let K<m andlet [ ] bethe (M + Kk, m) — operation on Q defined by
IXP] =%, %X, X™H eQ™K ieN,,.

i+k ?
Then
Proposition 2 (Q;[ ]) is a free (M + Kk, m) —rectangular band when k <m with
a basis B.

Proof. Since K<m,let K+t=m, t>1.
First, we will prove that [lxl"“k ]Xr'::f'jl]l =X, * X, -

a) Leti<t.Theni+k<t+k=m.
We have

UXIMK Jxrr::lftlll =

= lxlrn+k Ji * lX1m+k Ji+k =

= (Xi * Xik )* (Xi+k * Xivax ) =

=X * X0k
b) Lett<i<m.Theni=t+XA,1<A<kandi+k=t+A+k=m+Axr.

m+k |, m+2k _

uxl Jxm+k+1Ji -

= lxilr-m—k Ji *Xm+k+A=

= (Xi * Xi+k )*Xm+k+A:

= Xi >l<Xm+k+k:
=X * Xk -

j+m+k JX m+2k
j+1 j+m+k+1

Further on we will prove that [Xl' lx Ji =X * X, 0 -
c) Let i<j. Then i<j<j+t implies i+k<j+t+Kk=]+m. Moreover,
i+k>k>jie j<i+k<j+m.Leti+k=]j+A.
We obtain
el e et | =

zlxixij+1[xj+m+k] ...[Xj+m+k] [Xj+m+k] ___[Xj+m+k] ¥ M+2k J _
1 I il i

j+1 j+1 j+1 j+1 m 7Y j+m+k+1

_ j+m+k _
=X *[Xj+1 L =
=X * (Xj+x * Xk )=
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_X *X1+A+k =

=X * X 2k -
d) Let j <i.
di)Let j+1<i<j+tie i=]+A,1<A<t.
Theni+k=J+A+k<j+t+k=j+m.

ped e et =

j+m+k] [ j+m+k]
[X]+l X]+l ok

= (Xj+x Xj+x+k) (Xj+x+k * X arkek ):
= Xj+x * Xj+x+k+k =
=X * Xiok -
d2)Let j+t<i ie. i=j+t+A, 1<A<k-j. Then j+t+k<i+k ie.
j+m<i+k.
j+m+k m+2k _
[X [X]+1 ]Xj+m+k+1]i -
j+m+k _
[Xl+1 ]t by * Xj+m+k+k -

= (Xj+t+}L * Xj+t+}L+k )* Xj+k+t+k+k =

XJ+t+}\. Xj+k+t+k+k =
= Xi * Xj 0k -
m+k |, m+2k _ j+m+k |, m+2k H :
Then ﬂxl ])(erkJrl]i = [X [X]Jrl ]Xj+m+k+1]i, forany ieN_,, 0<j<k. So

(Q:[ ] isan (m+k,m) —semigroup, when kK <m.
According to Proposition 1.2 (Q;[ ]) is an (m + k, m) —rectangular band, when

k<m.
Itis clear that B < Q. Let U € Q and let [B] be an (m +k, m) — subsemigroup

of @[ D generated by B. Then, for ceB we  have
i1 k-1 m-i

u=ab=ax*b =[C acbc } e[B].ie. Q =[B]. S0, (Q.[ 1) is generated by B .
i
Let (S;[]) be an (m+k,m)—rectangular band when K<m and let
f:B — S be a map. By Proposition 1.2, there is a rectangular band (S;o) such that

[X{mk ]i =X, 0X,,., X" eS™* ieN_. since (Q;*) is a free rectangular band
with a basis B , there is a homomorphism g :Q — S, such that g(b)=f(b)b eB.

Let X" € Q™. Then
!

9([X1m+k]i)=9(xi X ) =X )og (X, )= [g(xl)g( »)-9(x m+k)] -
So, g as an extension of the map f , is (M + k,m) — homomorphism from (Q;[ ])
into (S;[]). Hence (Q;[ ]) is a free (M +k,m)—rectangular band with a basis B

when K<m.m
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FUNCTIONS PRESERVING
PATH CONNECTEDNESS AND COMPACTNESS

Georgji Markoski, Nikita Shekutkovski

Abstract: Afunction T 1 X =Y is preserving (path) connectedness if an image of an arbitrary (path)
connected set is (path) connected. A function f:X>Yis preserving compactness if an image of an

arbitrary compact set is compact. Under different conditions on spaces X and Y the relations of these type of
maps and the notion of continuity are investigated.

Several authors ([1], [2], [3]) consider the functions preserving compactness and
conectedness. In this paper we prove some theorems about functions preserving
compactness and path conectedness.

Definition. The function f : X =Y is preserving compactness if the image of every
compact subset of X is compactin Y .

Definition. The function f : X =Y is preserving path connectedness if the image of
every path connected subset of X is path connectedin Y .

Theorem 1. Let X is alocally compact T; space, and Y is a locally path connected

T, space. Let f:X —=Yis a function preserving compactness and f(X):Y,

f'l({y}) is compact set for every Yy €Y . If £l (C) is a path connected set, for every

C cY ,then f e closed map.
Proof. Let A is a closed subset of X and let er\f(A). Then

f_l({y})m A= . Since X is locally compact and regular, and f_l({y}) is compact,
there exists an open set U in X such as dU is compact space, f_l({y})gU,
Unf({y})=@andUnA=0.

Then f(pU) is a compact set and f(au)m{y} =(J. Space Y is a locally

path connected and there exists an open and path connected set R such that
Rnf(au)=< and yeR. The set f!(R) is path connected and
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f_l(R)mﬁu = thereforef_l(R) cU. Finally RnNf (A) = which means that

f(A) is aclosed set.
with N we denote the set of natural numbers and with R the set of real numbers.
Theorem 2. Let f :R —Y s a surjection. If f_l({y}) is a compact and connected

set, forevery Y €Y, f(K) is a compact set, for every compact set K < X, and X is

a locally compact T; space, and Y is a locally path connected T, space, then f_l(B)
is path connected set, for every path connected set B CY .
Proof. Let B be a path connected in Y . Then f_l(B) is connected set in R ([3]

Theorem 1), so f_l(B) is an interval i.e.the set f_l(B) is path connected in R.
Theorem 3. If the Tychonoff space X is not locally connected at a point p, then

there exist a function f : X — [0,1] preserving compactness and path connectedness
witch is not continuous at p .

Proof. Let X is not locally connected at a point P . Then there is a neighborhood U
of p such that: if K is a component of p inU, then K is not a neighborhood of p .
Since X is Tychonoff space, there is a neighbourhood V U at p and continuous
function f : X —[0,1] such that fl,=0 and f |, ,=1. Also exist a continuous
function g: X-> [0,1] such that g (p) =1 and glxw=0.

f(x)+g(x), xekK
Letf (x) = {f_(x), xge X\K

We will proof that f is a map from X to [0,1]. IfX eV, then f_(x):O o)
f(X)=g(X). IfXxe X\V, theng(x)=0, so f(X)=f_(X). In every case
0<f(x)<1l.

Every neighbourhood at point p contains point y from V \ K (because K is not a

neighbourhood of p). Since f(p) =1 and f(y) = f_(y) =0 it follows that f is not a
continuous at p .

We will proof that the image of compact subset of X is compact in [O,l]. Let
C < X is a compact set. Restriction of f on F = (X \V)u K (whois closed in X)is
continuous (g |y =0 and on F holds f :f_+g ). Now C’ :f(C mF) is compact
set. But f(X) =0, forevery X eV \K , so f(C) =C' or f(C) =C'U{O} . Therefore

f (C) is compact set.
Let C is a path connected subset of X . Function f is contonous in X \ K (because
f =f_), so we may asume that C "K = (in contrary f(C) is path connected set

because of the continuity of f on X \K). Similar, f is continuous on X \V (where
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f=f_), and we assume that CNV #d. If CcU, then also CcK (K is a
component of connectedness on U, C is connected and C nK = ). But, f is
continuous on K , and f (C) is path connected.

It remains the case where CNV =< and Cm(X\U);t@. In this case
f_(C) =[O,1] (f is continuous, f_(V) = {O} f_(X \U) = {1} and C is path
connected). Now, let, X is a point such that f_(X) #0.ltisclearthat X ¢V . If X g K,
then f(x)=f (x). 1t xeK\V, then f(x)=f (x)+g(x)="f (x)+0=F (x). This
means that f(x) =f_(x), for every Xe X and f_(X) #0. Because of that

f (C) - (0,1] , and it is a path connected set.

Definition. Function f: X —Y is locally constant in X e X if there is a
neighbourhood U on X suchthat f is constanton U .
Proposition 1. Let f : X =Y is a function such that image of arbitrary convergent

sequence (X,) in X is compact set in Y and X and Y are T, spaces. Then set
{f (xy)[n € N} is finite, or (f(x,)) is convergent sequence.

Proof. Let {f(x,)neN} be infinite and there exist at least two points of
acumulation y, and Y, (existing of this points refers to compactness of f ({xn|n—e|\l}))
and the sequence (X,) converges to X. Let N ={x,|neN\f™*({y,}). Then
£(N) = {f (x,)|n N} \{y,}. This means that y, & {f (x,)|n e NJ\{f (x,)|n eN}.
Similarly y, € f (m) soy, ef ({xn|n—e|\l})\{f (x,)|neN}.

There exists z e{xn|n—el\l}\{xn|n eN} such that f(z)=y,. Since X is T,
space, m\{xnh eN} ={x},so f(x)=y;.

Similarly we obtain f (X) =y, , and it follows y; =Y.

Proposition 2. Let f: X —Y s a function preserving path connectedness, X a
locally path connected space, and Y a T,.space. If f is not locally constant in pe X,

then f(U)mV is infinite set, for every neighbourhood U on p and every
neighbourhood V of f (p)
Proof. Let U is a path connected neighbourhood on p. Then f(U) is path

connected and contains at least two points. Let V be an arbitrary neighbourhood
onf (p) Let as assume that the set f (U)NV is finite. Because Y is Ty, we could

choise a neighbourhood on f (p) which do not contains other points of f (U) According

94



Section: INFORMATICS AND COMPUTER SYSTEMS, MATHEMATICS

to this f(p) is isolated point for f(U). But f(U) is path connected (and is connected
also) and therefore the set does not contains isolated points.
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HP, p>1 AS 2-NORMED SPACE

Vesna Manova-Erakovik

Abstract. The notion of 2-norm is introduced in [2]. In [3] is given an equivalent definition by which the
number of axioms is reduced to the same number of axioms as in the usual norm of a vector space. A class of
functional is considered in [4], where given vector space is 2-normed and at the same time it is normed, with

HP ()

special relation between the 2-norm and the norm. In this paper we will give one 2-norm of the space

U

P> 1, where is the open unit disk.

1. INTRODUCTION

We will consider a vector space X over a field @ and dim X >1. The field @ is
the field of the real numbers or the field of complex numbers.

Definition 1. Let X be a vector space over a field @ and dim X > 1. The mapping
[l 9,9l]: X? > R, which satisfies the following conditions

1) ||X;,X,]|=0 if and only if {Xl, Xz} is linearly dependant setin X,

i) [1x0: X =X X ] X, %, € X

i) lax, X |5 a ||| X, %, ||, e @, X;,X,e X,

V) 1%+ X X 1Sl X0 X I+ 11X X Il X4 X, X, € X

is called 2-norm of the vector space X , and the ordered pair ( X,]||,-]|) is called 2-

normed space.
It is easy to prove that the 2-norm is nonnegative. As a consequence of the definition,
is, also, the following property.

Lemma 1. Let X be 2-normed space. For any X,y € X and for each scalar
a € ®holds || X,y |[=] X,y +ax]|.
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Using the lemma 1, we get that for every matrix AEMZ((I)) and for every

(XpX,) € X2 holds || A-(X,X,)" |IH detA]]] X, X, ||, where A-(x,%,)' s the
operation which is the same as the one when a matrix multiplies vector column.

Using the last equality, in [3], is given equivalent definition of a 2-norm.

Definition 2. Let X be a vector space over a field @ with dim X > 1. The mapping

|| 9,9||: X? = R which satisfies the following conditions:
( Pl) If || X,y || =0 then the set of vectors { X,y } is linearly dependant,

(P2) |A(x.y )

(P3) [x+xty =[xy |+[x.y]:
is called 2-norm, and the ordered pair ( X,]|-,‘||) is called 2-normed space.

Most of the results on functionals on 2-normed spaces are related to the class of
bilinear functionals. One subclass, that is the class of alternative 2-forms, suits most to
the properties of the 2-norm and is considered in [4].

The consideration of the alternative 2-forms is even more justified because of the
motivation to introduce a class of bounded linear forms on 2-normed space. By the
analogy to the definition of bounded linear functional, the bilinear functional is bounded if

there exists positive constant K such that |A(X,y¥)|<K || X,y [|. For the linearly
dependant {X,y} holds |[|X,y||=0, so we get |A(X,Y)|<KK||XY]=0, ie.
| A(X,y)|=0 ie. A(X,y)=0.This means that the class of bounded bilinear functionals
with respect to the 2-norm consists of those functionals which are zero for all the pairs
(X,y) such that {X,y}is linearly dependant set. For this reason and because of the

linearity, instead of bounded bilinear functionals, we will consider the class of alternative
2-linear forms. That is why the alternative 2- linear forms are called 2-linear functionals.
We will consider the class of alternative linear 2-forms and use the following definition.

Definiton 3. Let X be a vector space with dimX >1. The mapping
A X x X — @ which satisfies the conditions
AX+Y,2)=A(X,2)+ Ay, 2),

A(A(X,Y)") = (det A)A(x,Y),

Is called 2 -linear functional.
It is not hard to prove that this definition is equivalent to the definition of the
alternative 2-linear form.

=|detAl-|x,y||. X,y € X, Ae M,(®).

2. SOME PROPERTIES OF LP(T)
Let T be the boundary of the unit disk. The properties of the normed space
Lp(T),p >1 as 2-normed space are of great importance for 2-norming the normed
vector space HP(U)=HP, p > 1. In order to have complete and clear understanding of

the subsequent part, and because of the great importance of HP as 2-normed space, we
will, partially, give the way of 2-norming LP(T),p > 1.
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In this part we will consider one property of the space Lp(T) that will help us to

introduce 2-norm on HP,p > 1. Let

IIf*.g* = {

fx@) tx(6)

b
9*(0) g*(@)lp dodeo,p for f*,g*eLP(T).
1

Using
fx@) t*(6) |,
(1) | PP< [f*(@)g* (@) I° +1g*(@)f *(&) I°
g*(9) 9*(6) ( )
it is not hard to prove that ||-,-]| L°(T)x LP(T) = ¥ U {0} is well defined function

and that || f*,g*|I<2||f*|[ || g* ||, where ||f*]|| and || g*|| stand for the usual norm
of f*,g *, respectively, in LP(T).

Lemma. Let f*,g*e’(T) and ||f*,g*||=0. Then there exists scalar « such
that f *(@) =g *(0) ae.onT or g*(@)=af *(0) ae.onT.

Proof. Let us assume that ||f*,g*||=0 and f*#0 and g*#0. Then
f*0) %)
g*(@) g*(&)
on TxT. The sets U;. ={016 €[0,27) /T *(0) = 0} and
Uy ={0/60€[0,27)/g*(0) # 0} have positive measure, ie. mM(Us)>0 and
M(Ug+) > 0. On the other hand
Wi g« ={(0,0) 1T *(0)g *(6) —g *(O)f *(6,) # O} is a set with measure zero, i.e.
(mxm)(Wi.4.) =0, where m is the Lebesque measure on T .

=0 a.e. with respect to the direct product of the Lebesque measure

If we assume that M(Ug. NUy.) =0, then Up. NU . =D ace. with the respect to
the Lebesque measure. According to this, for arbitrary (6,6,)€ Us. x Ug* holds
f*(@)=0,9*(0)=0 and g*(@)=0,f*(6)=0. Then

f*@)g*(@)-g*@Of *(6)=Ff*(0)g*(@)#0. Thus (0,6;) eWs.ye, e
Us. x Ug* ng*,g*. Using the properties of the measure MxM we get that
(Mx M)W g« ) 2 (Mxm)(Uy. xUg) = m(Ug. )m(Ug. ) > O, which is in contradiction
with the assumption (M x M)(W;. .) = 0 . Therefore

m(Us. NUg.) >0.

We will consider the case M(Ug. NUg.) >0 and m(Us \Ug.)>0. The case
MU NUg.) >0 and m(Ug. \U;.) > 0 is analogous.

f(0,6,) € (U \U g ) x (Uge U, ), then@ € Uy, 0 U1, 0) € Uy, 0; 2 U and

£*(0)g*(6) -9 *(O)f *(8) =T *(0)g * (6) = 0.
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So (U;. \Ug*) X (Ui N Ug*) < Wi g

(Mx M)Wy ) 2 (Mx M)[Up \Uge) x (Upe AUG] = MU \Ug MUy, AU.) > Owhich
contradicts the assumption. Therefore m(Us. \Ug*) =0, and similarly
m(Ug* \U;.)=0.

From all the above, we get that U;, = Ug* =V a.e. with respect to the Lebesque
measureon T ,so m(V)>0.

For O@eU, let U,={0,/16,eV,f*(0)g*(,)-9*(0)f *(6,)=0}.Let us
assume that for each €V, m(U,)>0. Since f*=g*=0 ae. on T \V with the

respect to the Lebesque measure, we get that f*=g*=0 a.e.on T \U, with the
respect to the Lebesque measure and

h©) = f *(@)g *(6,)—g *(@)f *(6,)[°>0 on U,,.

Then
2(0)= [IT*(@)g*(@)-g*(©O)f *(8) IPde, =
T
= [IT*(©)9*(@)-g*©O) *(8) Pd6, >0
Uy

f*@) f*(
and therefore I| (©) @)
1 197(0) g7 (6)

The last inequality is in contradiction with the assumption that ||[f*,g*||=0.
Therefore, there exists 6, ¢V such that f *(6,)9 *(6,) -9 *(6)f *(6))=0 ae. V.
Since f *(6,),9 *(6,) # 0, we have

PPdode, = jgo(e)de - jgo(e)de >0.
T U

@) g*( 1)—?*(( ))f*(Hl) for each 6, €V .
On the other hand, f*,g*=0 on T \V, so the equality (2) holds on T . Therefore,
g *(6,)
g*=af* on T, where o =— ,
(@)

Using the introduced function, which is 2-norm on LP(T),p > 1, (see [5]) in the

subsequent part we will define 2-normon HP(U),p >1.

3. HP, p >1 AS 2-NORMED SPACE

Using the introduced function on L°(T)x LP(T) we will define mapping on the set
HP(T)xHP(T),p >1 whichis 2-normon HP.
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It is known that, for any function f € HP the boundary value f *(8) = limf(re'?)
r—-1

exists a.e. on [0,27] and belongs to LP (T) . (see [1]) For f,g e HP let
3 .9 [I=1f*9*]

Because of the uniqueness of f * and g *, the mapping (3) is well defined. We will
show that it is also a 2-norm on HP(U),p > 1.

i)If f,g e HP are such that f = g for some scalar « then, using the properties
of the boundary values we get that f* = g *. So,

.9 [HIf*9* [Hl«g*.9*[H « [ll9*,9* |- « | -0=0.
Conversely, let ||f,g||=0. Then because of (3) ||f*,g*||=0, so there exists
scalar @ € J suchthat f* = g * a.e. Hence,

f*e?)P(r,t—0)=ag*(’)P(r,t-0) ae., where P(r,d) is the Poisson
kernel (see [1]). Therefore

1 2r o ~ 1 2r i . ~
E(_)[f (€")P(rt-0)Xo=a - é[g €)P(r,t—0)8 , ie. f(2) = ag(2).

i) Let A € M,(C) be arbitrary chosen and let f,g € HP(U), p > 1. Then, using the
properties of determinants, we get

H
1A(F,9)" 1=l A(F*,g%)" II={ J‘IA(f*,g*)T P dé’dé’l} =

TxT
Ho
:{ [ P d@d@l} -
TxT
fx@) t*(@)

ziib*W)gﬂ%)

jii) Let f,g,h e HP(U) are arbitrary chosen. Using the inequality (1) we get

a,f *(0)+a;,0 *(0) ayf *(6)+a,9*(6)
ay,f *(0)+a,,0 *(0) ayf *(6)+a,0*(6)

& ap

A1 3y

o
P dode,,  =|detA]|If.gll
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IIf+9,hII=|If*+9*,h*II={ _[I

Sm
|

f*@)+g'(0) t*@)+9*@&)
h*(6) h*(6)

p p
|] dode, b <

Jo
P dedel} =

o
P ede} E

fx©@) f*(6)
h*(0) h*(4)

o

9*(0) g9*(4)

| h*(0) h*(@)

+

f*©@) f*(6) 9*(0) 9*(@)

h*(@) h*(&) h*(@) h*(&)
S50+l g*h*[HIfh [+ g, hl]
So we proved that (HP || -, -||) is 2-normed space.

The expected result is that it holds the following equality

2r
sup II
O<r,n<1 0
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TOPOLOGICAL PROPERTIES OF THE PARETO-OPTIMAL SET
IN VECTOR OPTIMIZATION PROBLEM

Zdravko Slavov

Varna Free University, Varna, Bulgaria

Abstract: In this paper we consider the Pareto-optimal set in vector optimization problem with concave
constraint and objective functions. It is shown the problem of construction of a retraction from the feasible
domain onto the Pareto-optimal set, if one of objective functions is strictly concave. Using this theoretical result it
is proved that the Pareto-optimal set is compact and contractible, and has the fixed point properties.

Keywords: Pareto-optimal, topological structure, convex, compact, contractible, fixed point property.

1. INTRODUCTION

The standard form of the vector maximization problem is to find a variable
X(Xy5 X--0Xy) € R™, M>1, s0 as to

maximize F(x)=(f,(x), f,(x),..., f,(x))

subject to G(X) = (9,(X),92(X),-.-,9,(X)) =0

X €la,blvied,,

where {f,}/', are given objective functions, n>2, {g;}>, are given inequality
constraint functions, p>1, and & and b are the lower and upper bounds for X,
a<b,and J, = {lZ,...,m} is the index set.

Let the feasible domain denote

X ={X(Xy, Xy, %) €R™ g (X) 20Vie J ), & <X <bViel,}.

As usual, let us assume that the set X is nonempty.

Definition 1. A point Xe X is called Pareto-optimal solution if and only if there
does not exist a point ye X such that f,(y)> f,(x) forall ieJ, and f,(y)> f,(x) for

some k e J,. The set of the Pareto-optimal solutions of X is denoted by Max(X,F) and

is called Pareto-optimal set.

Considering topological properties of the Pareto-optimal set is started by [8], see
also [3], [6] and [9]. The well-known open problems in optimization are the compactness,
contractibility and fixed point properties of the Pareto-optimal set. Compactness of this set
is studied in [6] and [11]. Contractibility of the Pareto-optimal set is considered in [1], [5]
and [6]. Fixed point properties of the Pareto-optimal set are discussed in [10].

In this paper, let the given functions {f;}; and {g;}", all be continuous and
concave. As a result we find that the feasible domain X is convex. Let us also assume
that a function f, of { f;}; is strictly concave.
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2. GENERAL DEFINITIONS AND NOTIONS

Let a function dis: X x X - R, be a metric. In (X,dis), let 7 be the topology
induced by dis. In (X,7), for Y < X we recall:

Definition 2. The set Y is a retract of X if and only if there exists a continuous
function r: X —Y such that r(X) = x forall Xe Y. The function r is called a retraction.

Definition 3. A continuous function d: X x[01] - X is a deformation retraction of
X onto Y if and only if d(x,0)=x, d(x,) €Y, and d(a,t)=a for all xe X, aeY,
and t €[0]. The set Y is called a deformation retract of X .

Definition 4. The set Y is contractible if and only if there exist a continuous
function c:Yx[01] > Y and acY suchthat ¢(x,0)=a and ¢(x,]) =x forall xeY.

Compactness and contractibility of sets are preserved under retraction. This means
that the following statements are true: If the set X is compact and Y is a retract of X,
then set Y is compact too; If the set X is contractible and Y is a retract of X, then set
Y is contractible too.

It is known that: convexity implies contractibility, contractibility implies path-
connectedness and path-connectedness implies connectedness. But, in general the
converse does not hold [4] [6].

Definition 5. The topological space X is said to have a fixed point property if and
only if every continuous function h: X — X from this set into itself has a fixed point, i.e.
there is a point Xe X such that x=h(x).

Let us consider a point-to-set mapping ¢ : X = X . Let it be upper semi-continuous
with nonempty, compact and convex images, shortly we say that ¢ is cusco.

Definition 6. The topological space X is said to have a Katutani fixed point
property if and only if every cusco ¢@: X = X has a fixed point, i.e. there is a point

xe X such that xe @(X) .

Fixed point and Kakutani fixed point properties of sets are preserved under
retraction. This means that the following statements are true: If the set X has the fixed
point property and Y is a retract of X , then set Y has the fixed point property too; If the
set X has the Kakutani fixed point property and Y is a retract of X, then set Y has the
Kakutani fixed point property too.

We introduce the following notations: for X,y € R™: X(X;, X, ,--,X, )0 Y(Y1, Yo r-er V)
means X, > y; forall ieJ, and X, > Y, forsome ke J,.

3. CONSTRUCTING THE RETRACTION

Define a function f:X — R by f(x)= Yiaf (x) forall xe X .
Define also a point-to-set mapping  : X = X by z//(x)z {ye X|F(y) = F(x)} for
all xe X. It can be shown that w(x) is a nonempty, compact and convex set for all

xe X.
These notes allow presenting the main theorem of this section.
Theorem 1. There exists a retraction r:X — Max(X,F) such that

r(X)=Max(X,F) and r(x)= Argmax f,w(x)) forall xe X .
Lemma 1. If xe X, then |Arg max(f ,w(x))| =1 and
Argmax(f (X)) c Max(X,F).
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Proof. As described earlier, the function f is strictly concave and y/(X) is convex,
therefore we obtain |Arg max(f ,w(x))| =1.

Let choose ye Argmax(f,p(x)) and assume y¢ Max(X,F). From
y ¢ Max(X,F) it follows that there exists ze X such that F(2)¢F(y). As a result we
derive zew(X) and f(2)> f(y). This leads to a contradiction, therefore we obtain

y € Max(X,F) . The lemma is proved.

Using the results of Lemma 1 we are in a position to construct a function
r: X — Max(X,F) such that r(x)= Argmax f,w(x)) forall xe X .

Lemma?2. If xe X, Xe MaX(X, F) is equivalent to {X} =/ (X).

Proof. Let Xe Max(X, F) and assume that {X} zw(X). From Xew(X) and
{xX 2w (x), it follows that there exists yew(X\{x} such that F(y)>F(x). Let us
choose te (0) and z=tx+ (1—-t)y;then zew(X).But x=Yy implies f,(z)> f,(X),
which contradicts X e Max(X, F). Then we obtain {X} = /(X).

Conversely, let {x} =/(X) and assume Xx¢g Max(X,F). From the assumption
Xe Max(X,F), it follows that there exists ye€ X such that F(y)dF(X). Thus we
deduce that yew/(X) and x =y, which contradicts the condition {X} =/ (X). Then we
obtain Xe MaX(X, F). The lemma is proved.

Lemma 3. r(X)=Max(X,F).

Proof. From Lemma 1 it follows that r(X)c Max(X,F). Applying Lemma 2 we
deduce r(Max(X,F))=Max(X,F). This means that r(X)=Max(X,F). The lemma is

proved.
Lemma 4. The point-to-set mapping  is continuous on X .

Proof. First, we will prove that if {xk }le,{yk }°k°=l c X is a pair of sequences such
that I|<im X =% € X and y, ew(x) for all ke N, then there exists a convergent
—o

subsequence of {yk }°k°=1 whose limit belongs to l//(XO).

The assumption y, €y(x,) for all ke N implies F(y,)>F(x,) for all ke N.
From {yk }le c X it follows that there exists a convergent subsequence
{qk}f=1c{yk}°k°=1 such that II(i_r)rgoqk =Y, € X. Therefore, there exists a convergent

0

subsequence {pk }le c {Xk }‘kzl

such that g, € w(p,) and II(im Py = X,. Thus, we find
—>o0
that F(g,)>F(p,) for all k e N . Taking the limit as k — o we obtain F(y,)> F(X,).
This implies y, l//(XO). This means that i is upper semi-continuous on X [7].
Second, we will prove that if {Xk }°k°=1 c X is a convergent sequence to X, € X and

Yo ew(xo), then there exists a sequence {yk}f=l c X such that Yy, ew(xk) for all
ke N and lI(im Ye =Yo-
—o
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As usual, let us denote the distance between the point y, e X and the set
w(x,)c X by d,=inf{dis(y,,x)|xew(x)}. There are two cases as follows: if

Yo €w(x), thenlet y, = yo:if Yo e (x), thenlet y, = V.

w1 € R, and a sequence Vi }°k°=l c X such that

So we get a sequence {d,}

Yy ew(x) forall ke N and d, = dis(y,,Y,). Since II(im X, =X, , the sequence {dk}le

is convergent and II(im d, =0. Finally, we obtain II(im Y« = Yo. This means that the point-
- —0

to-set mapping y is lower semi-continuous on X [7].
In summary,  is continuous on X . The lemma is proved.

Lemma 5 [12, Theorem 9.14]. Let Sc R", ® < R"™, g:Sx® — R a continuous
function, and D:® = S be a compact-valued and continuous point-to-set mapping.
Then, the function g*:® — R defined by g* (9)=max{g(x,6)| x < D(#)} is continuous
on 0, and the point-to-set mapping D*:®6=> S defined by
D*(9)={xe D(9)]|g(x,6)=g*(9)} is compact-valued and upper semi-continuous on
0.

Lemma 6. The function r is continuous on X.

Proof. Applying Lemma 5 we derive that f is continuous on X . The point-to-set
mapping y is compact-valued and continuous. According to Lemma 1 we deduce that r

iS upper semi-continuous point-to-point mapping. An upper semi-continuous point-to-point
mapping is continuous when viewed as a function. In result, the function r is continuous
on X . The lemma is proved.
We are now in a position to prove the main result of this section.
Proof of Theorem 1. From Lemmas 1, 3 and 6, it follows that there exists a

continuous  function  r:X — Max(X,F) such that r(X)=Max(X,F) and
r(x)z Arg max(f ,l//(X)) for all xe X . The theorem is proved.

4. TOPOLOGICAL STRUCTURE OF THE PARETO-OPTIMAL SET

In this section, we will discuss the topological structure of the Pareto-optimal set
using the theoretical result obtained above.

Theorem 2. The Pareto-optimal set Max(X,F) is compact and contractible, and
has the fixed point and the Kakutani fixed point properties.

The most well-known useful fixed point theorems are the following:

Lemma 7 [12, Theorem 9.31 - Schauder’s Fixed Point Theorem]. Let h: S— S be
continuous function from nonempty, compact and convex set S ¢ R" into itself, then h
has a fixed point.

Lemma 8 [12, Theorem 9.31 - Kakutani’'s Fixed Point Theorem]. Let Sc R" be
nonempty, compact and convex set and the point-to-set mapping ¢ :S— S be cusco,
then ¢ has a fixed point.

Now, we are in a position to prove the main result of this section.

Proof of Theorem 2. We have shown that X is compact and contractible, and has
the fixed point and the Kakutani fixed point properties, see Lemmas 7 and 8. From

Theorem 1 it follows that Max(X,F) is a retract of X . As a result we obtain that
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Max(X,F) is compact and contractible, and has the fixed point and the Kakutani fixed

point properties. The theorem is proved.
Remark 1. The Kakutani fixed point property is very closely related to the fixed

point property. If Sc R" has the Kakutani fixed point property, then since any continuous
point-to-point mapping can be viewed as a cusco it follows that the set S will also have
the fixed point property.

Let p:S=>S be a point-to-set mapping and denote

gph(p) ={( X, y) € Sx S|y e p(X)} . Itis called the graph of ¢.

Remark 2. Let Sc R" be compact. It can be shown that the set S having the
Kakutani fixed point property is equivalent to S having the fixed point property. In Remark
1, we have shown that if S has the Kakutani fixed point property, then S has the fixed
point property. Now, let S have the fixed point property and let ¢ be cusco. From

Cellina’s Theorem it follows that there is an approximate continuous selection h of ¢ [2,
Theorem 8.2.5]. That is, for each ke N there exists a continuous function h,:S— S

such that dis((x, h, (X)), gph(¢)) <% for all xe S. From S has the fixed point property it
follows that h, has a fixed point X, € S. As a result we get a sequence {X,}, < S such
that dis((x,, X,), gph(¢)) <%. The set S is compact implies that there exists a

convergent subsequence { X} mu-1 C{X}ko such that lI(im Xy = Xo € S. We also
—>©

1
m(k)
Taking the limit as K— o we  have mM(K) — o and  obtain

see that dis((Xgky s Xmek))» 9PN(@)) < . But if ¢ is cusco, then gph(¢) is closed.

II(im (Xncky » Xy ) = (X0 %) € gPN(@) . This means that X, € S is the fixed point for ¢.
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QUANTITATIVE STRUCTURE-SCAVENGING ACTIVITY
RELATIONSHIP OF PHENOLIC COMPOUNDS
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Abstract: A lot of investigations addressing correlation between antioxidant activity and theoretically
generated descriptors can be found in literature. This task is quite ambitious, bearing in mind that the rather
complicated interactions in the cell allow for different possible mechanisms of the radical scavenging reaction. In
this investigation we tried to simplify the problem by looking for direct correlations between calculated
characteristics and scavenging activity, neglecting the specificity of cellular environment. A set of 15 phenolic
compounds and their phenoxyl radicals were investigated with the DFT method using UB3LYP/6-31+G(d,p).
Some of obtained indices were related to the results of the DPPH scavenging activity.

KeyWOI’dS: DFT calculations, DPPH scavenging activity, QSAR

1. INTRODUCTION

The antioxidants are widely used as drugs and nutrition supplements. Their function
consists in scavenging of active radicals generated in different ways in higher organisms.
Thus they prevent undesired chemical changes in cells and the development of diseases
like cancer, atherosclerosis, different inflammations etc. [8,16].

The scavenging reaction of phenolic antioxidants can be illustrated by the next
scheme:

OH oh

+ R —> + R—H

X X

Fig. 1. Reaction between phenolic antioxidats and active radicals.
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The parent antioxidant molecule releases a radical which has no potential for
participation in unwanted chain radical processes but may take part in trapping of active
radicals [2] named “second radical scavenging” (Fig. 2).

The reaction mechanism on the first step is arguable, since various alternatives are
discussed in literature. Possible pathways are: direct H-atom transfer, single-electron
transfer, sequential proton loss electron transfer, etc. [5, 11-13]

The antioxidant efficiency is determined by the rate and the degree of these
reactions.

The experimentally determinable and the theoretically computable descriptors of
antioxidant activity can be divided into the following groups: i) indices estimating O-H bond
strength — bond dissociation enthalpy (BDE) [10] or structural parameters — bond distance,

O—R

+ R —=

X X

Fig. 2. Second radical scavenging reaction.

charge distributions etc.; ii) indices presenting molecular electron-donation capacity —
ionization potential or its theoretical analog — HOMO energy; iii) indices showing the
stability of obtained phenoxyl radicals (Ar-Oe) — spin distribution, C-O bond distance in the
radicals etc. [4].

Correlations between antioxidant activity and theoretically or experimentally derived
descriptors belonging to the types mentioned above are usually obscured [19] by the
dependence of the antioxidant activity on additional factors as permeability into the cell
(lipophilicity), coordination ability and resistance to enzymatic degradation [1]. Therefore, a
preceding analysis of correlation between the main descriptors and scavenging activity is
more meaningful.

On the other hand, it is found that theoretical and experimental methods of the BDE
determination give reliable results for monophenols, but not for diphenols [18]. The
presence of hydrogen bond with the oxygen atom from the dissociable hydroxyl group
facilitates considerably the dissociation process. This effect can be evaluated well if the
experiment for antioxidant/scavenging activity determination is carried out in aprotic
solvent. In this case the calculated BDE accounts reliably for the contribution of the
adjacent hydroxyl group. In contrast, if the experiment of antioxidant/scavenging activity
determination is performed in protic solvents, forming hydrogen bonds with the molecule,
this effect can not be estimated purely by the theoretically obtained BDE for monophenols.

The establishment of relations between basic descriptors and antioxidant/scavenging
activity is also hindered due to the different reaction mechanisms which take place.

In polar solvents more probable reaction mechanism is two-step electron-proton
transfer, rather than one-step hydrogen atom transfer. In such a case not BDE of O-H
bond but ionization potential (or HOMO energy) is the proper descriptor [5, 11-13].

The aim of the present investigation is to create quantum-chemical models of a series
of natural antioxidants and their phenoxyl radicals. Secondly, comparison of their ability to
react with DPPH according to the calculated structural indices of antioxidant/scavenging
activity is attempted. Data from DPPH-tests found in the literature were used for the
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purpose [14]. The obtained results will be used for search of correlation between
scavenging activity and structural indices.

2. METHODS

To carry out this study, we have selected a set of 15 phenolic natural antioxidants.
The DPPH-scavenging activity has been taken from the Ref. [14] and is expressed as the
percent of relative scavenging activity (%0RSA) for 10-min reaction periods and 0.25
relative concentration of antioxidant compared to DPPH in mol/mol.

Full geometry optimization was performed with the unrestricted B3LYP method [15]
using GAUSSIAN'03 program package [7] and 6-31+G(d,p) orbital basis set [6]. It was
found that DFT methods and especially unrestricted B3LYP gives more reliable results for
the BDE of O-H [3]. The utilization of other post HF methods is rather expensive. Usually
the extension of the orbital basis does not improve the results [17].

All available intra-molecular hydrogen bond have been taken into account in the initial
geometry generation. In case of two hydroxyl groups only para-hydroxyl group
dissociation has been considered in the formation of corresponding radicals.

The linear regression was performed by Microsoft Excel program package.

3. RESULTS AND DISCUSSIONS

The values of the following most frequently used parameters were obtained: i)
energies of highest occupied molecular orbital (EHOMO) of compounds; ii) C-O bond

distance (the O atom is from the dissociated hydroxyl group) in the respective radicals; iii)
Mulliken atomic spin densities at the same oxygen atoms.

The descriptors mentioned above can be considered as random variables. We have
investigated the hypothesis of linear dependence between the scavenging activities of the
phenolic compounds (considered as dependent variables), obtained by DPPH tests [14]
and each of the three parameters (i, ii, iii) considered as independent variables separately.
The values of parameters to be analyzed are presented in Tab. 1.

Tab. 1. Values of %RSA and considered descriptors.

Phenolic | Percent Relative | E *(X) C-O | Mulliken atomic spin
compound Activity (Y) HOMO distance** density at O atom

(2) (W)

Dihydrocaffeic acid 83.7 -0.22212 | 1.26005 0.346100
Rozmarinic acid 82.4 -0.22119 | 1.25225 0.285608
Caffeic acid 63.6 -0.22905 | 1.28427 0.380135
Chlorogenic acid 49.2 -0.22702 | 1.25282 0.286886
Sinapic acid 54.4 -0.22383 | 1.24528 0.315095
Ferulic acid 26.7 -0.22262 | 1.25145 0.315920
p-Coumaric acid 3.6 -0.23360 | 1.24970 0.335027
Hydroxytyrosol 56.5 -0.21946 | 1.26029 0.344569
Oleuropein 41.3 -0.22182 | 1.25993 0.340505
Tyrosol 2.6 -0.22555 | 1.25937 0.404905
a-Tocopherol 52.8 -0.19265 | 1.26025 0.351094
Trolox 53.4 -0.19752 | 1.25971 0.355192

TBHQ 52.3 -0.20985 | 1.25884 0.362101

BHA 16.1 -0.20644 | 1.25980 0.379353

BHT 5.7 -0.22943 | 1.25745 0.347618
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e ineV;*inA
In the second column of the Tab.1 %RSA is presented. In the following columns the
respective values of the parameters (i)-(iii) are given.

The linear regression equation of the variable Y on the variables X, Z and W
respectively are:

@) Y =15207+49¢&7X, r,, = 022, s=26.82,
2 Y =-73149+61557Z, r, = 020, s=26.95
@) Y =145.32-29¢€19W, r,, = 037, s=25.5€.

The low values of the correlation coefficients r in all three equations allow us to reject
the hypotheses of linear correlation between the scavenging activity and the calculated
parameters under study. The details of the correlation analysis are given in the Appendix.

Fig. 3. Optimized structure of Dihydrocaffeic acid.
The most active scavengers in the group under consideration are Dihydrocaffeic acid

(83.7 % RSA) and Rozmarinic acid (82.4 %RSA). Their HOMO energies (-0.222 eV u -

0.221 eV) are higher than HOMO energies of other compounds like a-Tocopherol (-0.193
eV), Trolox (-0.198), TBHQ (-0.210) and BHA (-0.206).

8 8
‘.—?‘_ ‘f 1 o -
9,03 3 3 8

?J‘J J% ‘g JéJ ?
o, 3

Fig. 4. Optimized structure of a-Tocopherol.

The scavenging activity of the latter compounds is 30 to 65 % lower than that
of the former.
Dihydrocaffeic acid radical spin density (0.346) and C-O bond distance (1.260
A) in are comparable to the spin density and C-O bond distance in the radicals of lower
activity compounds - Chlorogenic acid (49.2 %RSA, C-O bond distance 1.253A and spin
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density 0.287), and Sinapic acid (54.4 %RSA, C-O bond distance - 1.245A and spin

Fig. 5. Optimized structures of Coumaric acid and Caffeic acid.

The comparison of % RSA between para-Coumaric acid and Caffeic acid shows that
the latter is by an order more active than the former. This difference can be due to the
electronic influence of the second hydroxyl group upon the dissociable one as well as to
the intra-molecular hydrogen bond. The spin density at O-atom in the radical of the
Coumaric acid is lower (0.335) than that of the Caffeic acid (0.380). According to this
index the former should be more active but the experimental values of the activities are
reverse. More illustrative for the role of the second hydroxyl group is the comparison
between activities of Tyrosol (2.6 %RSA) and Hydroxytyrosol (56.5 %). This difference is
too big to be explained by insignificant differences in HOMO energies (0.006 eV) and in
spin densities (0.060).

Fig. 6. Optimized structure of DPPH radical.
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Another crucial factor for the DPPH-scavenging activity arises from the comparative
analysis of the spatial models of the investigated compounds. It is the presence or
absence of bulk substituent in the adjacent position to the dissociable hydroxyl group. All
the compounds with adjacent methyl group are less active than the others which do not
possess such a group. One of the least active compounds, BHT (5.7 %RSA), has HOMO
energy comparable to the HOMO energy of the most active compounds. The indices of its
radical are also close to those of the more active structures. a-Tocopherol and Trolox,
which possess two methyl groups adjacent to the dissociable hydroxyl group and show
medium activity (52.8 and 53.5%RSA) despite of their very low HOMO energies. We
suppose that the reason lies in the particular spatial structure of DPPH-radical, namely
two reactive centers are not able to reach each other as is shown in Fig. 6 and this is the
rate determining factor.

4. CONCLUSIONS

In the present work the results of a preliminary analysis of the relation between
DPPH-scavenging activity and some of the most popular descriptors of the
antioxidant/scavenging activity of a series of natural antioxidants is presented. An
absence of linear correlation was observed. The analysis of the obtained results shows
that a correlation should be searched after appropriate dividing of the compounds
according to: the presence of a second hydroxyl group; the existence of methyl groups in
adjacent position. Such an analysis is planned for future investigations.

5. APPENDIX

The modified )(zcriterion showed that the random variables X, Y and W are normally
distributed. The population correlation coefficients © are defined as usual: for instance

for variables X and Y by the eq. Py, = E(X _:ux)(Y_luY)/O'xo-Y- We have
tested the null hypotheses H0 Z‘ ,0‘ =0 against the alternate hypotheses
H1 . ‘p‘ # 0.The critical value for sample size 15 at 95% confidence level is
l'oes = 0.514 [9]. The values of the sample correlation coefficients Iy, and I, are

less than I'0195(cf. eg. 1 and eq. 3). Therefore the alternate hypotheses are rejected and

the linear correlation between Y and X (resp. Y and W) is proved to be insignificant. The
absence of significant linear correlation between variables Y and Z was proved by the use
of Kenuy’s criterion [9].
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PARTIAL AVERAGING FOR OPTIMAL CONTROL PROBLEMS WITH
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Abstract: In this paper are present some results connected to the applications of the averaging
method for solving of optimal control problems, where the models are systems of differential equations with
impulsive effects. We suppose additional control in the impulses.

Key words: method of averaging, differential inclusion, impulsive differential inclusion, small parameter,
controlled mechanical system.

AMS subject classification:  49N25, 49J24, 49J25.

1 INTRODUCTION

In works devoted to the application of the averaging method in optimal control, are
developed two approaches:

1) Using necessary conditions for optimality, the original optimal control problem is
redused to a boundary value problem, witch can be solve using the averaging method.

2) The equations of the moving object are averaged directly, and after thet one
solves the optimal control problem ,for the redused system.

In this work we consider numerical-asymptotic methods for solving optimal control
problems, witch are based on the second approach. Briefly, this approach includes the
following:

1. To the nonautonomous optimal control problem, using various averaging
schemes for differential inclusions (in our case differential inclusion with impulses) is
assigned autonomous optimal control problem.

2. So obtained simpler optimal control problem can be solved by numerical
analysis method, or analyticly.

This approach considerably reduse the calculations witch are necessary for
solving of the original optimal control problem.

Let the differential equations of the movement of the controllable object be the
following:

)&:g[f(t,x)+ fl(t,X,u)], t=t, X(0)=X,, )

AX |, = el (x,w;), @
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where £ >0 is a small parameter, x is n-dimentional phase vector, f(t, x) and

f,(t,x,u) are continuous and 27 - periodic with respect to t vector-functions,
ueU e comp(R") is a control of the system, and we W € comp(R") is a control by
impulses. We suppose that L, ,(X,w) = 1;(x,w), t, =t + 27, where p is integer.

We have to find admissible controls {u(t),wi}, minimizing at the finite moment

t=T = Le™(L = const) the functional of the following kind:

I[v.z]=@(x(T) ©)

For solving of this problem we can use some of the schemes for partially averaging.
Everywhere below we suppose that all Ifunctions are uniformly bounded, and
Lipshitz continuous with respect to x and u.

2. MAIN RESULT

Firs scheme for partially averaging.
To the control — problem (1) — (3) is assigned the following partially averaging
problem

324:8[&()/)4‘ fl(t,y’V)], t#t, y(0)=x,, (4)
Ayl =¢li(y,2), zew (5)
J[V.z]=@(y(T)) - min (6)
where
_ l 27
f(y)=— | f(t,y)dt,
(= j (t.y) ™)
Second scheme for partially averaging . To the (1) — (3) we assigned the

following partially averaged problem:
= F(y)+2t)+ £, y.V) |, y0) =%, ®

[V, z] = ®(y(T)) > min (9)

J,[v.Z]
where f (y) is obtained by (7), z(t) is the new vector-control and
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2 <o) == X 1 (W) 10)

O<t<2r

The first case (4) — (7) is a optimal-control problem with controllable impulses, and
optimal control problem (8) — (10) is without impulses.

The next theorem give proof of the utility of the first scheme of partial averaging, i.

e. these theorems show, that for appropriate chosen & the solutions of the system (1) —
(3) are sufficiently close to the solutions of the system (4) — (7).

Let J” and JI be optimal values of the functionals (3) and (6) of the system (1) —
(3) and of the averaging system (4) — (7), respectively. Let J(V'(t),Z ) be the value of

the functional (3) obtained by the optimal control V' (t) and Z of (4) — (7).
Theorem 1 Let in the domain Q, where
Q={t>0,xe DcR",ueU c R",w eW c R"}
the following conditions be fulfilled:
1) the function f(t,x)and f,(t, X, u)are piece-wice continuous and 2r -

periodic with respect to t, satisfy Lipshitz condition w.r. to x with constant
A, and they are uniformly bounded with a constant M;

2) the function f,(t,x,u) is contnuous wr. to u and
f, (t,x,U) e conv(R™);
3) the functions Ii(X, W) are uniformly bounded by a constant M, satisfy

Lipshitz condition w.r. to x with, constant A and they are continuous w.r. to
w.
4) Vee(0,0) (o=const) and all admissible controls {u(t),w;} the
trajectories of the system (4), (5) with some p -neighbbourhood belong to
D;
5) @(X) is Lipshitz function w.r. to x with a constant A .
Then V(L >0)3(C(L)>0)3(c°(L)e (0,5]) such that if ¢e (0,&,] the

following estimations

J-J|<ce (1)
J (v* (t),z )— J <Cs¢ (11)
hold.

Proof . From the conditions of the theorem and from [5] (Theorem 2 p.265) it follows
that the attainable sets of the systems (1), (2) and (4), (5) are compact sets and with some
p -neighbbourhood belong to D. Therefore the problems (1) — (3) and (4) — (7) have

optimal solution {J™, X" (t),u” (t),w; Yand {J; , Y (1),V (t), Z }, respectively.
Let us write the system (1), (2) and (4), (5) as differential inclusions:

B= e[ f(t, )+ f,t,xU)], t#t, x(0)=x,, (12)
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Ax|t=tie el, (x,W), (13)
and

f=c F(y)+ fityU)], t#t, y(0)=x, 14)
Ayltzti: €|i(y,W), (15)

It is obvious that differential inclusion (14), (15) is partialy averaged inclusion of the
differential inclusion (12), (13) and for these system all conditions of Theorem 1 and

remark 3 of [8] are fulfilled. Consequently for ¢ > Othere exist g = 80(5) for which if

y(t) is a solution of the system (14), (15), then there exist a solution x(t) of the system (12),
(13) such that

[x(t) - y) < £,if 0< e <&°
and vice versa.
When the right-hand side of the systems are 27 — periodical functions with respect
to t, then there exist constants & >0 and C>0, such that for all € € (0,6‘0] the above
estimation has the following form ([10], [6])

[x(®) - y(t)| < Ce
Therefore 3(£° € [0,5])3(c, > 0)V(e € (0,£°]) the following estimation
h(X(T),Y(T))<ce (16)

hold,
where X(T) and Y(T) are attainable sets of the differential inclusion (12) — (13) and

(14) — (15) respectively or attainable sets of the system (1) — (2) and (3)- (4) (C, = const).

Obviously
J =min®Xx) J, = min® 17
min &) J; = min o(y) (17)

According to (16), (17) and condition 5) of the theorem (Lipshitz condition for
d(X) w.r. to x) we are going to estimate

|97 - 37| <

min ® (x)- min® (y)
xe X (T) yeY (T)

Let ®(X*) = XTJ[})‘D(X) (X (t) is optimal solution of (1) — (3)).

Let D(y') = yrgi(pp(y) (y (t) is optimal solution of (4) — (7).

since h(X(T),Y(T)) <ce, then for Y € Y(T) there exist X € X(T), such that
Hy* - ?H <ce,andfor X € X(T) there exist ¥ € Y(T), such that HX - VH <ce.

From the fact that @(.) is Lipshitz function and from the above estimation we have

‘JI—J(Y)‘:‘(D(y*)—CD(Y) < Ace (AL)
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\J*—Jl(V)\=‘®(x*)—®(7) < Acs (A2)
Obviously J* < J(X) and J; < J,(V)

For J* and J; there are two possibilities:

a) J <J, = J <J; <J,(Y) and according to (12)

3 -3 <4(M-J <ice = |3 - < dce

b) JI <J = JI <J' < Jl(i) and according to (A1)

I -3 <I(X)-J, <Acg = |, - J | < dce.

Substituting C, = Ac, and from a) and b) we obtain (11) , so

|07 - 3;|=C,e (18)

Now let us prove inequality (11").
We consider the equations

& =g FE )+ L,EXV O)], t=t, X(0)=%, a9
AX* |t=ti = el (Xlizi* ), (20)

which are obtained from the system (1), (2) by the substitutions u(t) = V' (t) and

*

W=z

The controls V' (t) and Zi* are obtained by solving the system (4), (5).

We also consider the equations

fo=c F(Y)+ LY V 1)] t2t, y(©0) =x, e

Ay |t:ti: gli(y ’Zi )’ (22)

The equations (21), (22) are partially averaged with respect to the equations (19),
(20).

Therefore 3(¢° € (0,6])3(C, > 0)V(g € (0,£°])V(t € (O,Le™'[) the following
estimation

X*®-y®|<Ce  hola.

Then

9: -3V .7 = ‘@(y* (TH-®R (TY[< AR T)-y (T)]< 2C,e
l.e

‘J;—JI:V* (t),Z*i:Hzﬁ AC,¢e (23)

According to (18) and (23) we have:
IV .4 ]-3 =3 -3[V .5 | =], -3[V 0.7 ]+3 -1|<
<|9" =3[+ - 3[V (.2 | <Ceracs
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Substituting C =C, + AC, we complete the proof. Q.E.D.

Remark 1. From Theorem 1 is follows, that the optimal solution of the partially
averaged system (with respect to the value of the functional), is differ from the exact
solution of the original system no more than Ce&.Except this, when one use the optimal
control of the averaged problem as a control of the original problem, one obtain a solution
which is different from the exact solution (with respect to the functional) but no more than

Ce.

The next theorem is corollary of Theorem 1, but we separate it because it is related
to time optimal control problem.
Theorem 2. Let the conditions 1)- 4) of Theorem 1 be fulfilled and

{y*(t),v*(t),zi*,T*} is a solution of the time optimal control problem about optimal
reduction of the system (4), (5) to a given last state Y(T ) =Db.
Then 3(e° e (0,6])I(C >0V (s (0,°]) the controls u(t)=V(t) and

W = Zi* guarantee the redusing of the system (1), (2) into Cg - neighbourhood of the point
b for time no more than T .

Proof. From the proof of the Theorem 1 follow

ly y-x()|<ce (24)

Here X'(t) is a solution of (19), (20).

Since y' (T")=b then “xl(T*) — bﬂ <Cs.

By analogy with Theorem 1 one can prove similar theorem for the second scheme.
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EDUCATION ON COMPUTER NETWORKS IN SOUTH- WEST
UNIVERSITY

Valentin Hristov

South- West University, 66 lvan Mihajlov Street, Blagoevgrad,
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Abstract : The aim of the present paper is to propose some labs with the network equipment of
Department of Computer Science and Technologies which includes three Bridges D-Link DI-1100i, one CISCO
Switch WS-C2950-12, three Routers CISCO 831-K9-64; Ethernet network with 12 workstations, and a MS
Windows 2003 server, Internet, Protocol analysis software.

KeyWOI’dS: Computer Networks, Dispersion analysis, and Education.

1. INTRODUCTION

The aim of the course of Computer Networks is to give the students knowledge and
skills on the basic principles, standards and tendencies of development in the field of
computer networks. This will help them in future to professionally solve system tasks in
the area of computer networks and communications. This course is compulsory for the
last year students of specialty “Informatics” — bachelor degree. Basic knowledge in
computers and informatics are prerequisite.

Teaching methods include lectures- 3 hours per week or total 45 hours, as well as
laboratory work (based on instructions, experiments and draw up protocols) — 10 Labs X 3
hours = 30 hours.

The Network Equipment of the Department of Computer Science and Technologies
for laboratory work includes: 3 Bridges D-Link DI-1100i, one Switch WS-C2950-12 and 3
Routers CISCO 831-K9-64; Ethernet network with 12 workstations, and a MS Windows
2003 server, Internet, Protocol analysis software, and tutorial for every lab.

The aim of the present paper is to propose some labs introduced for education on
“Computer Networks” with the network equipment mentioned above.

2. COMPUTER NETWORKS LABS

The purpose of Lab 1 is to acquaint students with the basic peripheral components of
a PC computer system and their connections including network attachment. Students
examine the internal PC configuration and identify major components, too. Students
observe the boot process for the Windows operating system and use the Control panel to
find out information about the PC. Knowing the components of a PC is valuable when
troubleshooting and is important to success in the networking field. The Lab includes
realization and investigation of communication between PCs via their serial interfaces-
RS232C [1, 2]. Since the serial interfaces on the (every couple) workstations are directly
connected students will not be able to connect any additional workstations.

The purpose of the Lab 2 is to acquaint students with the network settings required to
connect PC to a local area network and to gain access to the Internet (World Wide Web -
WWW) and Intranet (internal local web servers). Students review Network Interface Card
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(NIC) configuration, drivers, and TCP/IP protocol settings for a typical Windows client
workstation in a server based Ethernet network. In this lab students learn how to use the
workstation network settings when must set up workstations or have a problem logging
onto a network.

The purpose of Lab 3 is students to build and test Unshielded Twisted Pair (UTP)
Category 5 Ethernet and fiber optic network cables.

The Labs 4 and 5 help students develop an understanding of IP addresses and how
TCP/IP networks operate, investigate Internet Control Message Protocol (ICMP), as well
as subneting.

In Lab 6 students learn how to build Virtual LANs (VLANS) on the switch- WS-C2950-
12 using http facility or console commands two PCs to create a simple Peer-to-Peer LAN
or workgroup.

In lab 7 students focus on Spanning-Tree Protocol- STP. Companies are increasingly
looking for 24 hour, seven day a week uptime for their computer networks (achieving over
99.999% uptime). A network that is based on switches or bridges will introduce redundant
links between those switches or bridges to overcome the failure of a single link. These
connections introduce physical loops into the network. A physical topology that contains
switching or bridging loops is necessary for reliability, yet a switched network cannot have
loops. A redundant switched topology may cause broadcast storms, multiple frame copies,
and MAC address table instability problems. If there will be Broadcast Storm, the network
will appear to be down or extremely slow. The solution is to allow physical loops, but
create a loop free logical topology, and is called a tree. This topology is a star or extended
star logical topology, the spanning tree of the network. It is a spanning tree because all
devices in the network are spanned.

The purpose of this Lab is students to create a basic switch configuration and verify it,
determine which switch is selected as the root switch with the factory default settings,
force the other switch to be selected as the root switch, and observe the behavior of
spanning-tree algorithm in presence of switched network topology changes.

The Spanning-Tree Protocol requires network devices to exchange messages to
detect bridging loops. Links that will cause a loop are put into a blocking state. The
message that a switch sends, allowing the formation of a loop free logical topology, is
called a Bridge Protocol Data Unit- BPDU (fig. 1).

STP Algorithm. Spanning Tree Protocol uses the spanning-tree algorithm to construct
a loop free shortest path network. The algorithm is used to:

(i) Select a single switch that will act as the root of the spanning tree.

(ii) Calculate the shortest path from itself to the root switch. Shortest path is based on
cumulative link costs. Link costs are based on the speed of the link.

(i) Designate one of the switches as the closest one to the root, for each LAN
segment. This bridge is called the “designated switch”. The designated switch handles all
communication from that LAN towards the root bridge.

(iv) For each non root switch, choose one of its ports as its root port. This is the
interface that gives the best path to the root switch (has a lower Root Path Cost to the
Root Bridge than its other ports).

(v) Select ports that are part of the spanning tree, the designated ports. Non-
designated ports are blocked. The STA places all Root Ports and Designated Ports into
forwarding state, while the others into blocking state. In the blocking state, ports can only
receive BPDUs, Data frames are discarded and no addresses can be learned.

120



Section: INFORMATICS AND COMPUTER SYSTEMS, MATHEMATICS

Root BID

Root Path Cost

Sender BID

Port ID

Fig. 1: Format of BPDU: Root Path Cost shows how far away is the Root Bridge.

The BIDs consist of a bridge priority (that defaults to 32768) and its base MAC address.
Root BID holds ID of Root Bridge. Sender BID identifies the Sender Bridge. Port ID shows
which port sends this BPDU.

LAN 1
Path Cost=100
Port 1
Bridge 1 | Bridge ID=21 Path Cost=100
Port 2
Port 1
Path Cost=100
LAN 2 Bridge3 | Bridge ID=15
Path Cost=100 Port 2
Port 1
3 Path Cost=100
Bridge 2 | Bridge ID=30
Port 2
LAN 3 Path Cost=100

Fig. 2. Network example.

Selection of Root Bridge. When a switch first starts up, it assumes it is the root switch
and sends BPDUs which contain the switch BID in both the root and sender Bridge ID
(BID). BPDUs are sent out with the BID. As a switch receives a BPDU with a lower root
BID it replaces that in the BPDUSs that are sent out. All bridges see these and decide that
the bridge with the smallest BID value will be the root bridge.

In the following example (fig. 2), three bridges are used to connect three LANSs
together.

The results of STP are: One root bridge per network- Bridge 3; One root port per non
root bridge- Port 1 of Bridge 1 and Port 2 of Bridge 2; One designated port per segment-
both ports of Bridge 3 and Port 2 of Bridge 1; Unused, non-designated ports- Port 1 of
Bridge 2.

Bridge 3, as the Root Bridge, also becomes the Designated Bridge for LAN 1 and
LAN 3. Bridge 1 becomes the Designated Bridge for LAN 2. Only Designated Bridges
have Designated Ports, so Bridge 2 does not have any Designated Port. For Bridge 1,
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Port 1 is the Root Port , while Port 2 is the Designated Port, because Port 1 of Bridge 1
has a lower Root Path Cost to the Root Bridge than its Port 2.
Laboratory exercises:

1. Cable a network to the diagram (fig. 4), create a basic switch configuration
and verify it..
A — _FA/_01 FA/08
£ F _E — — — —_E
Bridge FA04  switch
(DI 1100i) (Cat 2950)

Fig. 4. Network topology.

2. Determine that the switch selected as the root bridge. Examine MAC addresses of
Bridge and Root Bridge in the dialog box of DI 1100i SNMP management software (fig. 5).

3. Display the switch spanning tree table as type follows:

Switch_B#show spanning-tree brief

Examine the output and answer the following questions: Which switch is the root
switch? What is the priority of the root switch? Which ports are forwarding on the root
switch? Which ports are blocking on the root switch? What is the priority of the non-root
switch?

4. Reassign the root bridge. Force the other device to become the root switch, by
changing default values for priority (from 32768 to 1024). It is necessary to set the priority
according to fig. 5, or at the privileged EXEC mode prompt, enter the following:
Switch_B(config)#spanning-tree vlan 1 priority 1024
Switch_B(config)#exit

00 80 03 2370 b8
o

0
40
Hello Time 10
Forward Delay 30 sec
5 sec Hold Time 1 sec

Bridge Max Age

Bridge Hello Time sec

Fig. 5. The Bridge Spanning Tree dialog box of DI 1100i
SNMP management software

5. Look at the spanning tree table on switch and answer the questions from step 3.

6. Remove the cable from the forwarding port on the non-root switch. Wait for at least
two minutes. Observe the behavior of spanning-tree algorithm in presence of switched
network topology changes.

7. Display the switch spanning tree table. On Switch_B type show spanning-tree brief
at the privileged EXEC mode prompt and fill in a table. What has happened to the switch
port LEDs?

8. Replace the cable in the port that it was removed from and repeat the experiment.
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The rest of labs focus on routed and routing protocols[2] , Directory and Domain
Name System (DNS) services in OS Windows Server 2003, as well as issue of
troubleshooting.

3. CONCLUSIONS

In present paper have been proposed some labs for education on the subject
“Computer Networks” with the network equipment which includes three Bridges D-Link DI-
1100i, one CISCO Switch WS-C2950-12, three Routers CISCO 831-K9-64; Ethernet
network with 12 workstations, and a MS Windows 2003 server, Internet, Protocol analysis
software. The labs were introduced for education on “Computer Networks” in 2006/7 year.

In order to evaluate how much valuable results at learning have been achieved using
these labs | will apply dispersion analysis of the examination results of students in 2005/6
and 2006/7.
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WEBMONITOR — WEB BASED DATA ACQUISITION SYSTEM FOR
TEMPERATURE MEASUREMENTS

Anton Stoilov
South-West University, Blagoevgrad, Bulgaria

Abstract: This paper presented a solution for the incorporation of graphs & charts into web/intranet
pages and applications. Versatile components provide the ability for web authors and Java developers to easily
build and publish dynamic and interactive graphs & charts. With the advanced graphing functionality you will be
quickly adding impressive and dynamic charting capabilities bringing your data alive. The PHP graphing scripts
provide a very easy way to embed dynamically generated graphs and charts into PHP applications and HTML
web pages. The graphing software is very easy to use and it is perfectly possible to add professional quality real
time graphing to web pages / applications within minutes.

Keywords: Web monitoring, scripts, software.

1. INTRODUCTION

Web based data acquisition (or web ready data acquisition) is another term for
networked data acquisition and control. Networked data acquisition and control is
technology that allows user's to use computer networks or the Internet to directly access
and monitor processes and systems, acquire application data, and maintain control points.
This Webmonitor enables dynamic real-time graphing functionality to be added to any type
of web page, including HTML documents, PHP, JSP, ASP etc.

2. OVERVIEW

Presented in this paper web based data acquisition system for temperature
measurements is developed with microcontrollers from family PIC. PIC'S are general
purpose micro controllers, manufactured by Microchip Technology. They are popular
devices for hobbyists/ nerds/ electronic geniuses and can be used for all sorts of
purposes. PIC's come in different packages, speeds, voltage range, temperature range
and power dissipation. The 16F84-04/P is the "entry level" version. Its siblings will
probably work in the circuit, but | haven't tested all of them. A 16F84-04/P device needs
programming before it can do anything useful. The PIC Source .asm file needs to be
compiled. The generated .hex file will contain the program instructions and configuration
bits. The .hex file is read by the programmer and is used to "blow" the device. A 16F84-
04/P can be reprogrammed many times.

The temperature sensors are DS18S20 of Dallas Semiconductor. This sensors used
1-Wire® protocol how was originally designed for communication with nearby devices on
a short connection — a way to add auxiliary memory on a single microprocessor port pin.
Customers soon devised unique applications that involved extending the bus and moving
the slave devices farther and farther from the master. Problems came up as the bus
lengths exceeded both the capabilities of the bus masters and the limits of the protocol. 1-
Wire device designs responded to the call with added features and protocols, multi-drop
(networking) capabilities, durable steel containers (iButtons®), and mechanisms to assure
valid data transfers even in severely intermittent contact situations.
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Schematic of the data acquisition system

CN9

For communication between PC and board with microcontroller was developing the
windows application with visual language Delphi (fig.2.). This application read the data for
temperature from microcontroller and transferred them in format for web presentation.
Data base with record in file is too available.
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padhuka Ha TeMnepaTypHoTo none

3. WEBMONITOR

The Webmonitor package is a piece of software written entirely within the PHP
language. The software can operate on any web server with a PHP Engine. The set-up
and install process is very easy and simply requires copying a few files to your web

server.

Fig.2. PC application for data acquisition

A graph is added to a web page using the standard html <IMG> tag (the same tag
which is used to add images to a web page). In this case the <IMG> tag is set to point at
the graphing software, rather than an actual image file.
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When a user's browser views a page which contains the graphing <IMG> tag the
following will occur (automatically).

1. The browser will send a request to the Webmonitor software for the graph
image.

2. Upon receiving a request the Webmonitor software will load up the
configuration file and acquire the data from the source specified.

3. The graphing software will then create a graph image according to the
configuration and data loaded.

4. The graph image is then formatted in standard PNG format and returned to
the requesting browser.

5. The final step is the browser displaying the graph image to the user.

All of this happens automatically and very quickly, in fact the user will not notice the
difference between this and any other image within the page.

Unlike some graphing software packages, at no point is the graph image stored as a
file on the web server. The graph image is always created 'on the fly' and all system
resources are immediately released. This makes the graphing package incredibly scalable
and easy to manage.
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r - 2-| v || searchweb + 2 2+ @~ @ | el - @uyvahoo! - Frotohs « gyGames - B Music + EJ answers ~ >
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Fig.3. Web page webmonitor.swu.bg
Installing the Webmonitor on your web server is very easy. The contents of the
Webmonitor directory can actually be placed within any of your web directories. You have
now installed the graphing software — Webmonitor. You should now be able to access and
see the graphing software working by entering the following URL in your browser's
address bar:

http://www.yourdomain.com/webmonitor/index.htm
Requirements are Web Server running PHP 4.0.6 or higher. Most web servers do

now include a PHP engine, but if you are unsure then either ask your server
administrator/hosting provider or just give it a try anyway.
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3.1. Retrieving Data from files

Data may be added to the graph in one of four ways:

e Retrieving Data from files

e Retrieving Data from another server process

e Retrieving Data from a MySQL Database

e A PHP Data Script

In this is present first option. To set the graph to read the data from file simply add the
"data" parameter to the URL string of the <IMG> tag. For example if the data file is
"graphdata.txt" then your <IMG> tag would become:

<img src="line-graph.php?data=graphdata.txt"
width=500 height=500>

Within the file the data should follow this format:
dataNseriesM: [value]

where N represents the position of the data item in the series and M represents the
series number. For example for 1 series of data each containing 6 points the contents of
the data file would be:

datalseriesl: 30
data2seriesl: 20
data3seriesl: -10
data4seriesl: 40
data5seriesl: 50
data6seriesl: 60

3.2. Parameter Reference

There are many configurable options for the Webmonitor. This section describes
some parameter and it's effect (fig.4.). With the exception of 2 parameters, all are optional
and if not supplied the graph will automatically calculate the values. The only 2
parameters which must be supplied in all cases are width and height.

General Graph properties

Parameter Name Range of Values Example
width Specifies the width in pixels width: 300
height Specifies the height in pixels height: 400
ndecplaces Specifies the number of decimal ndecplaces: 2

places to use when displaying values

thousandseparator Any character symbol. thousandseparator: ,

general background color of the

graph image backgroundcolor: white

backgroundcolor

determines whether points should be

connectinglines: true
connected or not

connectinglines

displayvalues specifies whether actual values displayvalues: false
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should be displayed at the top of
each point

bgimage

URL to an Image file
specifies an image to used as the
background

bgimage: brimage.gif

Grid Properties

’\Ij’;rnaéneter Range of Values Example
grid rs\[();:‘mfles whether to draw grid lines or grid: true
. specifies whether to draw axis lines or .
axis not axis:
nrows number of grid rows nrows: 10
hspace space in pixels of each grid column hspace: 30
vspace space in pixels of each grid row vspace: 30
gridstyle specifies the line style of the grid lines gridstyle: dotted
gridcolor Grid line color gridcolor: #888888
axiscolor Axis line color axiscolor: #000000
floorcolor ngz-ljxiosnﬂtggrn this specifies the color of floorcolor: #555599
gridbgimage Egiﬁglriin?jn image to used as the grid gridbgimage: brimage.gif
gridbgcolor the background color of the grid area gridbgcolor: light grey
gridposition tsr?eeg:;gs the position of the bottom left of gridposition: 30,275
gridlineh ﬁﬁ:(szlgfi(\)/;/hether to draw horizontal grid gridlineh: false
gridlinev ﬁﬁ:;:lf(l)(:io\t/vhether to draw vertical grid gridlinev: false
specifies a second background color of
the grid area. If this parameter is
gridbgcolor2 specified then grid rows are colored gridbgcolor2: grey
alternating between this color and
gridbgcolor
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Fig.4. Web interface of the data acquisition system

Other parameters are optional:
Scale properties

3D properties
Legend properties

X Axis Labels

Y Axis Labels

Graph Titles

Series Specifications
Target Lines

Trend Line

Free Form Text
Free Form Images
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Abstract : The aim of the present paper is to describe the planning and conducting of an experiment
within the students’ groups educated in 2005/6 and 2006/7 years on “Computer Networks”. The aim is to
compare how different laboratory work exert influence on the students’ learning process. Evaluation criteria are
defined for theoretical, practical skills and expected results. The obtained results were statistical analyzed.
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1. INTRODUCTION

The course of Computer Networks discuses the problems concerning design,
building and application of computer networks[2]. The lectures include introduction to
computer networks, principles of building, their contemporary classification, and
architecture. 1ISO seven layers model of the Open System Interconnection- OSI, and
Transmission Control Protocol/Internet Protocol - TCP/IP model are presented. The
Internet is based on TCP/IP, which has become the standard “language” of networking.
Although the TCP/IP model is the most widely used the seven layers of the OSI model are
the ones most commonly used to describe and compare networking software and
hardware from various vendors. It is very important to know both the OSI and TCP/IP
models and be able to relate (or map) the layers of one to the other. Teaching course
includes basic principles of building and functioning of Local Area Networks (LAN)
illustrated by practical technical solutions in Ethernet and wireless LAN. The lectures on
the most popular in the world computer network Internet present its basic characteristics,
principles of functioning and application. The labs help students develop an understanding
lecture material as well as contribute to formation of their skills.

Teaching methods include lectures- 3 hours per week or total 45 hours, as well as
laboratory work (based on instructions, experiments and draw up protocols) — 10 Labs X 3
hours = 30 hours.

The Network Equipment of the Department of Computer Science and Technologies
for laboratory work includes: 3 Bridges D-Link DI-1100i, one Switch WS-C2950-12 and 3
Routers CISCO 831-K9-64; Ethernet network with 12 workstations, and a MS Windows
2003 server, Internet, Protocol analysis software, and tutorial for every lab. Some labs
with this network equipment were introduced for education on “Computer Networks” in
2006/7 year.

The aim of the present paper is to evaluate how much valuable results at learning
have been achieved using these labs, as apply dispersion analysis of the examination
results of students in 2005/6 and 2006/7.

2. COMPUTER NETWORKS LABS

The purpose of Lab 1 is to acquaint students with the basic peripheral components
of a PC computer system and their connections including network attachment. Students
examine the internal PC configuration and identify major components, too. Students
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observe the boot process for the Windows operating system and use the Control panel to
find out information about the PC. Knowing the components of a PC is valuable when
troubleshooting and is important to success in the networking field. The Lab includes
realization and investigation of communication between PCs via their serial interfaces-
RS232C [1, 2]. Since the serial interfaces on the (every couple) workstations are directly
connected students will not be able to connect any additional workstations.

The purpose of the Lab 2 is to acquaint students with the network settings required
to connect PC to a local area network and to gain access to the Internet (World Wide Web
- WWW) and Intranet (internal local web servers). Students review Network Interface Card
(NIC) configuration, drivers, and TCP/IP protocol settings for a typical Windows client
workstation in a server based Ethernet network. In this lab students learn how to use the
workstation network settings when must set up workstations or have a problem logging
onto a network.

The purpose of Lab 3 is students to build and test Unshielded Twisted Pair (UTP)
Category 5 Ethernet network cables. The students test straight-through , and crossover
cables for good connections (continuity) and correct pinouts- correct color of wire on the
right pin. The straight through cable means that the color of wire on pin 1 on one end of
the cable will be the same as pin 1 on the other end. Pin 2 will be the same as pin 2 and
so on (for the all eight wires). It will be wired to TIA/EIA-568-B or A standards for Ethernet
which determines what color wire is on each pin. The specification T568-B is more
common, but many installations are also wired to T568-A. In this lab students learn the
wire mapping features of Cable Tester.

The Lab 4 helps students develop an understanding of IP addresses and how
TCP/IP networks operate. IP addresses are used to uniquely identify individual TCP/IP
networks and hosts (workstations and servers) on networks in order for devices to
communicate. Hosts on a TCP/IP network in the beginning check if they have a unique IP
address (which is referred to as its host address) as they send ICMP request and wait for
replay or timeout. In this lab students investigate Internet Control Message Protocol
(ICMP).

The Lab 5 helps students understand the basics of IP subnet masks and their use
with TCP/IP networks. The subnet mask can be used to split up an existing network into
subnetworks. This may be done to: i) reduce the size of the broadcast domains (create
smaller networks with less traffic), ii) to allow LANs in different geographical locations to
communicate or iii) for security reasons to separate one LAN from another. This Lab
reviews the Default Subnet Mask and then focus on Custom Subnet Masks which will use
more bits than the default subnet mask by "borrowing" these bits from the host portion of
the IP address. This creates a three-part address; i) The original network address
assigned, ii) The subnet address made up of the bits borrowed and iii) the host address
made up of the bits left after borrowing some for subnets.

In Lab 6 students learn how to connect two PCs to create a simple Peer-to-Peer
LAN or workgroup. The instructions for this lab focus on the Windows operating system.
Students share a folder on one workstation and/or MSWindows 2003 server, and connect
to that folder from the other workstation. This lab is divided into 2 exercises as follows:

- The two PCs (or workstations) are connected directly to each other from one
Network Interface card (NIC) to the other NIC using a crossover cable. This can be useful
to allow students to create a minilab for testing purposes without the need for a
hub/switch.

- The two PCs are connected with a hub/switch between them. Thus, it allows for
more than just two workstations to be connected depending on the number of ports on the
switch. Using http facility or console commands the students build Virtual LANs (VLANS)
on the switch- WS-C2950-12. The VLANs can have anywhere from two to twelve ports.

In lab 7 students focus on Spanning-Tree Protocol- STP. The purpose of this Lab is
students to create a basic switch configuration and verify it, determine which switch is
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selected as the root switch with the factory default settings, force the other switch to be
selected as the root switch, and observe the behavior of spanning-tree algorithm in
presence of switched network topology changes.

The Lab 8 build on network topology and help develop a better understanding of IP
routed and routing protocols [1,2] using a real-world example This exercise is based on
foundations established in the prior labs. This lab focuses on a Class C networks, and
using three Routers which separate these networks. Each router determines when a
packet can go from one network to another.

The rest of labs help students develop a better understanding of the Directory and
Domain Name System (DNS) services in OS Windows Server 2003, as well as issue of
troubleshooting.

3. ANALYSIS OF ASSESSMENT RESULTS

The dispersion analysis [3, 4] made on the assessment results from the
examination on the subject “Computer Networks” is given bellow. Two extracts are made
for each group and the received results are given in histograms (fig.6 and fig.7 depict
assessment results in 2005/6 and 2006/7). The proposed labs were introduced for
education on “Computer Networks” in 2006/7 year.

20

15+

10+

Fig.6 Assessment results in 2005/6

Fig.7 Assessment results in 2006/7
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The course of the dispersion analysis is shown in Table 2. The general deviation is

calculated by a consecutive subtraction of the general arithmetic mean mark (X = 4.07)
from the examination mark of every student and the obtained results are squared:

M Y. (x-x)? =197.571

Table2. The course of dispersion analysis.

Year Number | Sum of | Arithmetic

of points mean of

students | from the | the - - =, - =

(f) test different Xi—X [ (xi=x)2 | (Xi—=X)" T,

(X) groups
(%)

2005/6 | 44 154 3.5 -0.57143 | 0.32653 14.36735
2006/7 | 40 188 4.7 0.62857 0.3951 15.80408
Total 84 342 4.07 30.17143

The deviation calculation between the groups is given in Table 2 (see right side).
The deviation inside the groups, or the sum of squares from the differences between the
examination marks of individual students in the groups and the group arithmetic means, is
found by the general and between the groups deviations [3] that already have been
calculated:

@ D (X=%)2=D (x=x)? = (% —x)?f, =197.571 - 30.171 =167.4

The variation degrees of freedom between the groups are k — 1 = 1 since the
groups are two (k = 2) in general, and inside the groups variation degrees are respectively
n-k=282(n=284).

The two dispersion estimations are found on the basis of deviations between the
groups and inside the groups:

X —x)2f.
@) o :MZSOJM
k-1
(x-%)?
4 2=Z—'=2.041
@ o n—k

The ratio between the two assessments of the dispersion is:

2
o

G) F=—2=14779
Og

In order to verify whether the proposed above labs considerably exerts influence on
the quality of education, a level of significance 0.01 is chosen. The critical value from F
distribution at significance level of 0.01, and degrees of freedom k-1 =1 and n — k = 82
is 6.954.

Because, the empiric characteristics (obtained on the basis of the two dispersion
estimations), F = 14.779 is smaller than the critical value (6.954) at significance level 0.01,
it follows that assessment results give grounds to consider that the Lab work influences
significantly on the acquired knowledge and skills of subject “Computer Networks”.
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4. CONCLUSIONS

In present paper have been proposed labs for education on the subject “Computer
Networks”, as well as statistical analysis of assessment results which carried out two
students groups from Southwest University— Blagoevgrad.

The last section of present paper evaluates how much valuable results at learning
have been achieved using these labs through dispersion analysis of the examination
results of students. The analysis give grounds to consider that the education with
combined application of lectures and proposed Labs gave generally the best results.
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Abstract: The ATLAS experiment on the Large Hadron Collider at CERN will start operation in the end
of 2007. The amount of experimental data is expected to be enormous, and will reach 3.5 PB/year. To process
such amount of data, the distributed computing

system based on Grid is being constructed. Joint Institute for Nuclear. Research participates this activity
as part of Russian Tier-2 federation. Details of distributed data processing of the ATLAS experimental data are
described. Status of preparation work carried out at JINR is presented. Distributed data analysis techniques are
explained.
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1 INTRODUCTION

The main goal of the ATLAS experiment[1] is to investigate various aspects of
elementary particle properties in high-energy interactions of protons at the Large Hadron
Collider (LHC)[2], which is being built at the European Laboratory for Particle Physics
(CERN). The experiment is expected to start operation in 200. Data flow from the detector
is estimated to reach 3.5 PB/year[3]. The experiment's data processing includes event
reconstruction, simulation and physics analysis.

Due to large amount of data to be processed, the ATLAS Computing Model[3]
assumes that computing resources are distributed across multiple locations.The tier
structure is implemented to combine distributed resources, with distinct roles of the
various tiers.

Joint Institute for Nuclear Research (JINR) participates Russian ATLAS Tier-2, in
scope of EGEE-RDIG project[4]. According to the Tier-2 role, JINR computing facilities
should provide resources for the Monte-Carlo simulation and analysis capacity for physics
working groups.

2 THE ATLAS DATA MANAGEMENT

The main requirement on the ATLAS Computing Model is to enable all members of
the ATLAS Collaboration an access to the experimental data during the data taking
period. The experimental data are stored in a number of data formats. Each data format
describes the physics event representation which is successively derived from
experimental of simulation data.

RAW data are physics events as output of the ATLAS data acquisition system, and
contain primary experimental measurement. Amount of data in RAW format is expected to
reach 3.5

PB/year. Reconstruction of RAW data results in Event Summary Data (ESD), which
contain detailed physics description of events. ESD data are also stored, and amount of
ESD is estimated to be about 1 Pb/year.
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Not all information containing in ESD data is necessary for physics analysis, except
for some specific tasks. To reduce amount of data to be processed during analysis, the
Analysis Object Data (AOD) format is introduced. AOD data are derived from ESD data,
and contain information of analysis interest. Amount of AOD data is about 200 TB/year. To
allow

fast selection of events of interest, the event metadata are derived from AOD
format, and stored separately as TAG data. Amount of TAG is about 2 TB/year. Result of
the Monte-Carlo simulation is stored in the same format as experimental data.

The primary RAW experimental data received from the ATLAS detector are
processed and stored at Tier-0 at CERN. 10 Tier-1 computing centres are responsible for
reconstruction of events and storage of resulting ESD, AOD and TAG data and backup
copy of RAW data. AOD data distributed then across about 30 Tier-2. Each Tier-2 is
responsible for storage of 1/3 of full set of AOD data and full copy of TAG, and provision of
access to the data and computing resources for analysis to any member of the
Collaboration.

Given the worldwide distribution of AOD data, the data analysis must be distributed
as well. The distributed analysis system should enable physicists to submit jobs from any
location with processing to take place at the remote sites. Complete results are expected
at the end of job, while partial results are available during processing. The distributed
analysis system will typically split the user's job to process data in parallel. For
performance reason, the analysis jobs should be submitted to the computing centres,
where relevant data are stored. This requires special tools, which use ATLAS software,
grid facilities provided by the LHC Computing Grid (LCG) project[5] and dedicated
databases, containing information on the data location. Several such tools are being
developed by the ATLAS community, and most advanced are PanDA and GANGA[6].
Since GANGA is mostly oriented to function in the LCG environment, it was adopted at
JINR as a default tool of data analysis.

3 Participation of JINR in the ATLAS Tier-2 of the = Russian Data-Intensive Grid

JINR participates in the Russian Data-Intensive Grid Consortium, which is
organised in scope of the EGEE and the LCG projects. In the ATLAS Computing Model
RDIG plays role of Tier-2 centre. JINR is expected to provide by the end of 2007
computing resources for the LHC data processing, both for simulation and data analysis.
Resources requested are summarised in Tab.1. The existing JINR Computing Centre is
being upgraded accordingly at the moment.

Currently, resources of JINR grid segment are represented by of two computing
elements (CE) of 42 CPUs in total, and by two storage elements (SE) with combined
capacity 40 TB of disk space. Storage elements are operated by DPM and dCache
storage systems. Resource broker, monitoring and proxy nodes are available. The grid
segment is running gLite-3.0 middleware.

Tablel: Resource requirements

CPU 1000 kSi2K
Data storage on disk 200 TB
Data storage on tape

Network bandwidth 2.5 Ghps
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Preparation to the ATLAS distributed data processing is under way. JINR site is
integrated into the ATLAS Distributed Data Management System (DDM). Currently, it
allows to subscribe to the Monte-Carlo simulation datasets, available at relevant Tier-1
centre, exactly in the same way as it should be done for experimental data, when LHC
starts operation.

Intensive work is ongoing among JINR physicists - participants of ATLAS
experiment, to train and practise with the GANGA distributed analysis tool. Dedicated job
gqueue has been set up on one of JINR's CE, to allow fast processing of analysis jobs.
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Abstract : This paper presented one possibility to development a simple and small component count
USB data acquisition system, used Delphi on PC side to communicate. The main core of USB device is
PIC18F4550. This device affords an opportunity to switch different sensors and registered their evidences via
USB interface on PC. All received data was storages in .txt file, with standard structure. The software support for
the data acquisition system device includes the sources of the program on the chip and the Windows application
communicated with device as well as the driver. The real device was produced, tested and analyzed. The results
are presented in this article.
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1. INTRODUCTION

The RS-232 serial interface is no longer a common port found on a personal
computer (PC). This is a problem because many embedded applications use the RS-232
interface to communicate with external systems, such as PCs. A solution is to migrate the
application to the Universal Serial Bus (USB) interface. There are many different ways to
convert an RS-232 interface to USB, each requiring different levels of expertise. The
simplest method is to emulate RS-232 over the USB bus. An advantage of this method is
the PC application will see the USB connection as an RS-232 COM connection and thus,
require no changes to the existing software. Another advantage is this method utilizes a
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Windows® driver included with Microsoft® Windows® 98SE and later versions, making
driver development unnecessary. The objectives of this application note are to explain
some background materials required for a better understanding of the serial emulation
over USB method and to describe how to migrate an existing application to USB. A device
using the implementation discussed in this paper shall be referred to as a USB RS-232
emulated device. All references to the USB specification in this document refer to USB
specification revision 2.0. Features in version 1.0 of the RS-232 Emulation firmware:

« A relatively small code footprint of 3 Kbytes for the firmware library

» Data memory usage of approximately 50 bytes (excluding the data buffer)

* Maximum throughput speed of about 80 Kbytes

« Data flow control handled entirely by the USB protocol

« Does not require additional drivers; all necessary files, including the .inf files for
Microsoft® Windows® XP and Windows® 2000, are included.

2. OVERVIEW

A Windows application sees a physical RS-232 connection as a COM port and
communicates with the attached device using the CreateFile, ReadFile, and WriteFile
functions. The UART module on the PICmicro® device provides an embedded device with
a hardware interface to this RS-232 connection. When switching to USB, the Windows
application can see the USB connection as a virtual COM port via services provided by
two Windows drivers, usbser.sys and ccport.sys. In-depth details regarding these
Windows drivers are outside the scope of this document. A virtual COM port provides
Windows applications with the same programming interface; therefore, modification to the
existing application PC software is unnecessary. The areas that do require changes are
the embedded hardware and firmware. For hardware, a microcontroller with an on-chip full
speed USB peripheral is required to implement this solution. The PIC18F4550 family of
microcontrollers is used here as an example. References to the device data sheet in this
document apply to the “PIC18F4550 Data Sheet” [1]. Firmware modifications to the
existing application code are minimal; only small changes are needed to call the new USB
UART functions provided as part of the USB firmware framework written in C. Figure 1
shows an overview of the migration path. Migrating to USB using the RS-232 serial
emulation method provides the following advantages:

« It has little or no impact on the PC software application

« It requires minimal changes to the existing application firmware

« It shortens the development cycle time

« It eliminates the need to support and maintain a Windows driver which is a very
demanding task

« Finally, the method described here utilizes a clear migration path from many existing
PICmicro devices to the PIC18F4550 family of microcontrollers, making the upgrade to
USB straightforward

Since the USB protocol already handles the details of low-level communication, the
concept of baud rate, parity bit and flow control for the RS-232 standard becomes
abstract.

Devices in the PIC18F4550 family incorporate a fully featured Universal Serial Bus
communications module that is compliant with the USB Specification Revision 2.0. The
module supports both low-speed and full-speed communication for all supported data
transfer types. This family of devices offers the advantages of all PIC18 microcontrollers —
namely, high computational performance at an economical price — with the addition of high
endurance, Enhanced Flash program memory. In addition to these features, the
PIC18F4550 family introduces design enhancements that make these microcontrollers a
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logical choice for many high-performances, power sensitive applications. Devices in the
PIC18F4550 family are available in 28-pin and 40/44-pin packages.

3. OVERVIEW OF USB

USB device functionality is structured into a layered framework graphically shown in
Fig.1. Each level is associated with a functional level within the device.

The highest layer, other than the device, is the configuration. A device may have
multiple configurations. For example, a particular device may have multiple power
requirements based on Self-Power Only or Bus Power Only modes. For each
configuration, there may be multiple interfaces. Each interface could support a particular
mode of that configuration.

The PIC18F4550 device family contains a full-speed and low-speed compatible USB
Serial Interface Engine (SIE) that allows fast communication between any USB host and
the PIC® microcontroller. The SIE can be interfaced directly to the USB, utilizing the
internal transceiver, or it can be connected through an external transceiver. An internal
3.3V regulator is also available to power the internal transceiver in 5V applications. Some
special hardware features have been included to improve performance. Dual port memory
in the device’s data memory space (USB RAM) has been supplied to share direct memory
access between the microcontroller core and the SIE. Buffer descriptors are also
provided, allowing users to freely program endpoint memory usage within the USB RAM
space. A Streaming Parallel Port has been provided to support the uninterrupted transfer
of large volumes of data, such as isochronous data, to external memory buffers. Fig. 2
presents a general overview of the USB peripheral and its features.

Device

[ To other Configurations (If any]}

Configuratian
I I # To other Intzrfaces (If any)
Intarface Interface
Endpaint Endpalnt Endpaint Endpoint Endpoint

Fig. 1: Usb Layers
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The Communication Device Class (CDC) specification defines many communication
models, including serial emulation. All references to the CDC specification in this
document refer to version 1.1. The Microsoft Windows driver, usbser.sys, conforms to this
specification. Therefore, the embedded device must also be designed to conform with this
specification in order to utilize this existing Windows driver. In summary, two USB
interfaces are required. The first one is the Communication Class interface, using one IN
interrupt endpoint. This interface is used for notifying the USB host of the current RS-232
connection status from the USB RS-232 emulated device. The second one is the Data
Class interface, using one OUT bulk endpoint and one IN bulk endpoint. This interface is
used for transferring raw data bytes that would normally be transferred over the real RS-
232 interface. Designers do not have to worry about creating descriptors or writing
function handlers f