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Exonorusa n yctonumBo pasButue

Akademuk Todop Hukonoe

Ekonornata e oHasn o6nact Ha CbBPEMEHHOTO MNO3HaHue, KOATO
dokycupa B cebe cu Han-TPEBOXKHUTE N XXMU3HEHOBaXKHW Npobrnemn, Kouto
CTOAT nped 4YoBevecTBOTO. [JHEC NoYTM BCUYKM pasbupaT oT gyTdon u ot
eKomnorvs, KoMTo 3aedHoO C gymarta Kopynuusi ce cpelat Han-4ecTo B
megunte. M3BbH Werata obade ManumHa ocb3HaBaT, Ye B CbBPEMEHHUS
eTan Ha pasBuTMe Ha npupogaTa U obLeCTBOTO eKorforvsaTa ovepTaBa
XM3HEHUTE ajanTauuoHHM Bpb3kM M (PyHAAMEHTaNHUTE NPOTMBOPEYUs B
KoeBonwuudaTta (T.e. B NapanenHaTta CBbp3aHa eBOMoumMs) Ha npupogaTta u
obLLecTBoTO.

N3BecTHO e, ye ekonorvsita udydaBa B3aMMOOTHOLLUEHUTA MeXAay
camMuTe OpraHu3Mmn oT eHa CTpaHa U Mexay OpraHusMmTe U cpegarta Ha
obutaHne. CnoxHWTe npouecu Ha  B3aMMOOTHOLUEHMATA  Mexay
opraHM3MuTeE U cpefaTa ce ynpaBnsaBaT Ypes3 caMmperynvpalim MexaHuamu,
KOUTO Ca XapakTepHu 3a XuBWUTE (CamoopraHuaupaium ce) cuctemn. Tosa
BOAM U OO0 OTHOCUTENHOTO paBHEBECUME HA OTAENTHUTE eKOCUCTEMM U Ha
obuocdepara B usno.

TepMUHBLT ekonornsa € NPeasniokeH OT HEMCKUSA YY4EeH — eCTECTBEHUK
n cdmnocod EpHct Xeken npes3 1866 r. CbocHoBaTen Ha ekonorusta € u
partckma 6otaHuk Eyxennyc Bapmuur (Warming, E. (1895) Plantesamfund
- Grundtreek af den wgkologiske Plantegeografi. P.G. Philipsens Forlag,
Kjgbenhavn. 335 pp.), u3gageHa Ha aHrunckn esnk npes 1909 r.
Warming, E. with M. Vahl (1909) Oecology of Plants - an introduction to the
study of plant-communities. Clarendon Press, Oxford. 422 pp. (2nd edn
1925).

[Hec ekonormaTa € egHa OT HaW-WHTEH3MBHO pa3BMBaWMTE ce
obnacTti Ha npupogo3HaHmeTo. Hewo noseye, CaMOTO HAMMEHOBAHNE KaTo
yenu e cTaHano “TepMMH 3a BCUYKO” — ekonorus: ©GuonornyHa,
€KOCUCTEMHA, aKyCTU4YHa, XMAPONOrM4yHa, aHTPOMONorM4yHa, NCMXonormyHa,
MKOHOMMYECKa (EKONMOrMYHM acnekTM Ha WKOHOMWYECKOTO pasBUTKE),
couumarnHa ekosnorus, nonynaumoHHa eKosorus, eKonorus Ha noBegeHuneTo,
obLa ekonorus — Hayku 3a cpegata u gp. Ekonornsata ctaHa CMHOHMM Ha
okorHa cpega (environmment, environmentalism), pgoTonkoBa 4e
npunaraTenHoTo “eKONOrM4YHO” ce Bb3npruema GykBanHo KaTo “npuaTencko”.

[lokonko CWNHO ce HyxXaae CbBPEMEHHOTO YOBEYECTBO OT
«npusTencka cpega», KOATO Aa € nogvvMHeHa Ha ABa OCHOBHM 3aKOHa Ha
eKomnorusiTa: 3akoHa Ha MMHMMyMa U 3aKOHa Ha MOHOCUMOCTTA, ce BMXaa OT
CbBPEMEHHOTO pa3BUTMNE Ha CBeTa.



http://chla.library.cornell.edu/cgi/t/text/text-idx?c=chla;idno=2811757|�
http://chla.library.cornell.edu/cgi/t/text/text-idx?c=chla;idno=2811757|�
http://en.wikipedia.org/wiki/Environmentalism�
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OpraHusamuTe He camo M3NUTBAT BNIMSIHUETO Ha cpeaaTa, HO U caMu
MHOrO akKTMBHO BNUAAT BbpXy HesA. B. W. BepHagckuin kasBa, ye «Ha
3emMHaTa MOBBbPXHOCT HAMa XMMU4YHA cuna, No-MorbLia MO CBOUTE KpanHU
pe3ynTaTtu OT XMUBUTE OpraHu3Mn, B3eTu B UAMO. . .» OpraHnamuTe nrpast
BakHa ponsi B KpbroBpaTa Ha BellecTBaTa, B npepasnpegeneHnMeto Ha
XUMWYHUTE eNieMeHTU K TaxHata Murpauus, npu obpasyBaHeTO Ha
pasfnMyHM HOBM CbeOUHEHUs. YCTaHOBEHO €, 4Ye ako He e
perynupaiiaTta pons Ha opraHu3aMuTe, OKeaHCKuTe Boau 3a okosio 17
MIH. TOAWHU Lie Ce OMPEecHAT KaTo peyHuTe. Taka e 6uno noHe B
MWHaNoTo, 3awWoTo AHEeC YOBEeKbT € rnaBHUS akTop U HeroBoTO
Bb3ENCTBME BBbPXY OKOMHATa cpefa € Han-ronaMo M Hamn-onacHo.
Owe noBeye, 4Ye p[okaTo B MMHaANOTO camMmoperynupawute ce
MexXaHW3MN Ha XUBUTE eKoCUCTeMU Ha Bb3aencTBue B/CbC cpepaTa ca
AoBexaanu 0o OTHOCUTENHOTO paBHOBECKME B €KOCUCTEMUTE, TO OHEC
BNMMSAHMETO Ha 4yoBeka e 6e3 perynauma (ocBeH ©Oe3ymueto w
an4yHoOCTTa, ako He ce nNpuemart KaTo perynupaiim mexaHmsamm!).

B 3aBMCMMOCT OT cTeneHTa Ha Bb3OEeWCTBME BbPXY OpraHM3MuTe
dakTopuTe Ha cpepgaTa MoraT fga ce NOAENAT Ha TPWU OCHOBHU rpynu:
CTaburHu, N3MEeHSLLN ce N KOMMNITEKCHW.

CmabunHume ghakmopu He ce U3MEHAT B Te4eHUe Ha Obnrv nepnogm ot
BpeMme. KbM TAX ce OTHacAT cunaTta Ha rpaBuTaumsaTa, CbCTaBbT WU
cBoKcTBaTa Ha atmocdepara, xuagpocdepara U nutocdepaTa, KakTo n
OpYyrn reonoxkn ctabunHm daktopu. ToBa B CbLIHOCT Ca HAW-NMOCTOSIHHO
AencTByBaluTe akTopu, agantaumaTa KbM KOMTO € KoAupaHa B
cTpykTypata Ha [1HK B npoueca Ha eBonouusiTa Ha XMBOTa BbpXy 3emsaTa.
Kbm ctabunHute daktopu TpsabBa ga ce OTHecaT MOPCKUTE TeveHus,
KOUTO [OencTByBaT MNPOABLIDKUTENHO BpeMe U UrpasT BakHa pons 3a
npepasnpeaeneHneTo Ha BellecTBata B 6acenHa, 3a n3paBHsIBAaHETO Ha
TemnepaTypuTe u pascenBaHeTo Ha OpraHnu3MuTe.

U3ameHAwume ce ¢hakmopu ca OT ABa BMAA: a) NEPUOANYHO U3MEHSLLN
ce pakTopu (C AEHOHOLHU, CE30HHU U OPYTY U3MEHEHUS, CBBbP3aHU C
OBWXEHNETO Ha nnaHeTtute). Tean akTopu He okasBaT BUAUMO BIUS-
HUWEe BbBbPXY MHOrOroAUWHUTE WU3MEHEHUS. U C pPeaKknm U3KNKYeHUs
TPYOHO Ce yCTaHOBSAIBAT B ManeoHTONOXkute obektn. Ho kbm TaAX B
npoueca Ha eBonwuMATa CblWo ce u3paboTBa aganTauus, KOATO €
kKogupaHa B cTpykTtypata Ha OHK; 6) daktopu, konto ce npomeHaT
He3akoHoOMepHO, 6e3 NepuoanyHOCT (BATHP, AbXA, BNAXHOCT, XpaHa,
6onectu, napasuTun, XUWHULM 1 np.). Te3n cdakTopu okasBaT BnMsHME
BbpXy OCOBEHOCTUTE Ha Ce30HHUTE OWOMOrMYHM  LMKNKU,  BBPXY
N3MEHEHNATA Ha YMCIEHOCTTA Ha nonynayumTe B pasnuyHun obnactu m
npes pasnnyHu roguMHn, a CbLo U BbpXYy pasnpeaesieHNneTo Ha XUBOT-
HUTe BbTpe B AageHa obnacr.
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TpeTtaTa rpyna daktopu ca TBbpAE KOMMIEKCHU. Te ca MeXOUHHM
No Bb3AEeNCTBUE Mexay ABeTe MbpBW rpynum M okasBaT pasfiMyHO BMU-
SIHME BbpXY OpraHnamuTe.

PasnpocTpaHeHMeTo Ha BCEKM OpraHuM3bM W Bb3MOXHOCTUTE 3a
HEroBoTO pa3BUTUE Ce OonpeaensaTt OT pasrnegaHute gaktopu. Te obauye
UMaT pasfnuyHa cTeneH Ha BNuAHWe BbpXy OTAENHUS opraHu3bM. Hskou
OT TSIX Ca XXM3HEHO BaXXHW 3a HEero, KbM TsIX TOM € aganTupaH. [NpomsaHaTta
CaMO Ha eauH hakTop MOXe Aa Harnpasy HEBB3MOXHO CbLLECTBYBaHETO Ha
AageH opraHusbM. Criopeq 3akoHa Ha JIMbux orpaHnumTeneH aktop Moxe
da 6bae HAkoe BEeLecTBO, YNUTO AOCTbMHU KONMYeCcTBa ca 6m3skn Ao Heob-
X0OMMWUA  MWUHUMYM. YCTaAHOBEHO €, 4Ye YecTo pasBUTUETO Ha
OpraHM3MmMTe Ce OrpaHu4yaBa He B 3aBMCMMOCT OT KOSIMYECTBOTO Ha
OCHOBHMWTE XpaHWUTESHN BeLlecTBa, a OT Te3n BellecTBa, KOUTO Ca HYXHU B
He3Ha4uUTeNnHMW  KONMM4yecTBa, WM OT  HAKOM  MUKPOKOMMOHEHTH.
OrpaHnynTENHO BIUSHME MOXE [a OKaXe He camMO HedoCTUrbT, HO U
YBENMWYEHOTO KONMUYECTBO Ha TakMBa (haKTOpW KaTo CONEHOCT, TOMMMHA,
ceetnvHa n np. OT gpyra cTpaHa, 3a peavua 6bp3opacTawm npukpeneHu
MOpPCKM ©6e3rpbOHaYHM XMBOTHU OrpaHudmMTeneH aktop moxe ga ovae
ronemuHaTa Ha cybcTpaTa 3a npukpenBaHe.

CoblwecTByBa 1 T. Hap. 3akoH Ha llendopa3anoHocuMmocTTaA,
cnopen KOWTO pasnpoCTpaHEeHMETO W pas3BUTUETO Ha OpraHusMmuTe ce
onpeensa wunn OT HeOCTUra (B KONMYECTBEH UMW KaYeCTBEH CMUCHIT), UK
OT OBGMITHOCTTAa Ha BCEKM eaunH OT hakTopuTe, YMETO paBHULLE e Bnn3ko A0
npegenvre, KOMTO MoraT fa ce MOoHAcAT OT AafeH opraHndbM. CbrrnacHo
TO3M 3aKOH BCEKW OpraHm3bM Cce XapakTepusupa C onpefenieH eKOnoXkKu
MUHUMYM U EKONOXKM MakCMMyM, pasnukata Mexay KOMTo ce onpeaens
KaTonpenen HanoHocuMocTTa.

Cnopeg KO. Ogym (1975) opraHmamuTe Morat ga uMmaTt LUMPOK
AnanasoH Ha MOHOCUMOCT KbM eauH (hakTop M TeCEH Ananas3oH — KbM OPYr.
OBUKHOBEHO OpraHM3mMuTe C LUMPOK AMana3oH Ha NOHOCUMOCT KbM BCUYKK
pakTopyM Cca HaW-LIMPOKO pasnpoCTpaHeHU. TeCcHUAT [uanasoH Ha
MOHOCUMMOCT KbM (pakTOopuTe Ha cpegata € XapakTepeH 3a
cneunanuavpaHute opmu.

Bb3gencTemMeTo Ha YoBeka AHEC HapyllaBa OCHOBHUTE 3aKOHM Ha
ekonoruaTa, T.e. Ha paBHOBECMETO B nMpupoaarta. A He MOoXe ga uma
YCTONYMBO pa3BuTMe Ha obLWeCcTBOTO, ako Ce HapyllaBa paBHOBECUETO
B npupogata. MI3BCTHO e, Ye B CBOETO pasBUTME BCUYKM MPUPOSHU
€KOCUCTEMM Ce CTPEMSAT KbM OTHOCUTENHO paBHOBecue. TO HUKora He
MoXe ga 6bae abCconTHO, Tbil KATO Ce NOAYUHSABA Ha AUHAMUYHUTE
3aKOHM Ha CNOXHW npupoaHu cuctemn.3a onpepensHe Ha ToBa
CbCTOSIHUE Ha OTHOCUTENHO paBHOBECUE Ha eKocucTemutTe OT
BHa4anoTo Ha 20 B. B ekonorusaTta 3anoysa ga ce u3nonssa TepMuHa
sustainability (ctabunuHocT, yctonumBocT). ToBa € CBbp3aHO C
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XomeocTta3za — cnocobHocTTa Ha OWONOTrMYHUTE cCcUcTeMn Aa
npoTMBoAENCTBAT Ha MW3MEHEHUsTA Ha cpepata M Aa  3anasdar
paBHOBecKe.

Korato ce roBopm 3a CcCTpaTermdara Ha YCTO|7I‘-IVIBOTO pas3suTne
OOMKHOBEHO ce uMMa npeasung ABoMKaTa WMKOHOMMKAa-€KOnorusi, Ho B
noBevyeTo Cliydan He ce no3HaBaT OCHOBHUTE NPUHUWUMNMN Ha eKorlornAata wu
3aKOHOMEPHOCTUTE B pPa3BUTUETO HA E€KOCUCTEMUTE. I'Iopa/:l,m TOBa LWe Ccun
no3Bosid Aa npunoMHA HAKOUM OCHOBHU NOJNIOXKEeHUA OT eBoNnioundatTa Ha
npnpoaHNTE eKOCUCTEMMN.

KOHKpeTHOTO pa3BuTMe Ha BCAKa eKoCMCTeMa Ce Hapuya eKoJloX-
Ka cykuecusa. Ta e npeacrtaBeHa OT cbobuecrtBara, KOUTO ce
CMEHAT edHO C ApYyro B AajeH pavioH. Ekonoxkute cykuecun ce oby-
CNaBAT OT €AHOBPEMEHHOTO AENCTBUE HA BUOTUYHM N abNOTUYHK haKTopu.
HayanHoTto cbobuwecTBO 3aBoloBa AafeH 6uoTon U OoTKpMBa PpoHTa 3a
apyrm opraHnamyn. OBMKHOBEHO TakoBa HadanHoO CboOLLEeCcTBO ce pasBuBa
Ha 4ucT rpyHT. Cykuecumte mMorat ga 6baaTt MHOro CroXHW, Tbil Kato
OTOENHU cTaguum MoraT fa He ce nposiBABaT WM 4YacTUYHO Jda ce
3amecTtBaT. 3aMecTBaHeTO Ha BUAOBETe B cykuecunte ce obycnass oT
M3MEHEHNEeTO Ha OKpbXaBallaTa cpeda, Npu KOeTo ce cb3aBaT ycnosus,
GrnaronpusaTHM 3a ApyrM nonynauun. ToBa npoAbrxaBa [JoToraea,
AO0KaTO He ce CTUrHe OO0 paBHOBecue mexay bnotuyHmute n abnotTnyHuTe
KomnoHeHTn. CtabunusaumaTa Ha ekocuctemaTa Ce Hapuya Knumakc
(ctabnnHo — kKNUMaKcHO cbobLecTBO). KnmMmakcHOTO cbobuiectBo ce
Hamupa B paBHOBeECHE CbC cpefaTa Ha obuTaBaHe.

PasButMeto Ha ekocuctemute O cTabunusaumsa npotmya 6bp30
N MOXe Ja Ce Hape4ye «TaKTuKa» Ha CyKuecuuTe, KOSiTo Ouxme mornm
[a CpaBHMM CbC «CTpaTermata» Ha Abnrata eBonouMsi Ha buocdeparta
npe3 reonoXkKoTo MuHano. o To3nm nNbT «Ce 3acunBa KOHTPOMbT Hag .
dusnyeckata cpega (Mnu xomeocTas CbC cpefarta) B TO3M CMUCHLA, 4e
cuctemaTta JocTura MakcumariHa 3alUTEeHOCT OT pes3knuTe WU3MeHe-
HUA Ha cpepaTa. Pas3ButneTo Ha ekocucTeMuTe € aHanorMyHo B MHO-
ro acnekTm Ha pasBUTMETO Ha OoTAenHust opraHuMsbm» (Ogym, 1975
cTp. 324).

B eBonoumaTta Ha ekocuctemuTe MoraT fa ce oTbenexar cnegHute
OCHOBHWM eTanu: 1) nosiBa M pasBuTMe npean noseye oOT 3,2 Mnpa.
rOAVHMW Ha aHaepobHW XeTepoTpOodHM OpraHuM3mu; 2) nosiBa U MacoBO
pasBuTME Ha aBTOTPOGHN OpPraHM3MmM — e4HOKNEeTbYHN BOAOPACU, KOUTO
nmaTt cnocobHocTTa Ada (poTocMHTe3upaT; Te MOCTaBAT HayanoTo Ha
npeobpasyBaHeTo Ha peayKuMoHHa aTMocdepa B KMCNopoaHa; 3) nosisa u
pasBuUTME Ha MHOrOKMEeTbYHU OpraHn3aMu; 4) Bb3HUKBaAHE Ha 34paBu
ckeneTtn npu 6e3rpbbHaYHUTE; 5) Bb3HMKBaAHE Ha rpbbOHavHMTE; 6) nosea
Ha CyXO3eMHW pacTeHud, nocrnefBaHa OT 3aBOKBaHe Ha cywarta oT
XMBOTHUTE; 7) Wnpoka gudepeHunaums cpeq 6e3rpbOHavyHUTE XUBOTHM; 8)
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nocnefoBaTeniHa NosiBa Ha 3eMHOBOAHMW, pentunun, 6o3anHuumn, ntuum; 9)
nosiBa M pasBuUTME Ha nNokpuTocemeHHuTe pacteHud; 10) nossa Ha
yoBeka. ToBa € CUIHO CXEeMaTU3MPaHWAT XOo4 Ha eBonwuMaTa Ha
ekocuctemuTe. EBonoumaTa Ha opraHMaMuTe U Ha HeopraHM4HaTa cpefa ca
BOAENN HEMPEKbCHATO A0 hopMUpaHe Ha BCE MO-CIIOXKHU ekocucTeMn. Tyk
onpegenswa e ponsta Ha opraHuamute. Ogym (1975) cnpaBennueo
nogyepTaBa, Ye €CTeCTBEHMAT OTOOp € AencTBan KakTo Ha BWMAOBO W
NOABMAOBO paBHWLLE, Taka U Ha MNO-BUCOKM paBHULLA, crieumanHo npu (1) T.
Hap. cBbp3aHa eBonwumsa (KoeBonwumuAa), T. e
B3auMeH OTOOp Ha 3aBUCUMM efHa OT Apyra aBTOTPOMHM U XeTEPOTPOGHM
opraHmamm, M (2) rpynoB oTb6op, wim otbop Ha OUO-LEHOTMYHO
paBHULLIE, KOWTO [OBeXAa [0 3anasBaHe Ha onpegeneHn nonynauuwm,
GnaronpmATHU 3a CbOOLLECTBOTO B LANO.

OTHOCUTENHO  pPaBHOBECHO CbCTOSAHME (MW MO-MPaBUSMHO
OVNHaMWYHO PaBHOBECHOTO CbCTOSIHME) Ha NPUPOAHUTE eKocUcTemu
CbllecTByBa A0 HamecaTa Ha HAKOW pyHOamMeHTaneH aktop, KOUTO
3acqara TpalHo u/unu paspyliaBa XpaHuUTENHUTE Bepurn (nupamugn) B
ekocuctemute. TakmBa akTopu ccaa MPOMEHM B CbCTaBa M
CBOWCTBaTa Ha aTmocepara, HamangBaHe WU yBenuyaBaHe Ha
NapHUKOBUTE ra3oBe, aKTUBEH NPOABbIKUTENEH BYNKaHM3bM, pe3Ku
rmobanHn KNMMaTU4HU NPOMEHU, U3MEHEHUS B KOHUrypauusaTa Ha
KOHTUHEHTUTE N OKEaHUTE, N HA OKEAHCKUTE TeYEeHUs.

B cbBpeMeHHOCTTa OCHOBEH (pakTop Ha BbL3LEWNCTBUE BbBPXY
ekocuctemute (0O6MKHOBEHO OTpuUUATENHO Bb3OEWCTBME) € AeNHOCTTa
Ha 4JoBeka. [lHeC 4OBeKbT Ce e NpeBbpHan B Han-MOLWHUAT dakTop,
KOWNTO OKas3Ba HenpuemMnumBO BIIUSHME BbPXY OKOSIHATa cpepja, KOeTo
nogkonaBsa paBHEBECMETO Ha OCHOBHWUTE €EKOCUCTeMMU, KakTo Ha
KOHTMHEHTUTE, Taka M Ha okeaHuTe. Beye ce ocb3HaBa, 4ye ToBa Lie
Aoseje OO HenonpasBuMKM NOCREeACTBUA 3a XUBOTa BbpXy 3emsaTta, a
cnepoBaTesiHO M 3a CaMOTO YOBEYECTBO.

O1 Hauanoto Ha 70-te rogmHum Ha 20-Tm Bek npobrnemuTte Ha
ekonornaTa u MIKOHOMUYECKOTO pa3BUTME BCE MO-4ECTO 3anoyBaT Aga ce
pasrnexgat KaTto CBbp3aHW B CMOXeH Bb3efl. ETO HAKOM BaxHM
MOMEHTWN OT TOBa HOBO pa3BMTWE HA HAYYHOTO MUCNEHE N NoNMUTUKaTa:

1972 r. — CBeTOBHa KOHbepeHUMS No OKosfHa cpega B CTOKXOMNM.

1983 r. — O6pa3yBaHe Ha Komucusata bpyHtnaHa.

1987 r. — Otuet Ha Komucuata bpyHtnang “HaweTto obuwio
obaeLue”.

1992 r. — NbpBa CeeToBHA KOHGEepeHums Ha OOH B Puo ge
>KaHenpo.

2002 r. — Bropa CBeToBHa KOHepeHLNs 3a OKOMHa cpeaa 1
passuTtue B MoxaHecbypr.
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B 3sHameHuTus goknag Ha Komucmata bpyHtnaHg “Haweto o6uwo
Oboewe” 3a npbB ce mMa3nonsBa TepMumHa “sustainable development”,
KOMNTO € AeknapupaH KaTto NpuHUMN Ha KOHdepeHuusTa B Puo:

‘B [eknapauudata ot Puo — nuwe Mopuc CtpoHr, leHepaneH
cekpeTap - ca BKMAWYEHUM 27 npuHUMNA, CuHTe3upawn rnobanuute
npobnemn Ha 4YoBEYECTBOTO, KOUTO TpsbBa ga ce pellaBaT KakTo B
CBETOBEH, Taka W B perMoHaneH W HauuoHaneH nnaH. BcbuwHocT
AeknapauunsaTta ce gBsiBa KaTO MPOAbIDKEHUE U OOMbfIHEHWE Ha Tasw,
npuveta npe3 1972 r. Ha CTokxonmckata koHdepeHus Ha OOH no
okonHata cpepa. O6aye HenHMAT obOxBaT € paswWuUpeH w
KOHKpeTU3MpaH B CbOTBETCTBME C HacTbnunute npes nammHanute 20
roAuHM npoMeHn B nnaHeTapeH Mawab, KaTo HaW-CbLEeCTBEeHUAT
efneMeHT ce sBsiBa BKIIIOYBAHETO U Ha NOHATMETO ‘pa3zeumue’. ToBa
o3Ha4aBa, Ye caMOTO Ona3BaHe Ha OKOofHaTa cpeja He MOXe da ce
pasrnexpa kato [JgevHocT cama 3a cebe cu, usonupaHa oOT
MKOHOMMYECKOTO pasBuTMe. ToBa ca [ABe B3aMMOCBbP3aHM W
B3aMmMo3aBuCcMMM BenuyumHu. [opu kaTo npeponpegensu daktop 3a
HamecaTa Ha 4oBeKka B OKofHata cpeja we 6bae cbobpaxeHueTto
OOKOSKO nfaHuMpaHa AenHOCT 6K 9 3aMbpcuno unu yBpeauno, KoeTo
KOCBEHO 61 MMarno oTpaxeHue BbpXy YOBELWKOTO 3apaBe. Becmyko ToBa
cnegBa ga ce npedynBa M npes yTBbpXkAaBallaTa ce KOoHuenuusa 3a
ycmoul4yueo pazeumuey.

B MNpuHumn 1 ce nogvepTaBa, Ye «lpuxkata 3a xopata € B
OCHOBaTa Ha ycmou4yugomo pasgumues;

MpuHuun 3: «llpaBoTo Ha pa3BuTme TpsibBa ga ce ocblLiecTBsABaA
No HayuH, KOWTO 3a[0BOSIsIBA CNpaBeASIMBO HYXOWUTE Ha cerawwHuTe u
6baewmTe NOKONEHNS, CBbP3aHN C pa3BUTMETO U OKOMHaTa cpeaay.

TepMmuHbT “sustainable» (paBHoBeceH, cTabuneH, ycTonyus) nasa
OT eKkonorusaTa, KbAeTO PaBHOBECHOTO (CTAabWITHO) CbLCTOSIHME Ha
eKocucTeMmuTe ce o3Ha4vaea kato “sustainable; sustainability”.

Taka npeHeceH OT ekonorusaTa B rnobanHata nonuTuUKa TEPMUHBT
“sustainable development” wu3passBa Mogen Ha M3nNon3BaHe Ha
pecypcuTe, KOUTO MMa 3a uen ga ocurypu notpebHocTuTe Ha YoBeka
npu 3anasBaHe Ha nNpupogHaTa cpefa, Taka vye Te3u Hyxau ga morat
Aa 6boat 3agoBOfieHM He caMO B MOMEHTa, HO B HeonpeeneHo
Oboewe, T.e. AbAronetHa yYCTOMYMBOCT Ha nNpupoaHuTe
eKocuctemMmu u pesepBu. B 1o03n cmmucbn e n kHurata Ha An6bupT lNop -
Earth in the Balance, Houghton Mifflin Co., 2000, p. 176.

OT rnegHa TOYKa Ha ekomnorusTa U Ha TeopusTa Ha eBonwuudaTa
“3ems B 6anaHC” 3Ha4n KOeBONOLMS Ha YoBeka U buocgeparTa.

N3rnexana Beye e OCb3HATO, Ye YOBEK € ecTecTBeHa 4acT oT
6uocdepaTta, npoaykT Ha Guonormdeckata eBOnOUMS U ONUTUTE 3a
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n3BMCABaHETO My kaTo 60r Hag npupogata Moxe Aa uma rnobanHu
paspyLmnTenHU NocnencTBus.

Cnopen Kapn CeirbH () 3anagHaTa (XpUcTUSIHCKA) LmMBunusaums u
3anagHata Hayka MOCTOSIHHO Ca BHyllaBanu, 4e npupogaTta € camo
[EeKop 3a HawaTa UCTOpUSl U Ye e CBETOTATCTBO Aa 00ABUM npupoaaTa
3a cBeweHHa” [2005, c. 174]

bubnusata. NMbpea kHMra Mounceesa. butue, rnaea 1:

“26. N bor kasa: [la cbTBOpUM 4YoBek no Haw o6pas, (u) no Hawe
nogobue; n ga rocnogapysa Hag MopckuTe pubu, n Hag HebecHuTe
nTvumn, (M Hag 3BepoBeTe) U Hag AobuTbka, U Hag usnaTta 3ems, U Hag
BCUYKW raiHX, KOUTO NBbN3AT Mo 3emaTa’.

“27. N cvTBOpM Bor yoBeka no ceow obpas, no boxun obpas ro
CbTBOPU; MBX U XKeHa r'm cbTBOpU.”

“28. U 6narocnaeu rn bor, kato um pede: nnogeTte ce U MHOXeTe
ce, NbliHeTe 3emMsATa U obnaganTte A M rocnogapyBanTe... Hag usanarta
3ems...".

BepoaTtHo 3aToBa 4YoBek xuBee ¢ ybexaeHneTo, 4ye e cBoeobpaseH
“HamecTHMK” Ha bora u e npm3BaH ga rocnoacTea Ha nnaHetaTa. B
Tasn Bpb3Ka € YMEeCTHO Aa NPUNOMHUM WHAMAHCKaTa MbapocT: “He
cMe Hacnedusnu 3emsima om ceoume npeduyu, a cMe s e3enu
Ha3aem om deyama cu”.

Ha Bbpxa Ha XpaHUTENHWUTE NMpaMuau Ha €KOCUCTEMUTE BUHAru
uMa eguH BuA, KOWTO OOMKHOBEHO € XMUWHUMK UK cBoeobpaseH
MoHononucT. Ton MOXe Aa npeamsBMKa Kpusa B ekocucTemaTa, ako
nonynaumaTa My HapacTBa HENpekbCcHaTo. ToOBa HEMPEMEHHO AoBexXaa
0O Kpusa B ekocucTemarta. bnarogapeHune Ha camopraHusauusaTa Ha
XUBOTA €KocucTemata ce CTpPpeMU KbM paBHOBECUE M aKo HaAMa
CTpaHM4YHN BBb3OENCTBUSA, TO T4 noctura 6anaHc. Ouwe noeedve, 4ye B
npupogata HMKOM XuWwHWUK (ocBeH 4oBeka!) He un3TpebBa [Jokpan

xeptBuute cu. Mo npaBuno B €CTCEeCTBEHUTEe €eKOCUCTEeMMU
nonynauyuaTa Ha XepTBMTE ce pasMHoXxaBa Mo-6bp30, OTKOMKOTO
nonynauyusta Ha XuWHUUUTE. EOovHcTBEHO 4YoBeK Hapylwasa

MexaHn3MuUTe Ha ecTecTBeHaTa perynauusa u 3aToBa nNpeau3BUKBa
KpU3Kn B eKOCUCTEMMUTE.

Kato npoaykt Ha 6uonorvyeckata eBonouvs M CcouManHoTo
pasBuUTME YOBEK NO Mpupoda uma CTpeMex KbM MOHOMNONU3bM. ToBa e
XapakTepHoO 3a HerosoTo nosegeHue. Owe B HavanoTo Ha 20 B. B.W.
BepHagckuin otbenasBa, 4e 4YOBEK € CTaHanm OCHOBEH TeOS0XKU
¢dakTop Ha 3emsATa M HeroBuAT MoHonon e 6esnpeueneHTeH. MNopaan
TOBa €EKOMOXKUTE KpuU3M B UCTOpUATA Ha YOBEYECTBOTO Ca CTaHanu
HensbexHn. MiMa ocHoBaHWe fga cu 3ajaBame BbNpoca fanu XuBeem
BbB BpemMeTo Ha “‘pasymMHMsa 4oBek”, 3awoTo umeto Homo sapiens
narnexga Henoaxoaswo, Korato ro OTHeCeM KbM AenaTa YOBELUKM.
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FocnogcTBawarta pond Ha 4voBeka Ha 3emdATa ce odvepTaBa B
HayanoTO Ha naneonuTa, Korato TOM OTKPMBA OrbH4, NbKa U cTpenaTta.
N3paboTBaHeTo Ha oOpbaMs Ha Tpyda M Ha OpPbXMA 3a JOByBaHe
©e3cnopHO JonpuHacAT 3a pas3BUTME Ha MoO3bKa (MHTenekTa) Ha
yoBeka, 6e3 fa NoBNUAAT CbLLECTBEHO BbPXY Pa3BUTMETO HA HEroBus
pasym. 3awoTo WHTENeKTbT crnopen Benukus Makc BopH npasu
pasnuka mMexay Bb3MOXHO M HEBB3MOXHO, AOKATO pa3yMbT onpegens
KOe € CMUCNEHO U koe e be3dcMmucrneHo. “[laxe Bb3MOXHOTO MOXe Aa
6bae 6escmucneHo” (bopH, 1981). TpeBOXHO € CbLO, Y€ YOBEK Ce
onuTBa Aa NPOHWKHE B MeXaHu3Mu, YyTBbpAEeHU OT eBofouuaTa npean
Munuapan roguHu (Hanpumep reHHoOWHxeHepHUTe onuTun). “NMBbTAT KbM
aja e BuHarM nocnaH ¢ gobpu HamepeHus”, HO “4yoBbpKkaHeTo” B
reHnte TpsaAbBa Oa cTaBa noBevye OT BHMMATENHO, 3alOTO HWKOW He
MOXe Aa npeaBuau nocneacTeusaTa.

EnoHa ot Han-ronemuTe Kpuamn B paHHaTa UCTOPUS HA YOBEYECTBOTO
npean 12-10 ka, T.e HeNnocpeacCTBEHO Masiko npean HadanoTo HOo
xonoueHa (HeOnMTHa Kpu3a) e CBbp3aHa C MacoOBO M3CMYaHe Ha ropwu
3a paswmupsBaHe Ha obpaboTBaeMu NaoLun.

Mpe3 uenua naneonuT YOBEKbT € TUMU4YeH noeeu. Hactbnunata
Kpu3a B Kpad Ha naneonuTta, KOATO Ce 3acunea npe3 HeonuTta,
NPUYMHHABA MaCOBO M3MUPAHE Ha TrofleMUTe KOMUTHM GO3amHuMuUM M
ocobeHo Ha xobo0THMTE (MamMyTu), BCNeACTBME Ha TAXHaTa
cneumanusaumsa KbM rMraHTM3bM. ToBa foBexaa A0 Aocta 6bp3o
n3yesBaHHe Ha TexXHWTe nonynauMm u C TOoBa MNPUYMHSABA OrPOMHMU
3aTpyaHeHUsa npu u3xpaHBaHe Ha 4oBeka. YoBeuyecTBOTO € 6uno
n3npaBseHo npen rnag w pgerpagaunsa. CunHo HamansBa obuwata
YMCNEHOCT Ha YOBELWKUTE Mnonynaummn, a HAKOW foKanHW nonynaumm
n3mupar.

Moxe ©u ToBa € eAnH OT MankoTo MOMEHTM OT eBonouMsTa Ha
yoBeka, KoraTo npegcraButTenute Ha Homo sapiens, OTKpuBaT HOBWU
XOPU30OHTM — B Cfyyasl 3a uM3xpaHBaHe, NbpPBO 4Ype3 3emegenue, a
Manko No-KkbCHO W 4ype3 oJoMollaBaHe Ha AVBMU XWBOTHU U pasBuUTue
Ha ckoToBbACTBOTO. C TOBa TE€ MNPOMEHSAT CBOETO MOBeAeHue,
paswupsaBaT CBOATa HMWa W nonarat Ha4vanoto Ha efHa HoBa
UMBMNM3auMs, KOATO [OCTMra OO Hawu AHu. To3nm noBpaT e 6un
onpegensuw, 3a ouensBaHeTO Ha voBeka 0 Hawu gHu. C Hero obGaue
ca CBbp3aHW MNOYTM BCUYKM TPYOAHOCTM, KOWUTO MU3NUTBA [JHEC
4OBEYEeCTBOTO M KOUTO u3gurat Ha npegeH nnaH npuHumMna 3a
YCTONYMBOTO pasBuTHE.

KpusaTta, KOATO cera npexuBsaBa nraHeTata HU U KOATO €
CBbp3aHa rMaBHO C Bb3AEWCTBMETO Ha YOBEKA BbpPXYy €CTEeCTBEHUTE
eKoCMCTeMUN ce noacuneBa OT TeHAeHUMATa KbM rrnobanHo 3atonnsHe.
3a npeogonsBaHe Ha Ta3uM Kpu3nm uma 6e36pon MHOro (B T.4. M
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CMUCMEHMN) MAEMN, HO MMa M YyOHOBATU XPYMBaHMA KaTo ToBa Ha Hoam
Mop (by Noam Mohr), nspaseHo B HeroeaTa cTaTus

“A New Global Warming Strategy: How Environmentalists
are Overlooking Vegetarianism as the Most Effective Tool.
Against Climate Change in Our Lifetimes” (August 2005).

Cnopen Hoam Mop (cpusuk ot Menckusa yHMBepcuTET) OCHOBHA
yacT OT nNapHWKOBUTE Tra3oBe (Hanp. MeTaHa) ce wu3nbyBaT oT
XWBOTHOBBbAHUTE pepmu. AKO NpemMuMHeM KbM BeretapuaHcka guera,
TO TO3M M3TOYHMK HA MeTaH We ce peayuupa 4O MUHMMYM TBbPAM
Mop.

LUle nepudppasnpam eguH tv-npodecop, KONTO Kas3Ba: “4eTa U He
BApBaM Ha ywute cu!”. 3awoTo HaNn-MOWHUAT U3TOYHUK HA MEeTaH ca
3abnateHnte obnactm u ocobeHO rasoBuTe XMApaTU, KOUTO ce
HamupaT nod MoOpcku (okeaHckn) Bogu. OcBeH ToOBa OCHOBHaTa gueTta
Ha 4yoBeka (Meco + pacTUTenHW NPOAYKTWU) € hopMupaHa B ronsimarta
KyXHS Ha npupogaTa B npoueca Ha XunagofneTHa eBonwouus, a He oT
peuenTy Ha AMETONOo3N.

TbN KaTo MeTaHbT € BTOPUAT NO Bb3AEeUCTBME MapHWUKOB ras, TO
crnopeg Hoam Mop n3BogbT € NpocT: Han-4o6pUAT HauMH 3a HamansBaHe
Ha rnobanHoTO 3aTonnsHe e Aa ce HaManu WU envMMUHMPa HambiHO
KOHCymMauusaTa Ha nNpoaykKTM OT XMBOTUHCKM npousxod. [lpocto kato
NPEMMHEM KbM BEreTapuMaHCcKO XpaHeHe LWe HaManMm peLunTenHo
OTOENAHOTO KONMMYecTBO MeTaH M we cnacum 3emata oT rnobanHo
3aTonnsiHe.

HeonutHata peBontouusa gosexaa OO OTAENAHETO Ha 4oBeka oOT
npupogarta - 3a pasnuka oT APYruTe XuBM CbLieCcTBa TOW MU3nusa oOT
eCTeCTBEeHNSA KpbroBpaT Ha BellecTBaTa B npupogata U C OTKpMBaHe
Ha 3emegenuneTo, CKOTOBBACTBOTO, M3MOM3BAHETO Ha pasnuyHu
NONe3HNn M3Konaemu Ccb3gaBa WU3KYCTBEHM TEOXUMUYHU  LUKNK,
BKIIOYBAWKN BbrNeBoaopoauTe, XenesHute okcuaun v Ap. erneMeHTH,
OOCTUrankm 4o U3TOYHULUM Ha ssiApeHa eHeprus.

[daxe npu CbBpeMEHHUTE CU MNOCTUXEHUS YOBEK ocTaBa
Guonornyeckn Bug, 4act oT npupogaTa, Makap 4Ye Cb3HATENHO UMK He
TOM penctea cpewy npupogata. [lo xapaktep u noBefeHne 4oBekK
OHeC He m3rnexpga fa ce pasnuyaBa CbLECTBEHO OT CBOs cbbpat oT
HayanoTo Ha Heonuta. Cnoped HAKOM aBTOpM [Jaxe HerosaTa
“NCUXMYHA KOHCTUTYLIMS U arpecuBHOCT”, opOpMeHU Npes neagHUKoBuUTe
€enoxu, korato Ton ce e bopun cbc cabnesbOuTe TUrpmn, nsnpaean ce
cpewy arpecuBHute cebenogobHu, M e noByBan MamyTu, He ce e
npomeHumnna cbwecteeHo (Moncees, 1996). A BCuMYKO TOBa -—
Xapaktep, noBegeHue, MNCUXUYHA KOHCTUTYUMA W OTHOLIEHWE KbM
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cebenonobHuTe cera e cpen rnaBHUTE TPYAHOCTM B NPEYyCTPOMCTBOTO
Ha oOLWeCcTBEHOTO Chb3HaHME B ernoxaTa Ha rinobanHuTe npobrnemu.

HeonutHata peBonouust gosexga OO0 OTOAensaHeTo Ha 4doBeka oT
npupogaTa, 3a pasfnuvka OT ApyrnTe XMBM CbllecTBa TOW u3nmusa oT
€CTeCcTBEHNA KpbroBpaT Ha BellecTBaTta B npupogaTta M C OTKpUBaHe Ha
3eMefenneTo, CKOTOBBACTBOTO, M3MNOM3BaAHETO Ha pasnuyHM  MOrfe3Hu
N3Konaemmn cb3gaBa N3KYCTBEHW F€OXMMUYHW UMK, 10 TO3N HaumH YoBeK
caM cCb3faBa HOBWM LUUWKIM B KpbroBpaTa Ha BeLLECTBETa, BKIHOYBAMKM
BbrreBogopoanTe, XenesHnte OKCUAM U Ap. €NEMEHTU U CbeOVHEHMS,
OOCTUramkn Ao U3TOYHULM Ha aapeHa eHeprus.

[ocnoAcTBOTO Ha 4YoBeKa Hag OKoNHaTa cpeda B nocnegHute
cToneTus HapacTBa HeumoBepHo. Peauua dunocodumn ogobpsisat
ToBa. Hanp. cnopep ®peHcuc belkbH HalwmTe 3HaAHWA W HaleTo
MorblectBo TpsibBa pfda cnyxat 3a nokopeHue Ha [lpupopgaTta.
CTpemMexbT KbM NOKOpPSIBAHE Ha npupoaaTta ce npespblia B AOKTpUHA
Ha MHOro UMBMNM3aUMM U B KpaWHa CMETKa HW JoBexgar A0 eguH
npefroMeH MOMEHT — rpaHuuaTa Mexay Xxunggonetusta oyepTaxa
OoMacHoOCTTa OT Tas3n AOKTpMHA 3a rocrnofcTBO Hag OKOfHMA cBAT. Ho
NOCTEMNEHHO KaToO Yenun MHO3MHA OCb3HaBaT, Ye ToBa UWle goBede A0
rmbenHn nocnegnumn KakTo 3a caMmms YOBEK, Taka U 3a XxmBaTa npupoga
Ha 3emgaTa.

B HayanoTto Ha 21 B. gencTBMTeniHO 3anoyBame ga pasbupame,
Yye MHOro Helwa OKOoMo Hac umaTt npegenn — camaTta 3emsa e C
onpegeneHn rpaHNYHM BBIMOXHOCTM Ha MHOro OT CBOMTE CUCTEMMU,
KaTo reorpadCcko MNPOCTPaAHCTBO M OCHOBHWU pecypcu. [loBeyeTo OT
pecypcute Ha 3emsaTa ca He camMO C NpefenHu 3anacu, HO M ca
HeBb30OHOBsAeMn. Cnsnata npeacrtaBa 3a HeWsyepnaemocTTa Ha
nonesHnTe wu3konaemu wWe HW goBede [0 katacTpodha. [Hec cme
CBMAETENN HA HEMMOBEPHO MoKayBaHe Ha LeHuUTe Ha HedTa. N3xoabT
He e B YyBenn4yaBaHeTO Ha HeroBus AoOMB, a B HamansiBaHe Ha
HeroBaTa KOHcymauusa. [a He roBopum 3a 0Oe3ymHaTa wuges 3a
Nnpon3BoACTBO Ha GMoropuea, KOMTO ga 3amMecTAT HedTa. Konko Bpeme
TpsibBa pna ce kas3ea, 4ve OuoropuBata ca HoBaTa 3annaxa 3a
ekonorusaTa.

Bce noBeue ce ovyepTaBa HeobxogMmocCcTTa OT MPEYyCTPOMCTBO Ha
CcbBpeMeHHaTa rrnobanHa kKapTMHa KbM YCTOWMYMBO pasBuUTUE Ha
OCHOBaTa Ha HOBM LMBUIIM3ALMOHHM Hayvana u HoBa dunocodusa.
ToBa u3uCKkBa pasBUTME Ha HOBa LEHHOCTHaA cUCTeMa, KOATO Aa
nocTaBu 4YoBeka B CbOTBETCTBME C HOBUTE YCIIOBUS Ha OKONHaTa
cpefa, B YHUCOH C nNpuUpOOHUTE 3aKoHW, C OTnagaHeTo Ha
npeacrtasaTta, Ye Ton e HamecTHMK Ha bora. ToBa manckea u HOBO
Bb3NMTaHUe Ha BCUYKM — OT geuarta go nonutuumte. C ToBa LWle ce
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CNOXW HOB eTan B aHTponoreHesaTta, NogobHO Ha npejwecTBalns
eTan B Ha4yanoTo Ha HeonuTa (Mowncees, 1996).

Bcuyko ToBa He MOXe Oa cTaHe Mo HaCUMCTBEH MbT, TbW KaTo Ha
3emMaTa MMa OrpoMHW KomnunyecTBa AOPEHO OpbXMUe, C KOEeTO MOXe
HanbMHO fa ce u3Tpebu 4YOBEYEeCTBOTO WM [a Ce HaHecaT TEeXKu
nocneacTBMA Ha HawaTa nnaHeTa, KOUTO We 49 BbpHaT B
CbCTOSIHUMETO W OT npeau 3-4 mununappa roanmHu. Hoea rnobanHa
Kpu3a, no nogobme Ha paHHOXomoueHckaTa (paHHOHeonUTHaTa) Lwe
JoBefe 00 YHULOXEHWE Ha UusanoTto 4oBeyecTBOo. “EAMHCTBEHOTO,
KOeTo MOXe jJda HM chnacu, e cTapaTa MedyTa Ha 4Y0BeYyeCTBOTO:
CBETOBEH MUp 1 CBeTOBHa opraHusaunsa” (bopH, 1981, c. 111).

Hdanun e nocTuxum 103U ngean. TpyaHo € ga ce Kaxe, HO ako ToBa
He MOXe [a ce MOCTUrHe, To ToraBa NeKoTo nagaHe (MnNu nageHue?)
Ha YoBeKa Le ce NpeBbpHe B CrpomMonsceaHe B Hebutunero.

B agbnrata uctopumsa Ha XumBoTa BbpPXy 3emsTa MmMa MHOXECTBO
npumepn Ha 6Gopba 3a cCblwecTByBaHe, KOATO YecTo ce e
oxecTtoudsaBana go 6opba 3a oxusasaHe. Korato gageH Bug ce 6opu 3a
CBOETO ouensaBaHe, TO Ton rybun cnocobHoCTTa Aa Cce YCbBbpPLUEHCTBA;
TbpCu NbTULLA 3a OueNaABaHe Ypes cneymanusaumm, KONTo 06MKHOBEHO
ca HenepcnekTMBHa cTpaTerus.

BrnecTaw, npumep 3a ToBa ca OuMHO3aBpuTe — e[Ha uMmnepusa B
XMUBOTUHCKUSA CBAT, KOATO rocnoactBa Ha 3emaTta okono 165 MiH.
roguHun. [uHosaBpute ca Gunm MCTMHCKM BNacTefiMHM Ha nnaHeTaTa,
Taka KakTto cera Homo sapiens e “rocnogap Ha BCUYKM XNBKU TBapn”.

B nocnegHusa eTan OT CBOETO CblUEeCTByBaHe AWHO3aBpUTE BOAAT
HeBeposiTHa Oopba 3a ouensBaHe, HO oOcCTaBaT TpOMaBu u
HEeNnoBPaTNIMBU TUFrAHTU, NOKPUTU C BPOHK, LWMNOBE N BCAKAKBU KOCTHU
n3pactbuu, C ManbK MO3bK, ocTapsna PUM3NONorMs M HenpoMeHeHOo
nosefeHue. AKo manonssame M3pasm OT XapaKTepucTukaTa Ha HAKOW
4YoBEK, TO MOXeM [Ja KaxeMm, Yye noBefeHMeTo Ha AMHO3aBpuTe B Kpas
Ha TAXHOTO CblleCTBYBaHe ce XxapakTepuaumpa ¢ 06e30TroBOpPHOCT,
aporaHTHOCT M rnynocT.

Taka nu we 3aBbpwn 1 Homo sapiens?

Ha Bcu4ykum e m3BecTHa uaedaTta 3a Hoocdeparta — ccpepaTa, B
KOATO rocnoacTtBa pasyma. ToBa 3acera obaye ocTtaBa camo
cepata Ha MeyTUTEe Ha cBeTnNM YymoBe. [1bpBUMAT Yy4YeH, KOMTO
ynotpebsiBa TepmumHa Hocdepa e cpeHckna matematuk u dunocod
Enyapa Jle-Pya npes 1927 r. Ton otbenssBa, 4e e OOWBLN OO Tasu
naesi CbBMECTHO CbC CBOSI NPUATEN — rONEeMUAT PPEHCKM NaneoHTonor
n dwunocod Muep Tenap oe WapaeH noag BnnsHUE Ha nekuunTe Mo
reoxumuns, kouto B. V. BepHaacku e yen B CopboHaTa npes yyebHaTa
1922/23 r. lo-HaTaTbK HaW-3HAYUTENEH MNPUHOC 3a Pas3BUTUETO Ha
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Tasn wunoes wumat BepHagockm n Teunap pe LWapaoeH wn TexHuTe
nocnegosaTtenu.

Kbm kpas Ha 20 B. TepMUHBT “Hoocdepa” BCe MO-4eCcTo ce
namectBa OT TepMMHa “KoeBONOLMA Ha 4voBeka u Buocdeparta”. [lo
CBOSI OCHOBEH CMWUCBN ABaTa TepMMHa M3rnexaa CUHOHUMU. Pyckunat
yyeH H.H. Morcees (1996) npennoxun noHATMETO «3noxa Hoocdepbl»
Aa ce OTbXAecTBM C eTana, NO BpeMe Ha KOMTo o6uwecTBOTO U
npupogata 6baaTt cnocobHW pa ocurypaT CbBMeCTHa eBOnuuA
(koeBontouma). ToBa BCbwHOCT TpsibBa pga Oboe uen Ha
CbBpeMeHHaTa uMBunmM3aumsa B Han-WmMpoKk CMMUCbN Ha Tasn gyma.

3a peanusaumsa Ha KOeBOnUMATA Ha npupoaaTa M obLWECTBOTO
ca HeobxoOuMMM YCUIUA Ha BCUYKKU: MONUTULM U YYEHU OT BCUYKM
HanpaBneHne Ha 4YOBELWKOTO 3HaHuMe. TpsibBa ga ce ocBoboaum OT
MHOMO M3MNULHU N HESAICHMU KOHUENuUuu, KaTo aHBanpomeHTannama u ga
BHUKHEM B CbLLHOCTHUTE npobrnemu Ha ekonoruaTa. e cu no3sonsg ga
nepugpasmpam egHa Mucbn Ha [koH [puwam oOT HeroBaTa KHUra
“Bepcusa lMenukaH”. NpoCTO MW CTaBa NoOwWO, KaTo CUM MNOMMUCASA, 4ve
HAKOMKO HeaHgepTanuu we paspaborBaTr HoOBa eKonornvecka
nonuTuka.

YoBeyecTBOTO TpsAbBa Oa NOMNOXW ycunua 3a ga ce BKIYM B
ecTecTBeHUTe OMOXMMWYHM LMKNKM Ha Ouocdeparta, a He Aa cb3gasa
CbTPEeCEHNs1 cpef XMBWUS CBAT. 3alloTO, KOraTo B CbBPEMHHMSI CBAT ce
roBopu 3a AuBa npupoda, TOBa Wu3rnexga Hau-TOYHO CbOTBETCTBA Ha
npuvpogaTta Ha 4YoBeka No OTHOLLUEeHMEe Ha cobCTBeHaTa ntonka — nnaHeTaTa
3ems.

Mo npupoga CcbM ONTUMWUCT, a KaTo cneunmanuct, no3HasaLy,
cTpoexa, ANHaMukata n Uctopuata Ha 3emaTa He CbM MPUBDBPXKEHUK
Ha KaTacTpodanHua Tun mucrneHe. He gonyckam, 4e YOBEYECTBOTO Lie
Ce YHULLOXM 4Ype3 SAPEeHM OpbXus, Makap 4e Te ca efHa peanHa
3annaxa. [onamaTta rno6anHa 3anfaxa 33  4YOBEYeCTBOTO €
HapylulaBaHeTO Ha paBHOBECMETO B npupogarta, rnobanHoTto
3aTtonngHe, YHWUWOXaBaHe Ha eCcTeCTBEEeHWTe eKOCUCTEMU H
3aMbpcABAHETO Ha Bb3Adyxa, KOMTO MoratT ga gosegaT OO pearnHa u
rmbenHa rnobanHa katacTpoda, cbmamepuma C¢ mMacoBaTta rmben Ha
OVWHO3aBpUTE M MHOIO APYru rpynu XXMBOTHM B Kpas Ha Me3030McKaTa
epa. CnoMmeHaBaM n34ye3BaHETO Ha OMHO3aBpUTE BeYe HAKOMKO MbTw,
3all0TO TAXHATa MUCTOpUA € cpen Hanm-ApkuTe npumMepu 3a MacoBO
n3MupaHe B reornioxkara UCTopums.

N kon ctux Ha noerta J1. JleByeB (“3Be3gonbT’) Aa B3eMeM:

“MNo3BoneTte Mu ga Obaa ThXKeH.

Kbae ca Hebecata, nbnHM € NTUUN?

Kboe ca rmacoBseTe Ha wypuute?

Kbae e ckbnoueHHaTa TpeBa?”
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Plenary Report

Unwn:

“A3 cbM Be3HagexaHoO 3apaseH
Ot nereHgaTta 3a yTpelwHusa gen?”

CbvBpemMeHHaTa 3ema npunmya Ha npeTtoBapeH Hoes koBuyer. Ts
MOXe Aa Cce ONpuMYM N Ha KocMU4eckn kopab, KoMTo e Ha cTtapT. e
M3neTu nu KopabbT KbM APYrM CBETOBE UMK LWe ce pa3bue Ha cTapTa?
ToBa 3aBUCKU OT pa3dyma Ha YoBeKa.

Bcuukn Ttpsbea ga ocb3HaeMm, 4e 6baeweTo Ha 3emaATa, BbpXy
KOATO € Bb3HWKHAmN XWBOTa M BbPXY KOATO XuBeem, Tpabea gbnbGoko
Aa HW BbIHyBa, Aa e 6nmM3ka A0 HaweTo Cbpue M O Hawusg pasym,
3awoTo HenHaTta cbaba e u Hawa cbaba.

Be3nopHo 3HaHMATa 3a Hawarta guMHaMuM4yHa nnaHeTa, 3a cBeTa
OKONO Hac M HeroBaTa Abfra, yaAuMBUTENHa W NpeBpaTHa uCTopuS,
KakTo U MbAPOCTTa MNpU npunaraHeTo Ha Te3n 3HaHuA, Morat ga
ocurypaTt gobpa ocHoBa, CTbnunM Bbpxy koaTo moxem OA FMEAOAME
HA MUHANOTO KATO NOYYUTENNEH CNOMEH WU p[OA CE
BrMEXOAME B BbAELWETO C HAOEXOA.

15
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Structural Properties of Functions

K. N. Chimev

Department of Computer Science,Neofit Rilsky South-West
University

Abstract. We will discuss some structural properties of functions of
six variables, with respect to their separable pairs of arguments.

Definition 1 We call graph of the function j{xy,...x.1, 1 = 2, the
graph with vertices the essential variables of f{x;,..,x,) and with edges
the separable pairs of F{xy ., ).

The graph of the function f{xy,..,x,3 wil be denoted by
H{F (g e o ).

With F{n) we denote the set of all function, which depend essentially
exactly on n variables.

With Sep{f} we denote the set of all separable pairs of f.

With F,. we denote the set of all function from the %-valued logic.

Theorem 1  If the function fixy,..,¥;} €Finl, n =2, then the
graph H{f{xy...,%, ) is connected and the distance between any two of its
vertices is not greater than 2.

With D{f, x;) we denote the set of all variables x,, j = {, for which
(05 € Sepif).

By the term "order" of the variable x, for the function f, we will
understand the number |2¢F, 5}

Theorem 2 There does not exist any function f, with a graph of the
type shown on fig. 1.

Fig. 1

Theorem 3 If the function f € Fi{&} possesses a variable of order
one, then its graph has the shape of one of the figures 2, ....12.

Theorem 4 |If the function f € Fi{&} has not a variable of order one,
but it has a variable of order two, then its graph has the shape of one of the
figures 13, ...,.27.

17
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Theorem 5 If the function f € Fi{&} has not variables of order one
and two, but it has a variable of order three, then its graph has the shape of
one of the figures 2§ ...,Z8.

Theorem 6 If the function f & Fi{&} has not variables of order one,
two and three, then its graph has the shape of one of the figures 34, ...,42.

Theorem 7 For each = £ {I,3, ...,421, there exists a function with a
graph of the shape shown on fig. m.

We shall note that there does not exist any function of P., with a
graph of the shape shown on fig. 2 .

N D

Fig. 2 Fig. 3 Fig. 4 Fig. 5
Fig. 6 Fig. 7 Fig. 8 Fig. 9
Fig.10 Fig. 11 Fig. 12
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a8 oA

Fig. 13 Fig. 14 Fig. 15
Fig. 16 Fig. 17 Fig. 18
Fig. 19 Fig. 20 Fig. 21
Fig. 22 Fig. 23 Fig. 24
TN =< @
Fig. 25 Fig. 26 Fig. 27
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Fig. 28 Fig. 29

Fig. 31 Fig. 32
Fig. 34 Fig. 35
Fig. 37 Fig. 38
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On the number of functions in a class of -
valued logic

Slavcho Shtrakov

Department of Computer Science,Neofit Rilsky South-West
University, e-mail:shtrakov@swu.bg, URL:http://home.swu.bg/shtrakov/

Given an n-ary k —valued function f, gap(f) denotes the essential
arity gap of f. We obtain an explicit determination of w-ary k valued
functions f with 2« gop(f)=n=k. Our methods yield new
combinatorial results about the number of k —valued functions with given
gap.

Key words: essential variable, identification minor, essential arity gap.
AMS Subject Classification 2001: Primary: 03G25; Secondary: 05E05.

Introduction
Given a function f, the essential variables in f are defined as
variables which occur in f and weigh with the values of that function. The
number of essential variables is an important measure of complexity for
discrete functions.
We shall obtain a few results concerning simplifying of functions by
identification of variables.
The essential arity gap (gap) of Boolen functions are deeply
investigated in [1, 2, 3].
In [4] R. Willard proved that if i = k then gap(f] = 2.

1 Preliminaries

Let k be a natural number with & = 2 and let £ ={0,1, ...k = 1}
be the set (ring) of remainders modulo k. An r-ary &-valued function
(operation) on K is a mapping f: &™ — K for a natural number n, called
the arity of f. The set of the all such functions is denoted by Ff.

Definition 1.1 Let X, = {xy,...x,} be the set of n variables. A
variable x. is called essential in |, or | essentially depends on x,, if there
exist values Gy, ..., & & K, such that

FQRp wr G B Oy 5 o B ] B F (A e Oy B By oo @),
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The set of all essential variables in a function f is denoted by
F==(f) and the number of its essential variables is denoted by
ess(f) = |Ess ().

Let x; and x; be two distinct essential variables in f. We say that the
function g is obtained from f & FZ by the identification of the variable x,
with z, if

8= FRpon Bieg XXy oer %) = F(3 = 27,
Briefly, when g is obtained from f, by identification of the variable x;
with x;, we will write g = f:_; and g is called the identification minor of f
and Min(f] denotes the set of all identification minors of f.
We shall allow formation of identification minors when x; or x; are

not essential in f, also. Such minors of f are called trivial and they do not
belong to M1x:(f). So, if x, does not occur in f, then we define fiep=7F.
Clearly, es2(f;) = es£(f), because x; & Esz(f,—;), even though

it might be essential in f.

Definition 1.2 Let f € P} be an n-ary k-valued function. Then the

essential arity gap (shortly arity gap or gap) of f is defined by
gap(f)i=ess(f)— mas e55(g),
RN

We let ¢ denote the set of all functions in B which essentially
depend on m  variables whose arity gap is p e
Gh. ={f R} | ess(f) =m & gap(f) =p} withm = n.

So, we shall consider the case 2 « k and 7 = &, solving a problem
of M. Couceiro and E. Lehtonen, namely:

For each 1 £ i = |4|, determine explicitly the functions fi1 A% — &
whose arity gap is m ([1], page 6, Problem 1).

We shall assume that 4 = & = [£. The most of the results obtained
in this case might be easily generalized about finite defined and finite valued
functions.

Letm & N, @ = m < k" =1 be an integer. It is well known that for
every k.1t = N, K 2 Z there is an unique finite sequence (¢, w., @, = &7

such that
=1

n=d

m=a, k" + ayk

The last equation is known as the representation of #1 in & —ary
positional numerical system. One briefly writes 1t = @yt w6ty -

Given a variable x and &« € K, x“ is an important function defined

— T [."'t:;“:l

by:
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o = E:L if ax=a
0 if x=a
In this paper we shall use sums of conjunctions (SC) for representation
of functions in . This is the most natural representation of the functions in
finite algebras. It is based on so called operation tables of the functions.
Each function f = 2 can be uniquely represented in SC-form as
follows

Fe=aguf e . i—}ﬂm.ﬁ..'f’- Sl - O - -SSR,

Ir g n LU

with #t = @, ¢, .. &, and @, a, & K, where zr and
operations addition and multiplication modulo & in the ring K.

are the

2 Essential Arity Gap of Functions

First, we study the n-ary k-valued functions whose arity gap is .
Given two natural numbers k% = 3, Lgi denotes the set of all
strings over K = {01, ..., &k — 1} with length # which have at least two equal
letters i.e.
Eqii={a, wa, €K™ | a,=a;, for some L} =mn, l=}}

Theorem 2.1 Let f £ P, be a function which depends essentially
on all of its n variables and 2 <. w = k. Then f £ GE, if and only if it can be
represented as follows

z" |I-? i~
- <-; Cpn ....J.“ o & At ey
[.'? ity BE e 1 ] e [Fr vali B BT 1 ]’

qy

where r—ﬁq_ £, and at least two among the coefficients
fagdU{a, | =81 B & .8y € Eql), are distinct.

Corollary 2.1 If FE&E, and ZE=nz=k, then
ey, e, = F(0,..90) forall @y .., € EqF.

Theorem 2.2 [f2 %= w1 %= & then

|Gkl = .

Lemma 2.1 Let f = Bl be a k-valued function. If x; & Ezs(f,_.),
tww an and L& {nv} then f., =g..., where g=f.; for any
arbitrary j, } € {1 ..u}, | =1
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Lemma 2.2 Let f € B} be a k-valued function. If x, & Ess(f,_..
for some 1i.% = 1, then fi—, = §. -, where g = f,.:_f for any arbitrary j,
Jefl..n} J=v

Lemma 2.3 Let f £ FJ be a function depending essentially on all
of its n variables and 1 = f % L= n. If for each pair (¢,.ct;) € K* with
= 0, there exists yEK such that
FOXr er Xp g s O Xy wonr Xpg Epp g e B J = F then
XM} S Eos(fiey).

Theorem 2.3 Let f be a k-valued function which depends
essentially on the all of its n variables and > = i # n = k. Then f & @, if
and only if there exist n — p variables *; TSI € X, such that

FRpmnnn) = Ry vy, ) S' 8y aln-;aln-;nu---al'n);
(2)

where  depends essentially on all of its = — @ variables and g £ &F,.

Theorem 2.4 [fZ « @« n = k, then

65l = K Y — KL ERy (-1 g KT
The functions depending essentially on three variables which have
essential arity gap 2 are special in sense that almost all of the results
proved for @ = Z or 1 = ¥ are not satisfied here. In [4] it is shown that all
functions with non-trivial (distinct from 1) arity gap belong to the class of
functions GF, when n = k. This class is deeply investigated and it is proved
that it consists of totally symmetric functions.
The class ¢F, when n % k is quite interesting, also. We shall pay
attention to this case, starting with description of the class G.

Example 2.1
To describe the functions from G3; we need the following auxeliary
functions.

F(x, :ﬁ.':):=éi-';,‘- ﬁ.‘fs«':‘ﬂ ¥ (x,, 9.':::=5-3' a.‘f:ﬁ.'f,";“(ﬁ;l, X, 1= ¢3- £ 9.3
= L=

Now, we might prove that f € E?,a, if and only if f can be represented in
one of the following special forms:
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F=@ o’ [ahs ey w2) @ bl (ry,0) @ wefou® (0, 00)] @ (s 1),

P

F =;€'_3[';_ ﬂ:lc:['f‘-ﬂ. xh @ xlut (g, ng) @ about (g, x5)] S pg (xg,%5,%5),

F =;€'_3[';_ ay [xlock @ xhow'™ (xg,xp) @ xdou™ (xy, %9)] B oa (K2, %),

"

F =§'_3|;_ *T::[?‘-; b &l ".?'::-"(?.'5, o) & k. "J'::-"(ﬁ.'a, 2 1] @ g (26X 0,25 ),

I:l"1 I-.

such that at least two among the coefficients nE.__c'-', ay ,nf;_:: are different
and p; are arbitrary functions defined by
B

, P s o B, Bg W
palageng ng) = @ dpergtagfagt
Gomgm EEGs

Proposition 2.1 |G2;| = 192,729 = 139968,

Without any difficulties, excluding the more complex calculations,
we might generalize these results from G2 to G2, for arbitrary k, k = 3.

Proposition 2.2

|2, | = 8.729. kﬂ (kF - k) = 5832.k_ (k¥ —K).

3
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Dual Methods for Solving Variational Inequalities

Stefan M. Stefanov

Department of Informatics, Neofit Rilski South-West University,
Blagoevgrad, BULGARIA

Abstract. In this paper, we consider a variational inequality problem
(VIP) defined by a maximal monotone operator and a feasible region
defined by convex inequality constraints and bounds on the variables. A
Lagrangian primal-dual method for solving this problem is presented and its
convergence is proved.
Key words: variational inequalities, complementarity problems, dual
methods.
AMS Subject Classification (2000). 49J40, 49N15, 65K10, 90C33.

1 Introduction

Variational inequalities arise in different mathematical problems, for
example, in nonlinear optimization; they are connected with operator theory,
especially monotone operators, etc.

Given an operator T, point to set in general, and a closed convex
subset X of ™ The variational inequality problem VIP {T,X) consists in
finding a pair x* € ¥ and g" € T{x"} such that

(g x—x =0 ¥Yx X (1)
where {,,.} denotes the usual inner product of B*.
When T is single-valued, VIP (T, X consists in finding x £ ¥ such
that
Fix™x —x™p =0 ¥r €X,(2)
where T:#™ — F™ and X is a nonempty, closed and convex set in R%.
If the ~constraint set X is the nonnegative orthant
" ={x¥x&R%:xz 0 of F* then the VIP reduces to the complementarity
problem (CP).

Recall that the nonlinear complementarity problem NCP (F) is to

find a point x € E™ such that
el Ptz d &Px=10
where F: 5% — B*.

Variational inequalities have been studied in many works.

The monograph of Kinderlehrer and Stampacchia [11] is a complete
introduction in this topic.

Equivalence of variational inequality problems to unconstrained
optimization problems is studied in [Peng 16].
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Unconstrained optimization reformulations of variational inequality
problems are proposed in [Yamashita, Taji, and Fukushima 27].
Reformulations of variational inequalities are also considered in [Andreani
and Martnez 1].

Newton-type methods for solving variational inequalities are
suggested, e.g., in [Marcotte and Dussault 14], [Qi 17], [Qi and Sun 18],
[Taji, Fukushima, and Ibaraki 26], etc.

A hybrid projection-proximal point algorithm is proposed in [Solodov
and Svaiter 20].

Nesterov and Vial ([15]) introduced a homogeneous analytic center
cutting plane method (HACCPM) which solves monotone VIPs in a conic
setting and pseudopolynomial-time complexity. ACCPM is considered, for
example, in [Sonnevend 22]. An ACCPM for pseudomonotone variational
inequalities and a complexity bound was derived in [Goffin, Marcotte, and
Zhu 10].

An analytic center quadratic cut method for strongly monotone
variational inequality problems is suggested in [Luthi and Bueler 12].

Conditions ensuring applicability of cutting plane methods for solving
variational inequalities are derived in [Crouzeix, Marcotte, and Zhu 5].
Solution of variational inequality problems by using cutting plane methods is
considered in [Stefanov 25].

Descent methods for asymmetric variational inequality problems are
suggested in [Fukushima 8].

Characterization of strong regularity for variational inequalities over
polyhedral sets is considered in [Dontchev and Rockafellar 6].

Complementarity problems are considered, e.g., in [Facchinei and
Kanzow 7], [Gabriel and Moré 9], [Mangasarian and Solodov 13], [Solodov
and Svaiter 21], etc.

The VIP and the CP can be reformulated as equivalent
unconstrained optimization problems by using the I —gap function (for the
VIP) and the implicit Lagrangian (for the CP). The implicit Lagrangian was
proposed by Mangasarian and Solodov ([13]) for the CP, and Peng ([16])
extended the implicit Lagrangian approach to the VIP and showed that the
implicit Lagrangian can be expressed as the difference of two regularized
gap functions proposed by Fukushima ([8]). Yamashita, Taji and Fukushima
([26]) extended the results of Peng and studied properties of the I} —gap

P L EREY PN .
function ggatx} = Jetx) — fzix) where @ and § are arbitrary parameters
with @ =a >0 and f, is the following regularized gap function
.‘d"" 4 on . PR n ; n Ao R} A n q
ful®) = mayap () = p) = ferf2) |y =2 1= Pl = v (i — (e f2) | yubin) — %1%,
P LA oy e s I
va(x) = Mzlx—{1feFix)) and I1.¢.1 is the projection operator onto the
constraint set x.
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The implicit Lagrangian is a particular case of the D —gap function
with § = 1 fe.

Consider the box constrained variational inequality problem: find
¥© & ¥ such that {F{x"Lx— x"y = @ ¥x& X, with F:F™ = F™ a continuously
differentiable function and ¥ weramys,
g ERUi{—w]FbeRUu{wla=b If a=0% =, then VIP becomes
the well-known nonlinear complementarity problem (NCP). This VIP is also
called the mixed complementarity problem.

As mentioned at the beginning, variational inequality problems are
connected with the nonlinear/convex programming (complementary
slackness conditions in the Theorem of John, in Karush - Kuhn - Tucker
(KKT) theorem), complementarity problems, etc.

For example, the differential version of KKT theorem for problem
minfix)
subject to
g:tk"}ﬂﬂ,!*’éfﬁ .::t.}f':l:ﬂ,.:::':f:! .::Uf":l= ':[,.:"Efal rf':ﬁ ':[,..J': E_.{-L.
where f; UL Ul =F={1, ..m}}; @] ={1, ...,n} can be formulated as
follows.

Let f and g, be differentiable convex functions, I, be affine functions
and Slater's constraint qualification be satisfied. A necessary and sufficient
condition for x* to be an optimal solution to the convex program is that there
exists A" € A ={A = Ay e dpy 1A, = 08 €] U5} Such that

LS I AN = fE ]y L7 QA (x" A = 0, L€l Uy
8Lf Bx(x, A7) = 0,7 € I\, L7 A (x", A7) = 0,1 € I5

% 8L B, AT = 0,f € J3 ALOLf A A = 01 €L Ul
X2 0f €] An0ish Ul

where [ is the Lagrangian associated with the convex program.

Third type conditions in the above system are the complementary
slackness conditions.

Convex separable minimization problems subject to bounded
variables are studied, for example, in [23], [24], etc. As mentioned above,
complementary slackness conditions for these problems, which are among
the KKT optimality conditions, are connected with complementarity
problems and variational inequalities.

In this section we also give some notation used in the paper.

Notation.

| 0 zero or zero vector of appropriate dimension
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| %1 the Euclidean norm of x € B*

ylx =9 the inner (scalar) product of x,v & B™
E=Ru {toe} the extended real numbers

R the nonnegative orthant {x £ F*:; x & 0] of B®
A%, the positive orthant {x € B":x = 0} of B®

I the unit matrix of appropriate dimension,

the identity mapping

Yhix) = (8Ff 3xy,.., 0F f 8x, )" | the gradient of F: B* — R at x € R™

Fix} the Jacobian of F: i™ — F™ at x € A"
TRix) = (F{a)T the transposed Jacobian of FiA™ — ™ at
x € R"

(PR
where F{x) = {(Fj {x), v Fix)) and ?ngx:-(.;m::r}f‘) -
-L. 1.1|xn
2 Preliminaries on Monotone Operators and Normal Cones
Recall that a point to set valued map (or multifunction) 4: F* = F*
is an operator which associates with each point x € E* a set (possibly
empty) A&{x)JZ R®. The inverse operator is denoted by
A"y ={x € R™yp € 4{x)] and we have {4™1)"1= 4. The domain and
range of 4 are defined by

%

doma = {x:4{x) = @},
rga = doma™t = {y:3x 1 € 46x)],
When 4 is a single-valued map (that is, a function) we can write
Ay} ={rjorafxi =y

Definition 1 The multivalued mapping F:X = E™, where X is a
nonempty convex subset of %, is said to be:
* monotone on X if for all x,, x, & ¥
fig =wpay = a0 whenever v € Flx e, € Fixh
* strictly monotone on X if for all xy, 32 X, xq & X2
foy —wg %, — ¥ > 0 wherever ©, € Fix, L. € Fiv, )
* strongly monotone with modulus 1 = 0 on X if for all a2 2 X
(W, —vnx—a=mll ap—az 1° whenever v € Fix v € Flxoh
When F is single-valued, the monotonicity property takes the form
(Fix = Fixghary =5 =0 Vapxr, 4
the strict and strong monotonicity cases are modified similarly.
Recall that a matrix 4 is called
* positive semidefinite if ¢, 4xy & 0 for all v £ %
* positive definite if ¢y, 4y = @ for all 3> € B*, 1> = 0; and
* uniformly positive definite with constant i if
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x=valx—-vizEmlyx—-yv|¢ ¥xreRAs
When the mapping F is differentiable, F is
* monotone on X if and only if 7&{x is positive semidefinite for all

* strictly monotone on X if ¥£ix} is positive definite for all ¥ & X;

+ strongly monotone with modulus m on X if and only if ¥F{x7} is
uniformly positive definite with constant .

When the mapping F is affine such that F{x} = 4x+ & with 4 being
an n x 1 matrix and b being an n —vector, there is no difference between
the strict monotonicity and the strong monotonicity of F. More specifically,
matrix 4 is positive definite if and only if F is strongly monotone as well as
strictly monotone. Moreover, 4 is positive semidefinite if and only if F is
monotone. In particular, the identity mapping [ is strictly monotone.

Definition 2 A monotone mapping 7 is said to be maximal if its
graph is not properly contained in the graph of any other monotone
mapping, that is, if

fr—vx—xEe0 Y € doemP Y € Fix") Implies v EFixh

The following properties of maximal monotone operators hold (for

details see, e.g., [Rockafellar and Wets 19, Chapter 12]).

Proposition 1 i) 4=! is maximal monotone if and only if 4 is
maximal monotone.

ii) Let 4,,4. be maximal monotone. Then 4, + 4. is also maximal
monotone if either one of the following conditions is satisfied:

a) intdom 4; 1 dom 4; =@,
b) ri (dom &) ri (dom 4;)k =& where ri 4 denotes the relative
interior of A.

For a nonempty closed convex set X £ R® denote by X. the
recession cone of X. For a closed and proper convex function
FiB° = R U {+wm}, the recession function f.. of f is defined by epi {f..] =
(epi fi.., where epi f = {ix,») & ™ = R:f{x) = } is the epigraph of f.

Recall that a vector f‘é;n-,.]- is said to be a subgradient of (a convex
function) 7 at x if the inequality .

Fix)— Fleg) & (Flaghx — xgh
holds for each x & B™.

The set containing all subgradients of i at the point x is called the
subdifferential of f at x; and is denoted by &@f{xgh If @fixgls &, then fis
said to be subdifferentiable at x, The subdifferential of 7 is defined as the
multivalued mapping &£z x = &£ {x0
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Definition 3 The normal cone operator associated with a closed
convex set X is defined by
Dipp-xyxlvreX], IfxeX
Nyphx) = {;}J otherwise,

We have dom ). = X, and N;ix) = {0} when ¥ =R" or x £int X.

Ny is @ maximal monotone operator on R*. Moreover, N, = 33{, | X}
where #i.|X} is a closed proper convex function (indicator function) defined
as follows

@, ifxeX
x| X)= <{-f-o:-, otherwise.

In terms of ¥, we can rewrite the VIP (1) as the one of finding the zero

of the generalized equation
0 € T(x) + Ny (%), (3)

Problem (3) can be considered as another equivalent primal
formulation of the VIP (1). Problem (3) is also called variational condition
for any set ¥ = B® and any mapping T:% — B™. When X is convex, (3) can
be written equivalently in the form (1) or (2).

s :I'he multivalued mapping F:R* = R™ defined by
Fix) = Tix}+ Nzix) and F{x) = @ when x 2 ¥, is strictly monotone when
T is strictly monotone relative to ¥. Then the solution set has at most one
element.

3 Lagrangian Duality for Box Constrained VIPs

3.1 Introduction. Main Results

It is known that x* is a solution of the VIP (1) if and only if
¥ Eargmniigny —x"mx e XL {4

where g" € Tix"). Consider the case where T is a maximal monotone
mapping from E® into itself, the constraint set X is explicitly defined by
X={xfx)=0i=1..Mm aSx%bf=1..,1n} and
fi:F™ = R U {+w} are closed proper convex functions. Without loss of
generality suppose that at least one . is continuous. Denote
EQE) = D e fi ()T
Let & & ril%, dem £ be an open set.
With the convex optimization problem
minf{{g" x— x"kfilx)} 2 Qi =1...m a;2x;2bf=1.,n}5}
we can associate a Lagrangian defined by L:E™ x Fm#2% — &
Lixipr x*) =
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f{g o= xy+ Dy i+ B eler — )+ uing - bl ifxednd pe R
-2 ify @ R+ (6)
1+|:>:-, otheriiss, '

where g = (i)l & §T7" s the dual variables vector and
= Eﬂfﬂ X'-Ifﬂ -EF'Jr...J‘- = l.. .....'?‘l}.
The dual problem is then

supinflLEx, g x"he € @ i CTLAT)
gl

It is known that €x*, u*} & (B C) = BT*2= js g saddle point of L if and
only if x*{g€ & C) and g~{=0} are optimal solutions to the primal and dual
problem, respectively, with no duality gap, that is, with equal optimal values
of the primal and dual problems.

Theorem 1 Let Slater's constraint qualification be satisfied for the
constraint set X. x~& R® solves (3) if and only if there exists w" € RT™="
such that {x*, #*) solves the problem

(0.0) & Wix®, 1) (B)
where
Wi p) = {{mw) & B® x RPN,
¥ €T+ DB, A, 0f 0 — e+ vw € (—FOX) + Nam () x — & b — ¥)03,(9)
if (xp) € demW={domIn@nIxRT*" 2@, and Wixu)l =9,
otherwise.

Proof. We have

GEgx = K+ GE[ BT C) Y gz = UGN — K7+ GOX| W) e + FOX| C ) gmys =

= g"+ Ng €a7) +Ngfa,
and since & is open then [N .ix™i = {{}. Therefore for the primal and
dual problem we get
@ eg”+ BT, AV 8fidx™r—w + v{10)}
and
Ue ?—F?X'_:l + ‘1":5;?'::'%-}.' ¥ =, b - X'_:l,. :ll}
respectively, where g & T{x"). Since {g",x=x" = I¥xE X then the
optimal value of problem (5) is 0.
Since Slater's constraint qualification is satisfied, that is, there exists
x & Xafiixy« 0t =1,..,m then there exists a KKT vector .. The relations
(10) and (11) are the KKT necessary and sufficient optimality conditions for
problem (5).
Thus g* can be interpreted as the solution of the Lagrangian dual
VIP: Find
EEERTT™ 7€ Gl X Al I X B(x )z {d" p—uy 2 0 Vu€ RTT, (12)
where
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Glu) = {—Fix):x € M)}, 13)
Mgg=s{xeRM0e T+ I8, & dflx) —uw+ v} (14)
Ax) = {x—a} 8] = {b—x}.(15)
The dual problem (12) can also be written as
Qe Tpiu™
where
Tp (1) = {G(u) + Nap(A)} x 4(x) x B(x).
Using (10) and (11), we obtain the primal-dual formulation (8) of VIP
where W {x, &} is defined through (9).
Thus, (3), (8) and (12) are equivalent primal, primal-dual and dual
formulation of VIP (1), respectively.
The following operators
TE== T -+ i-'\'-_:-._' (pl’lmal)
Tep== 1 (primal-dual)
T5== &+ "-I":Ef' (dual)
are associated with these three formulations, respectively.
Denote by X°={T+ N;1"4QL,Z° =W~00), M the set of
solutions to problems (3), (8) and (12), respectively.
From Proposition 1, ii) a) it follows that T; is maximal monotone
when dom T 11 int X & .

Theorem 2 Let T:®%* =R®" be maximal monotone such that
dom{ &ML =@. Then the primal-dual operator W (9) is also maximal
monotone.

Proof. Let

T x {0 x {0} x {0}, ifx €demT
Dixu)= {Q} otherwise,

Eix,p) =
([EFR1 2 0R % [-F() + NapD)] s x—a) x (p =), Ifx€SNCAERT
= Ec}, otherwise,

Then the operator 11" can be decomposed as 1l =D =E. Since T is
maximal monotone, D is also maximal monotone. If we define
h: (P N C) % RT —= R by rix,4) = 12, 4;54x) then
Eix, 1) = 8. ki, A) = {=8300x 40 x{x—a) = {b — &), where § is the upper
subdifferential. (Recall that the upper subdifferential &7(x) is defined by
BFCE) = {£ € R™:f(x) — F(T) = (€, x — D¥x € B*}.)

Therefore E is maximal monotone, whence applying Proposition 1, ii)
a) to operators D and £ yields 147 is maximal monotone.

3.2 Auxiliary Consideration
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Let function ¢ be defined as follows
(-1 4p(r-logr-1), ifEr0
@{E) = gehcn, otherwise, (16)

where + = g = @ are given fixed parameters.
Define for any © € R% . the function d{u,1’) associated with ¢
o (B 0 - w)R o+ p(efloglr ) + ww — ), P ERE,
GRL T = 4 4oa, otherwise, (17}

The following properties of @ hold true, see [Auslender, Teboulle, and
Ben-Tiba 3, 4].
Proposition 2 Let @ be defined by (16). Then
1. ¢ is a differentiable strongly convex function on &.. with modulus

¥ >0
2. U g@'{t1 = —oe,
3. The conjugate of @ is
@ (5) = (v 2)t(s) + gloge(s) —v/f2,
where

o) = (120X — g+ 5 + (¥ — g + 7+ 4] = {p (s
4, dom @ " m B, @ S {={KL
5. (o)) ={w")~%s) is Lipschitz for all s=R& with Lipschitz
constant 1,
6. w* is a strictly convex and increasing function on R.
7. (@™ )5} 1fvforall s €A,
8. fu™ef—1)m ¢ and {w ).(1) = +w= Where {g") . is the recession
function of ¢~
Suppose that following assumptions are satisfied.
Assumptions.
1. T is a maximal monotone operator with @ =2, dom f; an open
subset of int dom T.
2. The solution set of VIP (1) is nonempty and compact.
3. Slater's constraint qualification is satisfied for some x = dom T.
For y = @, & = @ and ¢ (16) consider the multifunction
_ T(x) + Tizg ALY A AQ IR —w v X ERNC
Hix wy) =16, otherwise,

Theorem 3 Let ¢ be defined by (16) and Assumptions 1 - 3 be
satisfied. Then for every y = Q, for every u & BRI, the operator H{.,u,¥) is
maximal monotone on R*™.

Proof. From Proposition 2, 8. it follows that
(0 Nef=11=0 (@ )fll =4, Let v 20 and u >0 be fixed. From
Proposition 2.1 [2] it follows that the function
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oo dﬁf Ed o] s P T
Qi) = f..lf'}’}EEi A ¥ R A)
is closed, proper and convex with dom g —=1z; dom ;i =& Moreover,
_ 0, P ) ecld) = UW5
Gucid) = bz, otherwise,

Since @ =i, dom f, is open, then H =T +dg—u-+w Applying
Assumption 1 (& < int dom T) and Proposition 1, ii) a) yields H is maximal
monotone.

It can be proved that the solution set #=1{{, 4,1 of the generalized
equation @ & Hix, s, 17 is nonempty.

3.3 The Primal-dual Method (PDM)

The primal-dual method is based on solving VIP (1) by solving the
equivalent primal-dual problem (8):

0 & Wix, ) (8
where 14 is defined by (9), assuming that 14* is maximal monotone (for

example, under assumptions of Theorem 2) and Slater's constraint
qualification holds true for x £ dom T.

Consider the following distance-like functional

DGk ), Crow)) = (1/2) 1 =3 12+ dl, ),
where diiw, v} is defined by (17).
Beginning with an initial guess (x% u¥) & B™x R, generate a
sequence {{x* x*)} = % » RUTIn satlsfylng
0 & WEe®, g%} 4 (1790 )% o a DEOER wR0, D, u10), (18]
where yi 2§ = O p* = (A% X o

Theorem 4 Let 1V be the maximal monotone operator defined by (9).
Then
(i) There exists a unique {x*, u*) & B™ x RITT2% gatisfying (18) for all
i Qpil= g,
(ii) If the solution set of problem (8) is nonempty, then the sequence
{{x", 1%} generated by (18) converges to a solution {x*, x*1 € F* = M*.
The proof of Theorem 4 is similar to that of a theorem from [3].
The iterative process (18) can be written as follows
0 € T{xv)+ TR, A 80 — w¥ + ¥ + (¥ — 59, (1)
0 € PO+ 1 A @ A £, woy A0 (T FAED] + Nap{A).(20)
This consideration leads to the so-called primal-dual method.
Let @ be defined by (16), {x¥u¥I€ F®xRTI  and
Fr=yx0vk =L
Generate the sequence {ix"*,&%)} through
@ € H{x* u" Ly ) + (8 — 271, {21)
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b = pf TV A ) F ), t=1, . m e 20.(22)
For fixed =% = &y = @ define the multifunction
Het) = oot + (-
Using this notation, (21) can be written as
0 = Hy{x¥).{21")

Theorem 5 Let ¢ be defined by (16), T be a maximal monotone
mapping and Slater's constraint qualification be satisfied for some x £ dom
T. Then operator H, is maximal monotone and strongly monotone with
modulus 1/, that is,

= x— X E L) X — X 1% W € Hp a0 € By fxT)

Proof. Using definition of & and that Slater's constraint qualification
is satisfied for some x= dom T, we get H=T+&g—w-+v and H is
maximal monotone.

Define By fx)} ={=—] Il x =x*=* |2, By definition of ¥, H, =H +VA,

=

and since ¥R; is strongly monotone then H; is also strongly monotone.

Since the multifunction Hy{x] in (21’) is maximal monotone and
strongly monotone then the existence and uniqueness of the sequence {x*}
in (21) is guaranteed.

Theorem 6 Let T be a maximal monotone operator on R*, 1i* be also
maximal monotone, Slater's constraint qualification hold for x € dom T, and
the solution set of (8) be nonempty. Then the primal-dual sequence
{{x*. ™)}, generated by PDM, converges to a primal-dual solution
Ext ™ IE X0 = M7 of (8), that is, to a solution of VIP (1) and dual problem
(12), respectively.

Proof. Since the sequence {{x* u*1}, generated by PDM, is given
by (18), then Theorem 4 implies that {{x*,4%}} converges to a solution of
problem (8).

4 Extensions and Concluding Remarks

PDM can be modified to solve the standard nonlinear
complementarity problem with

T:R= — g™, single-valued and continuous,

Tix) = (M) o, T )T X = RY

as follows
T r"‘;—?" @Y=k £ /"" 1;—1; +r""+ x‘ —x"‘ 1”’ =0 i=1,. n{23)
# = 5N ) -1 x"u:‘ Y, i =1,m+ n. "‘4,1

Since (24) is a system of equations, it can be solved via a Newton- -type
method.
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Abstract: The subject of this paper is discrete functions of n variables of

the k-valued logic. The number of some special classes of functions is
found. Emphasis is on finding the number of functions that depend
essentially or the subfunctions of which depend essentially on a given
number of variables.

Keywords: Key words: k-valued logic, subfunctions, principle of
inclusion and exclusion, range, essential or fictitious set of variables.

1. INTRODUCTION
Let P,’§ ={f:E} —Ej | E,={0, 1,..., k-1}, k=2 } be the set of all functions

of n variables of the k—valued logic..
The number Rng ( f) of different values which the function f assumes
when its variables are replaced with constants, is called range of f [3].

Obviously, for each function f from P,f, the following holds

1<Rng (f)=| | Jif(@)}| <k

acE}
If P,ﬁ’q is the set of all functions in Pg, whose range is equal to q,

1<g<k, then regarding the cardinality of Pﬁ’q , the following holds [4],

n q
n k- ., k- a=
I+ 4 rg=k" q s=0
rix1, i=1,2,...q

We will call the functions of range equal to 1 constants [2].
The set of all variables of the function f(xl, X9, .0y Xn) will be denoted by

Xe={X], Xo,..., Xp}-
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Every function obtained from f by replacing the variables from N, NcXp,
0<|N|<n, with constants is called a subfunction of f(xy,..., X,;) with respect to

N
N. The notation g—<f (g——=f) means that g is a subfunction of f (with

respect to N) [1].
[5] We say that the function f(x;, x,,..., X,;) depends essentially on M,

McXe , 1<|[M|=m<n or that M is an essential set of variables for the function

f, if there exists a subfunction of f with respect to I\7=Xf\ M, which is not a

constant.

The variables and sets of variables, which are not essential, are called
fictitious.

Let R be a finite set and let P={ pq, p2,..., pn} be a set of properties

which the elements from R can satisfy. Let us denote by
N(p,-1, Pigs-++» p,-S) the number of elements from R that have the properties

p,',l, p,‘2,..., p,’s.
According to the principle of inclusion and exclusion [6], the number N(r)

of the elements in R, which satisfy exactly r properties of P, is given by the
formula:

(2) N(r)= Z( NrCls;, =0,1,
j=r

where Sy=IR, S;= > NP, Py, 1, .

J
1<iy<.<ij<n

2. MAIN RESULTS
Let us denote by Q’,g the set of the functions from P,’§, which satisfy the
characteristic property Q.

Lemma 2.1. The number of functions fe P,l§, for which each subfunction g,

M _
g——=TF, McXg, 1<|M|=m<n, M =X;\ M satisfies the property Q, is equal to

3) Q% I~
Proof: Let M =X;\ M= {x s Xjpeeos fn_m} and (c{, cé,...,c;',_m), =1, 2,...,

k™ be all the possible sets of constants for the variables of M , for
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=Ch_m),

gie PX =1, 2,...,K™™ that satisfy a property Q. In the tabular form of

which we get subfunctions g= f(xj1=c4', sz=c£,..., X;

Jn-m

the function f, it is represented by k"™ parts, where the separate
parts are the subfunctions g;, g;e PX , i=1, 2,..., K"™. Since each sub-
function g, i=1, 2,..., k""", satisfies the property Q and can be picked
among |Q’fn| in number functions, then the number of the different

M
functions f, whose subfunctions g, g——f satisfy the property Q is

equal to [ |Q%, | ¥
.

The number of functions from P,’g, which have a range equal to q,

1<g<k,( property Q), according to formula (1), is equal to |P,I§’q |=|Ql,(7 |.

Corollary 2.1. The number of functions fe P,Ig, for which each subfunction

M

9, g—=f, McXg 1<|[M|=m<n, I\7=Xf\ M, has a range equal to q, 1<q<k, is
- m - q -
k,q nkMM_. ~q k™! KN-m__ q g-s S k™ KN
[1Pm™ 1] =[Cy z W] =[Cy Z(—1) CqS ]
r+ry+. 1=k q s=0
ri>1, i=1,2,...q
m

For g=1, from Corollary 2.1. it foIIoWs that:

Corollary 2.2. The number of functions fe P,ﬁ, for which each subfunction
M _

g, g—=f, McX, 1<|M|=m<n, M =X; \ M is a constant, i.e. has a range

equalto 1, is

((4) K

Therefore, if McX, 1<|M|=m<n, then the number of functions

fe PX | for which each of the m variables of M is fictitious, is equal to

K
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We say that a function from P,’§ satisfies the property p;, i=1, 2,..., n, if
its /" variable is fictitious.

Theorem 2.1. The number of functions from P,’§, which have exactly r
in number fictitious variables, r =0, 1, 2,..., n, is equal to

n . . nf'
(5) NK (0= =)/ Cicikk = 0,1, n.

j=r
Proof: We apply the principle of inclusion and exclusion and formula
(2), and in this particular case we have SO=|P,’§ |= K= C,(,)kkn'o. Taking
into account that j properties out of n possible properties can be cho-
sen in C/ different ways, as well as the fact that the number of func-

tions from P,’§, for which j fixed variables are fictitious (formula 4), is

K, we get S= Y N(p.... pi)= CiK”, j=1,..., n. Adding S,
1Si1<...<i/'§n

and S, j=1,..., n, in S=C} K", j=0, 1,..., n and applying formula (2),

we get that the number N’,f, (r) of the functions from P,’§, which have

exactly r fictitious variables r=0, 1, 2,..., n, is equal
n . . n_'
to Z(—1)J‘err-C,£kk " r=0,1...n.
j=r
.

From Theorem 2.1., for r=0, i.e. when all variables are essential, we
get:
Corollary 2.3. The number of functions from P,‘§, whose all variable are
essential, is equal to:
n ik
DN CHKE
j=0
Since for each function from P,’§ , the sum of its essential and fictitious
variables is equal to n, we have:
Corollary 2.4. The number of the functions from Pk, which have exactly f,

0<t<n essential variables, i.e. n-t fictitious variables, is equal to:
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n .
< K - L ne
N (= N (n-t)= > (-1t CT ek
Jj=n-t
Applying Lemma 2.1. and Corollary 2.4., we get:

Corollary 2.5. If McXg, 1<|[M|=m<n, M =X;\ M, then the number of functions

from Pﬁ , for which each subfunction of f with respect to I\7, has exactly f,

0<t<m, essential variables, is equal to:
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m . . m_ -
[ Z(—1)1_m+tC77_tC,‘—lnkk J ]kn m.

j=m-t
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The maximal subsemigroups of the ideals of the
semigroup of all isotone partial injections
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Abstract. We study the structure of the ideals of the semigroup I3,
of all isotone (order-preserving) partial injections on an n-element set. The
main result is the characterization of the maximal subsemigroups of the

2

ideals of [Q,. Each of the considered ideals has exactly 2% =2 maximal
subsemigroups.

Keywords: finite transformation semigroup, isotone partial
transformations, maximal subsemigroups.
2000 Mathematics Subject Classification: 20M20

1 Introduction

Let X, ={1,2 ..., a} be an n - element set ordered in the usual way.
The monoid FT,, of all partial transformations of X, is a very interesting
object. In this paper we will multiply transformations from the right to the left
and use the corresponding notation for the right to the left composition of
transformations: xizF) = (xa)@, for x < X,,. We say that a transformation
& & PT,, is isotone (order-preserving) if x = y» = xw = ye for all x, from the
domain of .

In the present paper, we study the structure of the semigroup F@,, of
all isotone partial transformations, in particular of the semigroup [{, of all
isotone partial injections of X,, (excluding the identity permutation).

Some semigroups of transformations have been studied since the
sixties. In fact, presentations of the semigroup &, of all isotone
transformations and of the semigroup FQ, of all isotone partial
transformations (excluding the permutation in both cases) were established
by Aizenstat ([1]) in 1962 and by Popova ([11]), respectively, in the same
year. Some years later (1971), Howie ([10]) studied some combinatorial and
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algebraic properties of £, and, in 1992, Gomes and Howie ([9]) established
some more properties of &, namely its rank and idempotent rank. In recent
years it has been studied in different aspects by several authors (for
example [3], [12], [13]). The monoid @, of all isotone partial injections of X,
has been the object of study since 1997 by Fernandes in various papers
([5], [6], [7]). Some basic properties of [{,, in particular, a description of
Green's relations, congruences and a presentation, were obtained in [2].
Ganyushkin and Mazorchuk ([8]) studied some properties of [, as describe
ideals, systems of generators, maximal subsemigroups and maximal
inverse subsemigroups of [&,.

In this paper we consider the semigroup [Q, and its ideals. In
Section 2 we recall the structure of the ideals and Green's relations on I,
In Section 3 we characterize the maximal subsemigroups of the ideals of

[@.. It happens that each of the considered ideals has exactly 2% =2
maximal subsemigroups.

We will try to keep the standard notation. For every partial
transformation « by dem @ and im « we denote the domain and the image
of @, respectively. If « is injective, the number rank = |dom & = |im |
is called the rank of . Clearly, rank «f = min{rank «rank §} and
im F=1m af as well as dom a=dem «f if im e¢=dom F. From the
definition of isotone transformation, it follows that every element g £ I, is
uniquely determined by dom @« and #m « satisfying |dem «| = [Im al.
Moreover, for every 4,8 = X,, of the same cardinality there exists exactly
one isotone transformation & € [@, such that dom =4 and im = E,
denoted by ;. The elements g4, 4 € X, exhaust all idempotents in Q.

2 ldeals and Green's relations
The first proposition characterize the principal ideals on 2,
Proposition 1 [8] Let & € [0,,. Then
1. i0, -amia]=[FEifnplm f=in ).
2. g [0, =[a)={Ff €i0,:dom §F = dom &}
3. [0y w10, = (e ={F €0, rank § = rank af.
Forevery r, 1 £ m =1, we put o= {u € I'9 riunk w = v},
Corollary 1 All two-sided ideals of 13, are principal and form the
following chain:
}:-1 ':.I-:: [ LY e }:.“_:_-1 = .I-:'::'vu
The Green's relations £, R 3 and H on [{, are characterized as
follows:
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glffeima=Iim§
gRi=dom a=dom §
G = rank o« -rank £
H=£LNH,

The semigroup [@, is the union of the J-classes [.,[z,...J;=1, Where
Jua=l@Ei0 rank =) for r=1..,8n-1
It is well known that the ideal I, {r=1,....n —1) of the semigroup [, is
the union of J-classes Py, Ja s fi-
Every principal factor on [Q, is a Rees quotient [./I._q
2 = =n-1) of which we think as J,. U {0} (as it is usually convenient),
where the product of two elements of |, is taken to be zero if it falls into
I_y.
Let us denote by A, the collection of all subsets of X, of cardinality
The ® -, £-and H - classes in |, have the following form:
Rp=ig € ladom e =4}, AS N
Ly:={a€l:im a= B}, BEA.;
Hagrm{egul = Rar Ly, A4, B € by
The [-class, RE-class and F-class, respectively, containing the element
& € [0, will be denoted by L, R, and H, respectively.
Clearly, each R, - class (L, - class), 4 € {i. contains exactly one
idempotent «s ;. Thus if E, is the set of all idempotents in the class J,, then

"
Byl = {0 )

Since the product w§ for all @ /5 £, belongs to the class j, iff
im a=dom &, itis obvious that

Lemma1
o HfA=E
1. LE-'HEL={.& }'f.f"rﬂB.
Gaps FB=C
2. Q'HIEG’CIE.={H:-L ' }'fg'»"'-fi
Proposition 2 [5] /uj=1l. for 1= r=n—1.

3 Maximal subsemigroups of the ideals of 12,

In this section we describe all maximal subsemigroups of the ideals
of the semigroup [2,.. We begin with the following lemma.

Lemma 2 Every maximal subsemigroup in I,. contains the ideal I,._,.
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Proof: Let 5§ be a maximal subsemigroup of .. Assume that [. = ¥,

then according to Proposition 2 it follows that I, =425, i.e. 5=1,, a
contradiction. Thus [. @ 3. Then §11[._, is a proper subsemigroup of [,
since I,_, is an ideal, and hence §u ..y =5 by maximality of 5. This
implies {4 & 3. [

Let us denote by Decii,.) the set of all decompositions £V, ;) of
A ie. Ny UN; =& and Ny, N, = @ where ;I\, = @.

Definition 1 Let iV, N, € Deciy. ) tr=1,....n="1). Then we put

5-.;|'.|r,_,|1|r= - }[.1-_'1 Lt {l.?,;[,gi{'": < .1'1'1-1 orBC .1'1'1:}

Now in our main theorem, we will characterize the maximal
subsemigroups of the ideals of the semigroup [@,,.

Theorem 1 A subsemigroup § of I, is maximal iff there is an
element iy, No) € Deci.) with 5= Sy, -

Proof: Let & = &y, x5 for some (i, 'y € Decisy, ). Then
5= };}-_-1 L {5:'-&5!{"} L .‘1'1'11 or B g .'1'1'1:}.
Therefore, if g;z € 5then 4 € N-and § £ [y, and thus gz 4 € §.

From Lemma 1 it follows that 5 is a semigroup. Really, let &z,
g.p =5, i€ 4, CEN, Or BEDEN, or AN, DN, Then we have
Gupticp =tgp ESforB=Cand gypacp=0&f_, T5forB = (.

Now we will show that § is maximal. Let g-5 € [.\§, i.e. { € }; and
D gN;. Then b & Ny, since ¥ U N; = A and so gy € 5 for all F £ A, and
thus Fp = {app:l® € &) @ 5. Moreover, we have g-p = g-papgp, for all
P e, by Lemma 1. Thus we  obtain the R-class
Re={a-pP e QU {acn] Moreover, ¢ N2 and SO
Le=laptF el 25 Using Lemma 1, we have i F:=J. @5 Uacp).
Thus, we obtain that 5. {mcp}y—1I,.. Therefore, § is a maximal
subsemigroup of the ideal I..

For the converse part let S be a maximal subsemigroup of the ideal
[.. From Lemma 2, we have that j._, = 5. Then §=._, U T, where T = [..

Let azz € 5. Then (1l {m, -}y =I.. Let now P, @ £ .. Suppose that
tpg 5. Then @po €(FW {age)) and a;p = cpgtgsapy. Moreover,
Hpg = Gp a1 5¥s 1 and Wpg — WpANI.E%Eg - This shows that we need dpa
and @z, to generate g ; and ag g, respectively, with elements of 5 Ja; o}
Hence ez 4, %5.q € 3.

Assume that ays 5. Then &y — &y a@4z%5 and by the same
arguments, we obtain that &g ., ¢z € 5.

Further, from &gz =ay404s it follows that ey, €35 But
trg (5 U{ass]) since aggq = &g Gasttng. This contradicts the maximality
of 5 and thus @z €5. Hence if ap; €3 then apz 3 for any 2,9 4,
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Therefore, for [y ={EB:x;5€5} and [, ={4:2,55 5} we have that
5 = 5 .: N g |

‘Y

There are exactly 2%/ =2 maximal subsemigroups of the ideal I,
forr=1,..1n—1.
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On Finding a Particular Class of Combinatorial
Identities
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Abstract: In this paper, a class of combinatorial identities is proved. A
method is used which is based on the following rule: counting elements of a
given set in two ways and making equal the obtained results. This rule is
known as "counting in two ways". The principle of inclusion and exclusion is
used for obtaining a class of (0,1)-matrices.

Keywords: "counting in two ways", (0,1)-matrix, Boolean matrix,
principle of inclusion and exclusion, set

A modification of the method of "counting in two ways" ([1], p.2) is to
obtain a general formula for the number of elements of a set, after that to
consider some of the subsets of this set, and to find elements of these
subsets, on the one hand, by using the general formula, and on the other
hand, by using specific properties of the subsets.

We will demonstrate this method by considering and proving the
following identities:

(1) Z( 1) ( j(n s)" =

p 2 2
@) S ()¢ j( P- S] @p)!
s=0

(p!)?
n-p
(3) > (-1° J( j =0, where n > pk
s=0
p(k-1) kp S k (kp)|
@ <1>( j[ |-
Zo (P
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(P k ko
() Z(_1) (S](n_S) = Z W’ ifn<k

s=0 t+to+..+t,=k
ti>1, i=1,2,.,n

What these identities have in common is the left-hand side that can be
written by the expression:

n-p K
) R(nxk.p) = 2(—1)8@[" Sj

s=0 p

and (1) is obtained with n=k and p=1; (2) with n=2p and k=2; (3) with
n>pk; (4) with n=kp; (5) with p=1.

It remains to give some of the possible combinatorial interpretations of
the expression (6). Boolean (binary, or (0,1)-matrix) is a matrix whose
entries are equal to 0 or 1. We will show that $R(nxk,p) gives the number
of all nxk (composed of n rows and k columns) Boolean matrices, such that
in each column they have exactly p ones, and in each row these matrices
have at least 1 one [2, Lemma 1]. Necessary and sufficient condition for
existence of such matrices is 1<p<n<kp as in the special case when n=kp,
in each row we have exactly 1 one, and when n>kp, such matrices do not
exist, that is, their number is equal to zero (see Proposition 3). Indeed, it is
easy to see that the number r(nxk,p) of all nxk Boolean matrices, that

have exactly p ones in each column, is equal to

n k
() r(nxk,p)={ J .
p

From the set of all nxk Boolean matrices, that have exactly p ones in
each column, we have to remove matrices that have at least one row of
zeroes, and to determine the number of the remaining matrices. We will do
this by using the principle of inclusion and exclusion. Recall this known
principle in the following form:

Inclusion and exclusion principle: Let M be a finite set and let
P={ p4, Po,-.., Pm} be the set of properties that can be possessed by the
elements of M. Denote by N(p,-1, Piy--es p,-s) the number of elements of M

that possess the properties Pis Piys--es Pj- Then the number N(0) of elments

of M that do not possess any of the properties of P is given by the formula:
m

NO=EME D (D5 D NPy, Piyeens P=IMI=D. N(pj)+

s=1 1<ig<..<igE<m j=1
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> Npi,p)- 2 Np,pi,pi)++

1Si1<i23m 1Si1 <i2<i3Sm

(D> X N, Py P (1) NP Posees Pp)-

1<ij<.<ig<m

In particular, in our problem let M be the set of all nxk Boolean matrices
that have in each column exactly p, 1 < p < n ones, and the property p; is

possessed by these matrices belonging to the set M whose i-th row, 1<i<n,
consists of zeroes. Since M cannot contain matrices with more than n-p

rows of zeroes, then N(p,-1, Piyp--es p,-s)=0 when s>n-p. Then obviously

IM|=r(nxk,p), and for each set of properties {p,-1, Piys-s p,-s} we have

N(p,-1, Piy--es p,-s)=r((n—s)><k,p) , $=1, 2,..., n-p.
n

Since s of n properties p4, po,..., P, can be chosen in ( J ways, then
S
n
Y. N, piy- )= r((n—s)xk,p).
1<i;<..<ig<n S

From (7), applying the inclusion and exclusion principle, we get:

n-p n\n-sY (n K
R(nxk,p)=|M|+ Z(—1)S(SJ( j =( j +

s=1 p p

k k
np n\n-s n-p n\n-s
o)) -5l
s=1 S p s=0 S p
quod erat demonstrandum [2, Lemma 1].

.
In order to prove the identities (1) + (5), it remains to prove following
propositions:

Proposition 1. Prove that the number of all quadratic Boolean matrices
with n rows and n columns, having in each row and in each column exactly
1 one, is equal to n!.

Proposition 2. Prove that the number of all Boolean matrices with 2p rows
and two columns, having in each row 1 one and 1 zero and the same

2p)!
(p!)?

number of ones in each column, is equal to
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Proposition 3. Prove that in a Boolean matrix with n rows and k columns,
such that in each column there is exactly p ones and n > kp, there exists at
least one row of zeroes.

Proposition 4. If 3, is the set of all Boolean matrices with n rows and k
columns, such that in each column there is exactly p ones, n=kp and there

kp)!
are no rows of zeroes, prove that | 34| =ﬂ-

k
(ph
Proposition 5. If 3, is the set of all Boolean matrices with n rows and k

columns, n<k, that have in each column exactly 1 one and there are no rows
of zeroes, prove that

k!
15! 1
bty +.+t, =K bl 1!

ti>1, i=1,2....n

1521 =

o =

Proofs of Proposition 4 and identity (4):

Proof. From n=kp it follows that in each row of a matrix of the set J; there
is exactly 1 one and | 34|=R(nxk,p)=R(kpxk,p). Let C, Ce 34 be an ar-
bitrary matrix and the ordered n-tuple (Cq¢, Cat,---s Cnt, ) consists of the
nonzero elements of this matrix. With these elements, we associate num-
bers of their columns, respectively, namely the ordered n-tuple (t4, to,..., t,).
Conversely, with the s-th element t;, we can associate the nonzero element
of row s of matrix C, namely Cst,: If (dq4, dp3, d3q, ds3, dgp, dgp) are the non-

zero elements of matrix D, De 34, k=3, p=2, we associate the ordered 6-
tuple (1, 3, 1, 3, 2, 2) with them. Since Boolean matrices are uniquely de-
termined by their nonzero entries, then the number of matrices of the set J4
is equal to the number of different permutations of (#4, f,,..., t,), that is,

equal to (1,..., 1, 2,..., 2,..., k,..., k), where each number of a column (col-
umns are k in number) is repeated exactly p times, where p is the number of
ones in a column. The number of these permutations with repetitions ([1] -
the number of permutations of length n, composed by s different elements,
repeated q4, qo,..., 5 times, respectively, is given by the expression

n'

m where n= g4+ go*---+ q,) is equal to

! _ (kp)! -
~7 = =34 = R(kpxk,p).
e )k
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The proof is completed.

.
From Proposition 4, with the special case when p=1, (k=2), we obtain
Proposition 1 (Proposition 2).

Proofs of Proposition 5 and identity (5):
Proof. Each Boolean matrix of the set 3, contains k ones - exactly 1 one in
the column and at least 1 one in each row. Therefore | 3, | =R(nxk,1). If C,
Ce 3, is an arbitrary matrix, the ordered k-tuple (0,11, Cr,2:-+» kak) consists
of its nonzero elements, then let {; be the number of ones in the i-th row,
where t;2 1, /=1, 2,..., nand t; +t, + ... + t, =k. With matrix C, we can uni-
quely associate the ordered k-tuple (0,11, Cr,2s++» kak) or the ordered k-tuple

(rq, ro,..., rg). The number of Boolean matrices of J,, that have t; ones in

the i-th row, is equal to the permutations (r4, r»,..., ry), that is, to the number

of permutations of the k-tuple (1,..., 1, 2,..., 2,..., n,..., n), where the number
k!

i, i=1, 2,..., nis repeated t; times. This number is equal to I TANAL and

1. 2.... n

concerning the number of matrices of the set 3, we get

k!
TSR
ti+ty+. 4ty =k bito!.. 1!

tix1, i=1,2,..n

where the sums are taken over all possible expansions of number k into n
nonzero terms.
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Abstract: We present a mathematical model of humoral immune re-
sponse to viral infection. The model is a bilinear system of integro-
differential equations of Boltzmann type. Results of numerical experiments
are presented.
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ations, nonlinear dynamics, virus, humoral immunity.

1.INTRODUCTION

The present paper is devoted to numerical analysis of a recently pro-
posed model related to humoral immune response to viral infection [2]. The
model is a system of partial integro-differential equations. The interacting
individuals (cells and particles) belonging to several interacting populations
are characterized by an internal state variable u that describes their biologi-
cal activity or ability to express their main functions.

The kinetic models describe the dynamics of the statistical distributions
over the microscopic inner state of the populations of interacting individuals.
The distribution density of the population labelled by the index i at time t is
denoted by:

f(t,u), f :[0,0)x[0,1] -> R".
The concentrations of the populations are denoted by:

(1) n(t)=|f(t,u)du, n,:[0,0) > R".

O ey &

After the proper choice of the most important populations involved in
the interactions, one usually tries to describe the time dynamics of their dis-
tribution densities, by including in mathematical equations respective gain,
loss and conservative terms describing possible production and destruction
of individuals as well as change of their activation states.

The humoral immunity is one of the most important acquired mecha-
nisms of the immune system used to fight the foreign pathogens like vi-
ruses, microbes, cancers etc. The humoral response is performed mainly by
antibodies (ABs) which are produced by B lymphocytes. They are able to
destroy free virus particles that invade the organism. The viruses can enter
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the susceptible cells, which produce new virus particles that may leave the
infected cells. The viral particles can destroy some of the host cells [4].

2. DESCRIPTION OF THE MATHEMATICAL MODEL

The interactions between immune system and invading pathogens are
very complicated. In vivo experiments have been of central importance for
understanding the dynamics of pathogens’ populations and of different spe-
cies of immune cells. In addition, since the beginning of the 1990s mathe-
matical models have started to be used in order to describe and predict the
dynamics of an infection and of immune responses, for example in the con-
text of human immunodeficiency virus (HIV) infection [4].

We present a model that is a simplification of a kinetic model describing
the humoral response to virus proposed in [2]. The model is the following bi-
linear system of Boltzmann type integro-differential equations:

@ L (0)=5,(t) - dyn (1) -0 (D] itV

of, 1
(3) a_;(t,u) = p1(§)(1 —u)n, (t)I Vi, (t,v)dv —dyuf,(t,u)
0

+C,(2[ U=V (tv)dv —(1-uYhy(tu)),

0

af 1 1
() 2 (t0) = P JVE(EV)AY — ufy (0) V() i (t,0)
0 0

of 1 1
(5) S ()= P (A-u)[ £ (tv)av [, (tv)dv - d,f,(tu)
0 0

where all parameters are assumed to be nonnegative and p2’ = 2d,,. The
model describes the interactions between the following four populations:

Tab. 1: Virus-humoral immune system dynamics variables.

Variable i Population Activation state u [0,1]
1 Susceptible uninfected cells Not considered
2 Infected cells  Virus replication, destruction of inf. cells
3 Free virus particles Rate of infectivity of susceptible cells
4 Antibodies Destruction of virus,lowering viral activity

The activation state of populations denoted by i € {2,3,4}is assumed to
be a variable u [0,1].
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The state of activity of the population of infected cells denotes the rate
of destruction of the infected cell by virus as well as the rate of replication of
virus particles inside the infected cells. The cells that are infected by cyto-
pathic virus possess higher activation states (i.e. values of u close to 1).
More active infected cells are assumed to produce higher amount of virus
particles.

The state of activity of population i =3 expresses the ability of the virus
to infect susceptible cells. The higher the ability of a virus particle to enter a
cell is, the higher its activation state is.

Additionally, we suppose that the state of activity of antibodies denotes
their ability to destroy virus particles and to lower their activation states.

In the presented model, it is assumed for simplicity that the distribution
function of the population of uninfected cells is independent of their activa-
tion states, i.e.

f(tu)=n,(t), Vvuel[01],t=0.

The first equation (2) of the model describes the evolution of the con-
centration n,(t) of the uninfected cells. The gain term corresponds to the
rate of their generation, while the loss terms describe the rate of their natu-
ral death as well as the rate of their infection by virus particles. The meaning
of the parameters participating in equation (2) is the following:

e The function S,(t) characterizes the production of uninfected

cells;
e d,,- characterizes the natural death of the uninfected cells;

e d,, - characterizes the rate of infection of uninfected cells by virus

particles.
Equation (3) describes the evolution of the distribution density f,(t,u) of

the infected cells. We assume that the state of activity of the newly infected
cells is low. This is the meaning of the factor (7 — u) in the gain term. The
rate of destruction of infected cells by virus particles is assumed to be pro-
portional to the state state of activity of the infected cells. Therefore, the ac-
tivation state of the infected cells is a measure of the cytopathicity of the vi-
rus particles, i.e. of their ability to shorten the life-span of the infected cells.
The replication of the virus inside the host cells leads to raising of the acti-
vation state of the infected cells. This is described by the corresponding
conservative term. The meaning of the parameters included in equation (3)
is as follows:

e p!?)- characterizes the rate of infection of uninfected cells by virus

particles;
e d,,- characterizes the destruction of infected cells by virus parti-
cles;
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e Cc,,- characterizes the steady progress of infected cells towards

increasing activation state due to the replication of virus inside
the infected cells.
Equation (4) describes the evolution of the distribution density £, (t,u) of

the free virus particles. The rate of their reproduction is assumed to be pro-
portional to the activity of the infected cells. Two causes of destruction of vi-
ruses are taken into account in our model: the natural death as well as Kill-
ing of viruses by active antibodies. Moreover, the possible raising of the
activity of the virus particles due to their development as well as possible
lowering of their activation due to the activity of ABs are described in equa-
tion (4) by conservative terms. The meaning of the parameters participating
in equation (4) is the following:

o plJ)- characterizes the replication of virus particles;

e d,,- characterizes the natural death of virus particles;

e d,,- characterizes the destruction of virus particles by ABs.

Equation (5) describes the dynamics of the distribution density f,(t,u) of

the population of antibodies. It is assumed that the activity of the newly pro-
duced ABs is low, which is described by the factor (7 — u) in the gain term.
The rate of generation of ABs is assumed to be proportional to the concen-
trations of the viruses and of ABs. The natural death of ABs is taken into
account. Moreover, equation (5) describes the possibility of raising as well
as of lowering of their activity. The meaning of the respective parameters is
the following:

e p{y) - characterizes the production of ABs;
¢ d,, - characterizes the natural death of ABs.

3. NUMERICAL RESULTS AND DISCUSSIONS

Quantitative results for the model (2)-(5) have been obtained by classi-
cal discretization schemes, see, e.g., [1]. The activation state u was discre-
tized over a suitable set of uniform grid-points. The values of integrals were
approximated by the composite Simpson formula. The resulting system of
ordinary differential equations was solved by the code ode15s from the Mat-
lab ODE suite [3]. The concentrations n,(t) of populations i< {2,3} pre-
sented in Figs. (1)-(2) were computed from the obtained approximate solu-
tions for f(t,u) by using Eq. (1).

System (2)-(5) has to be supplemented by initial conditions. We have
performed numerical experiments with the following initial values and values
of parameters:

n,(0)=1£(0,u)=0, £,(0,u) = 0.1,f,(0,u) = 0.1, Yu €[0,1], S, (t) =1,
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d11 = d33 = d34 = d44 = Pg) = Péj) =1, Cp = 0.15, dzz =0.55.

The choice of the parameters allows us to investigate the ability of the
presented model to describe the essential types of humoral response to vi-
rus. In our future work we plan to address the problem of finding precise pa-
rameter values for system (2)-(5), through comparison of the numerical so-
lution with experimental data.

Here, we have analyzed the role of parameter d,, describing the rate of
infection of uninfected cells. The numerical experiments show, that when
the value of parameter d,, is not very high, the humoral immune response
can be successful in the fight against the infection. This is illustrated by
graphs corresponding to d,,; =1.0 on Figs. (1) and (2) where the dynamics

of the concentrations n,(t) of the infected cells and n,(t) of the virus parti-

cles is shown. In the initial period of the infection the number of infected
cells increases but later the activity of antibodies fight off the virus.

When the value of d,, is high, the humoral immune response is not able
to clean the infection. More susceptible cells become infected. This results
in a higher replication of the virus, which infect new cells. This situation is
observed for example for value d,; =1.15.

0.3

0.251

o2k / d,,=1.15

0.15F

",

///
/
0.1t /
/
0.05 /
k d,,=1.0
of

~0.05 I . . . .
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t
Fig. 1: Dynamics of the infected cells for values d,, =1.0 and d,; =1.15
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Fig. 2: Dynamics of the free viruses for values d,;, =1.0 and d,; =1.15

4. CONCLUSIONS

The presented model has illustrated two typical results of competition
between virus infection and humoral immunity: (i) an successful, sustained
immune response leading to very low levels of viral load and (ii) an ineffec-
tive response of humoral immunity resulting in high levels of viral load.

In our future work we plan to analyze the role of other parameters of the
model, in particular the coefficients describing the change of activity of virus
particles and of antibodies. Moreover, the problem of finding precise pa-
rameter values for system (2)-(5) will be addressed. For this aim the ap-
proximate solution will be compared with experimental data.
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Models for measurement of Bulgarian speech
rhythm

S.R.Vezenkov, E.L. Karashtranova

South-West University “Neofit Rilski”, lvan Mihailov str. 66
e-mail: vezenkov_neuro@abv.bg; helen_k@abv.bg

Abstract. The present research is devoted to finding and analyzing
measurable and significant linguistic, phonologic and phonetic correla-
tions of different emotional statuses in the Bulgarian language with the
help of applied statistics.

The aim of this work is to present the possibilities provided by differ-
ent methods for measurement and classification of certain speech
rhythms in the Bulgarian language.

1. INTRODUCTION

Speech rhythm is a part of the language prosody and fluency and is
significant for pattern recognition and language intelligibility.

The recent language-rhythm studies [6] focus on language classifi-
cation, as they are based on the traditional rhythm types, namely sylla-
ble-, stress- and mora-timed.

Several studies have failed to classify the Bulgarian language in this
traditional language-rhythm typology. [3] In articulation and acoustic
point of view the stress in the Bulgarian language is not centralized, free
and mobile and reveals a clear difference between stressed and un-
stressed syllable types. Additionally, Bulgarian shows vowel reduction in
unstressed syllables and increases with the positional distance from the
stress. [8] The phoneme variants of unstressed syllables have their own
acoustic properties. Two main types of syllables have been described in
the Bulgarian vocal system — open and closed. Tilkov has shown sylla-
ble positioning in relation to the stress syllable (SS) — first forestressed
(FVSS), second forestressed (SVSS), first post-stressed (FASS),
second post-stressed (SASS) syllable etc. [10, 11, 12] The variants of
FVSS were similar to the phonemes, while the other unstressed syl-
lables became closed [a] toward [3], [e] — [i] and [0] — [u]. [5]

Since the syllable is a main carrier of the speech tempo and rhythm,
determination of the nature of the variations of duration of different syl-
lable types (around 15 types in Bulgarian), as well as other acoustic
properties like amplitude (intensity), frequency (pitch), formant structure
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etc. could lighten how emotions and other psycho-physiological states
are encoded in the speech rhythm itself.

Tilkov (1990) has claimed that systematic analyzes of the language
and speech emotiveness is not possible. [10]

To enrich our knowledge in this direction more suitable rhythm mea-
surements should be developed.

Although researchers have measured many speech signal proper-
ties they have failed to identify reliable acoustic characteristics even for
language classes. [6] Ramus et al. (1999) have presented instrumental
measurements based on consonant/vowel segmentation. The model
has suggested that intuitive rhythm types might reflect specific phono-
logical properties, which in turn were signaled by the acoustic/phonetic
properties of speech. [6]

Ramus et al. (1999) uses three measures: %V, AV (standard devia-
tion of the vowel interval) and AC (standard deviation of the consonant
interval). With the exception of %V, which is simply the proportion to
which an utterance is vocalic, the measures all address the variability of
the vocalic and consonantal interval durations within a stretch of speech.
Barry et al. (2009) has shown that all known measures differ in the type
of variability they capture. [1] Barry et al. (2009) have analyzed the PVI
measure, introduced by Grabe and Low (not published). PVI is a Pair-
wise Variability Index that has taken into consideration the sequential
variability by averaging the durational difference between consecutive
vowel or consonantal intervals. [1]

The described above measures have failed to classify clearly the
Bulgarian language. [1] The factors affecting those measures such as
syntactico-lexical structure, speaker selection, style of speech, speech
tempo and so far emotiveness, have not been taken into consideration
and are not suitable for our research.

In the proposed in this article models are suggested other rhythmic
properties as measures — syllable types, variability of intensity, pitch and
formant structure of the syllables. The main aim of the study is to find,
analyze and put in use intuitive rhythm correlates of speech emotive-
ness signaled by the acoustic/phonetic properties of syllable structure of
the Bulgarian language.

A Tilkov’s typology of the syllables in the Bulgarian language is used
[10, 11, 12]. The development of powerful tools in applied statistics al-
lows us to search further possibilities for systematic analysis of acous-
tic/phonetic rhythmic properties of the emotional correlates in the Bulga-
rian speech.
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2. METHOD

The object of observation and analysis is the acoustic signal of
grammatically simple and meaningful sentences, pronounced without
pauses. The speech was recorded with microphone, visualized by the
LocuTour Speech Visualization 1.0 (SpeechLocuTour Multimedia, Inc.,
2004-2007) and Praat 5.0.23 (Boersma&Weenink, 1992-2008). In order
to determine precisely the time course of the syllable structure and the
other acoustic characteristics of the syllables, such as intensity, pitch
and formant structure was used the mentioned above software.

The syllable duration was measured in time-scale with precision of
0,01sec and the intensity (in 0,01 dB) were exported as digital data to
spreadsheets in Excel (MS Excel, 2003) and were further analyzed. In
an observed phrase or sentence the longest syllable duration was taken
as 100% and all other syllable durations were presented as a proportion
(in %). [5, 9]. The same was done with the other acoustic properties of
the syllables — intensity, pitch etc. Proclitics and enclitics were observed
as unstressed syllables in the relevant position. The relative frequency
of the amplitudes in a given syllable were calculated and put into further
statistical analysis in Excel (MS Excel, 2003). The results were shown
as graphics made in Excel (MS Excel, 2003).

3. MODELS

In each suggested model the Tilkov’s syllable typology was used as
rhythm measures: stressed syllables (SS), fore-stressed syllables (VSS)
and post-stressed syllables (ASS) in a relevant position (first, second
etc.) shown in the following table (example: in English “maths”; in Bulga-
rian “ma-Te-ma-Tn-ka”):

Ma Te Ma ™ Ka
SVSS FVSS SS FASS SASS
second First fore- | Stressed First post- | Second
fore- stressed syllable stressed post-
stresses syllable syllable stressed
syllable syllable

In Fig. 1 are shown own empirical data for the durations of different

syllable types.
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Average dorations (in %) of different syllables types
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Fig. 1 Durations of different syllable types in Bulgarian

Vowel reduction in positions after the stressed syllable and a signifi-
cant difference between the durations of stressed and unstressed syl-
lables were empirically proved.

In the suggested model, we use the dependence between the rela-
tive frequency of the amplitude and the amplitude proportion in every
given syllable type (Fig. 2).

W % =S win% == S
o == SS o -0 SS
s == FSS o = Fss

ASS ASS
1% 0%

Amplilude lin %) Amplitude (in %)

Fig. 2 Distribution of the relative amplitude frequencies of every given syl-
lable type in fluent (to left) and dysfluent speech (to right).
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The preliminary results show difference between the distributions of
the relative amplitude frequencies of the chosen syllable types in fluent
and dysfluent speech (cluttering).

Additionally, differences between the relative amplitude frequencies
of different types of speech manner in the same language phrase or
sentence were calculated. Intuitively, this variability of the rhythmic
properties could be a measure of speech emotiveness.

Diffiaranda grctrum of . -
Dilferential spectnan betwern
Wiluent and Welul Wiland W
Wil-wd W W
03 0.6
-= S —- S H
oy —— — 03—
- S8 - SS 1
0 +—— |
® T ass
815 2 o
a1 os
oL
1]
100%
o1
£13 .2
02 03
AmpliLudetin %1 Amplilude (in %)

Fig. 3 Differences between relative amplitude frequencies of different
speech manner in the same syllable sequence. S — syllable; SS — stressed syl-
lables; ASS — post-stressed syllables.

Additionally, we use confidence interval for the average values and
the dispersion of the peaks in differential spectra.

The second model uses the intuitive relationship between the respi-
ratory cycle and the rhythmic properties of the syllable structure accord-
ing to their position in the cycle.

Since the respiratory cycle (neurophysiological factor) is affected by
the emotional state of the speaker, on one hand, and directly influences
the speech onset, on the other, it is important to study and analyze this
dependency.

We suggest the following model for analysis of variations of the de-
scribed above measures of each syllable type in a given respiratory
cycle. For this purpose we range the syllables of the spoken fragment in
the observed cycle.

“Relative” syllable positions in a given respiratory cycle were calcu-
lated as the division of the real syllable position (Pi) to the total number
of syllables in the specific cycle (Nj) (PPi=Pi/Nj). Thus, we adjust the
scale for further comparative analysis.
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In order to calculate the average values of all functions (Syllable du-
rations vs. Relative syllable positions in a given Resp cycle), we use the
method of the moving averages.

Average stressed syllable duration per respiratory cycle

8D (0 %)
120% P
a0%
e Fal /
o . [\ ¥
o YA //
50% -
40% -
30%
w
20% \wa
10%
0% T T T T 1
% 20% 40% al% a0% 100%
RP in %)

Fig. 4 Duration of stressed syllables in given respiratory cycles. SD — syl-
lable duration; RP — respiratory cycle;

In the second model we use ANOVA to analyze the dependences
between the measures and the positions (range) of the syllables in a
given respiratory cycle.

Additional information for the observed linguistic, phonological and
phonetic correlates of the emotiveness in the Bulgarian language could
be obtained by a novel approach of analyzing the dependence meas-
ures between random events, suggested by Dimitrov (2008, not pub-
lished).

Definition 1. The number

0(A,B)=P(ANB)— P(A)P(B)

is called a correlation between the two random events A and B.
Definition 2. Regression coefficient:

r,(A)=P(A|B) - P(A4|B)

4. EMPIRICAL ESTIMATION OF THE DEPENDENCE MEASURES
BETWEEN TWO RANDOM EVENTS

The fact that the dependence measures between random events
are based on their probabilities makes them very attractive, and in the
same time convenient and easy for statistical estimation and practical
use. It is well known that the statistical definition of probability is
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P(A)=k ,/N, where within N independent repetitions of the experiment

the event A has happened &, times.

So all the probabilities included in the definitions of the men-
tioned above dependence measures can be statistically estimated.

Estimation of the correlation between the two random events A
and B:

A k k, k
0(A,B)=—48 4.8
N N N
Estimations of the two regression coefficients:
Kans _Ka ks Kars _Ka Kp
-4 (1--%) —£(1--2)
N N N N

Usually, a lot of complicated procedures for multidimensional sta-
tistical analysis are used in this area. It would be interesting to compare
the results of this new empirical estimation of the dependence measures
between two random events with those estimated with the traditional
approach.

5. CONCLUSIONS

The preliminary results showed that a systematic approach for ob-
servation of the emotiveness and other psycho-physiological factors af-
fecting the speech rhythm is possible. These models might be used for
different diagnostic and therapeutic purposes in the fields of psychology,
speech and language patology etc.
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A Relational Model of Personality Psychological
Tests

Krasimir Yordzhev, Ivelina Peneva, Bogdana Kirilieva-Shivarova
South-West University “Neofit Rilski”, Blagoevgrad, Bulgaria

Abstract: A mathematical description of psychological assessment with
the aid of personality tests is discussed in this article. A relational model of
data, needed to design a computer system for automation of certain
psychological assessments is suggested. The described model could be
used to develop real software — generator of personal psychological tests.

1.GENERAL CONCEPTS AND DEFINITIONS

This piece of writing continues and adds the article [9], accepted for
publishing in the present volume.

Personality tests are those psychological tests, which are purposed for
description and evaluation of the characteristics of conative (behavioral),
emotional and motivation sphere, the interpersonal relations and attitudes of
an individual [14]. It's typical for the Personality questionnaires (in contrast
to Achievement tests or Intelligence tests) where the items are questions or
statements, for which answers the respondent has to independently report
certain information concerning himself, his experience and relations. The
format of the answers to items is also specific — most often they are
described with the help of a finite set of preliminary known answers or
statements. For more details concerning the general concepts in the field of
personal computer testing see [9, 14, 15].

There are different ways to structure, process and store data in a
software product. Data and data links are abstraction of facts and relations
from the real world. Very often this abstraction is rather complex and
requires a special mathematical model for its description — a data model.
The use of one or other model means that in certain information system are
chosen different principles for data structuring or data operation. The most
wide-spread data model nowadays is the relational model [6, 10, 11],
suggested for the first time by E. F. Codd at the beginning of the 1970s of
the last century and described in a set of articles, the first of which is [2].

Let the family of sets D={D,,D,,...,D,} be given, which we will call

domains. Let’'s examine the Cartesian product:
W=D, xD, x--xD, ={<X,X,,...,X, > x, €D, ,D, eD,k=12,...,n}.

(Itis possible for some s and ¢, D, =D, .) Each subset
pcWw
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is called n-ary relation inD. From a practical point of view the finite
relations are of interest, i.e. all possible finite subsets of W and therefore in
the present piece of writing ,relation” will mean finite relation” (besides the
opposite is explicitly emphasized), no matter it is supposed that the sets D, ,

i=1,2,...,m could possibly be infinite (for example infinite sets of real

numbers).
Let's mark with R the set of all n-ary relations formed byn, n=1,2,...

(not definitely different) sets (domains) from the family D .

Let peR and let ' =<r,r),...,r' > be the i-th element of p. 7' is
called the i-th record of the relation p . In this case i is an element index,
not an exponent. The component r; of r' is called value of the j-th

attribute in the i-th record of p. The values of the j-th attributes of all
records of p make the j-th field of p. From the definition of the term field
follows that the elements of j-th field can receive values from one sole

domain D, €D.

In the set R of all relations in D in certain circumstances it is possible to
define various operations — union, intersection, subtraction, complement,
projection, composition, indexing, sorting, etc. Relationships responding to
certain conditions are possible between the separate attributes. Thus R
together with the introduced operations and relationships between attributes
turns into algebra, called relational algebra. Relational algebra is in the base
of relational data model. The systems for managing databases, which have
the relational model in their bases, are also called relational databases.
Basic knowledge in the field of the theory of relational algebras can be
obtained in [3], and for more details see for example [7].

Each relation p € R could be visually presented like a rectangular table

in which the i-th row is the i-th record, and the j -th column is the j -th field
of p. This correspondence is one-to-one, i.e. the so built table completely

determines the relation presented by it. Due to that reason and to help each
user easily understand the main notions of relational algebra, in the most of
software manuals for relational database [5, 6, 12] they talk about and
operate mostly with the notion table as a synonym of the notion relation in
the family of domains, never mind that from a practical point of view there
could be a greater number of table types and not every table could present
concrete relation, i.e. not every type of table could be used in a software for
relational database.

At this moment there is a great number of softwares, by the means of
which is possible to make a relational database management. In that piece
of writing we have decided to make use of the possibilities for programming
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given by C++ algorithmic language in an environment of Borland
Development Studio [1, 5, 12]. Our purpose is to develop software for
automation of psychological assessments and to be more precise —
software for computer administering of personal psychological testing. The
software that we are developing must automatically generate a relational
database, fitted to the specific needs of the research psychologist, which
will be in a great use in his further personal psychological assessments
through computer testing. That software together with some additional
program products (if needed) we will call system — generator of personal
psychological tests.

2. SETS OF VALUES OF PERSONALITY PSYCHOLOGICAL TEST
To create a Personality psychological test the following sets have to be
defined:

2.1. The set Qst is compound of questions or statements, presented for
answer or opinion to the tested individual or group of people from the
research psychologist. The elements of Os¢ are called items.

The presenting order of the items has a significant meaning for the
psychologist, as the sequence of the discussed items has influence to
answers and therefore is important for drawing the final conclusion and test
results interpretation. In this relation arises the need of next set:

2.2.Set Z, =1{1,2,...,m}, where m =|QOst | is the cardinal number of the
elements of set Qst. Between set Z, and set (st exists one-to-one
(bijective) mapping ¢ — Ost x Z, , and the author of the psychological test for

each ¢ge(Qst has to very carefully define the image k=¢@(q) of the
element ¢ in the mapping ¢ . In this case k is a number of the item ¢ and

determines the order of items presentation to the tested individual. As it was
above emphasized, determining the number of each item is important for
the final conclusion and all that is in the competence of the psychologist —
author of the test. In addition the number must be in the interval [1,m] of

natural numbers. In this sense in a database management system, needed
for computer Personality psychological test (Tests generator) development
when deleting an item or inserting a new one between two existing items, an

automatic items renumbering has to be provided. In this sense the field Z

is quite different from the auto increment field envisaged in a number of
database management systems, which serves a primary key. For fields of
that type the above mentioned operations division and item insertion are not

71



Faculty of Mathematics& Natural Science — FMNS 2009

followed by renumbering, even more it's not allowed to make changes in the
primary key value. [5, 12].

2.3. Finite set Ans of possible answers to the items. The most wide-
spread concrete implementations of the set Ans are Ans={"Yes”, “No’},

” o«

Ans ={*Yes”, “| can’'t say.”, “No”}, Ans ={*Definitely Yes”, “Somewhat Yes”,
“Undecided”, “Somewhat No”, “Definitely No”}, Ans={"Always”, “Often”,

” o

“‘Sometimes”, “Never”} etc.

2.4. A set Ctg of psychological categories (Personality characteristics),

which are subject of analysis and evaluation concerning the assessed
individual or group of people with the aid of the items from the setQst and

the concrete answer that is chosen. It is not obligatory for each item to be
related to given psychological category.

We are examining the finite family of subsets of QOst¢

T ={T, < QOst|ceCtg},

with the element g € Ost which belongs to the subset T, , if and only if the
item ¢ has a relation to the category c € Ctg in the correspondent

psychological assessment. Obviously UTL, c QOst and if g € Ost

ceCtg

andq ¢ UZ , then the item ¢ will not effect the entire test and will drop

ceCtg
out.

2.5. We are examining the following family of numeric sets:
{S,|ae Ans}.
We are constructing the set:

Scl =[S, ={<s81:8,..08, >|5,€8,,i=12,....k, k=| Ans|}.
acAns

Obviously the number of all sets of the type S is equal to the cardinal

number of the set Ans. Each element s S, of the setS,, a € Ans from a

practical point of view represents an assessment numerical value of the
psychological categories from the set Ctg on condition that the assessed

person could possibly respond to a random item with an answer or a
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statementa € Ans . Quite often these assessment values are 1 or 0. For
example, if | Ans |=2 and we assume that the assessment value for each

positive answer is equal to 1 and for each negative answer is 0, then we
can easily calculate the total number of positive answers.

Let’'s remind that a binary relation f c A x B s called function,
if for each x € 4 there is no more than one y € B, so that <x,y >e f [3, 4].
The fact that f — Ax B is a function is presented also like that /' : 4 — B
and instead of< x,y >e 1, we write y = f(x) .

For each psychological category ceCtg is defined one function
f.: Ost > Scl with the aid of which the psychologist evaluates the
assessed person regarding the category c € Ctg . Such function is called a
scale for the psychological categoryc e Ctg . It's a common practice the
name of the scale to be exactly the same as the name of the psychological
category. The set of functions {f, |c € Ctg} , composed by all scales for the

examined psychological categories is called a scale for the Personality
psychological test.
What is the assessment of the different items, regarding the

correspondent answers, i.e. how the functions are defined f,: Ost — Scl,
c € Ctg and what is the influence of this to the summary assessment of the

test implementation can be estimated after wide psychological and
statistical investigations [8, 13, 14, 15].

2.6. Let ce Crg and let
m, =min Y u(f.(q)),

qeQ0st
where

H(< X, Xy,e o0y X, >) =mIN(X,, X, ,...,X, ).
In other words m, is the minimum assessment value (minimum score),

which could possibly be obtained in a random testing, related to the
category ceC(Ctg and depending on the correspondent scale

f. :Ost = Scl . Analogously we specify the maximum assessment value

M, =max D v(f.(q)).

qeQOst
where

V(< X),Xy,...,X, >) =max(X;,X,,...,X; ).
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Obviously, m, <M _. We are examining the finite sequence of numbers
m,=b, <b <---<b,_,<b, =M_,. We are separating the interval [b,,b,] to
the subintervals[b,,b,], (b,,b,], (b,,b;], ..., (b, ,,b,]. Let’'s mark with D,
the set of all intervals of that typeA,=[b,,b,] and A, =(b_,,b],
i=23,...,k, corresponding to the category c € Ctg . For each A, e D, we

create text ¢,, i=1,2,...,k, corresponding to the text given by a professional

psychologist about the psychological condition of the assessed person
regarding the psychological category ceCtg, in case that the total

summary (the sum of the values for each item according to the scale f.)
belongs to the interval A, .

The number k& and each of the intervalsA,;, i=12,...,k should be a
result of profound psychological investigations.

k
Let Nc:Uti. For each ceCtg we have functional dependency
i=1

g.:D.— N_ and let
G. = {< ALt >|gc(Ai) :ti’i=1’2""’k}

be the corresponding binary relation, in conformity with this dependency
(graph of the function g, ). The function g_.:D. — N, is called interpretation

of the test, regarding the psychological categoryc € Ctg .
Thus we come to construction of the relation

Np=|JG. < [JD.xN..

ceCtg ceCtg

3. RELATIONS, RELATIONSHIPS AND FILES IN A SOFTWARE -

GENERATOR OF PERSONALITY PSHYCHOLOGICAL TESTS

To create a certain computer Personality test the system-tests
generator makes a lot of files - the database which is needed for the test
implementation and for analysis of the test results. Let's mark with
DBName the name of that set (database) which actually will also be the
name of the test. That name is given in the beginning by the author (the
operator) of computer test. For convenience all files, created by the system-
test generator must have the same name (which was conditionally
named DBName) with a suffix (ending, end) added. We must note that this
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suffix is a part of the name and has not be confused with the file extension,
which most often gives information about the file type.

3.1. The file DBName. Ans is a text file, a linear list containing the set

Ans of all possible answers to various items. For convenience it is good to
write down the number of those answers at the beginning.

3.2. The file DBName _Qst.Db, which contains all information about
the relation ¢ — OstxZ, described in section 2.2. It's convenient to index

this file in ascending order concerning the field Z, , i.e. in ascending order

of the item numbers and this field to be set out visually before the field
Ans .

3.3. The contents of the file DBName Ctg.Db is set out visually like

one-column table (a one field relation, here we skip the needed working
fields) and contains the names of all psychological categories, used in the
test. As we will later use the elements of this relation for operands in
relational operations, it is not expedient to use the more simple structure
linear list (as the one in the file DBName. Ans ), and this will be a file with
special structure according to the concrete system used for database
management (for example Paradox type Data file).

3.4. In file DBName Scl.Db is recorded the data of table (relation)
with & fields, where k =| Ans| is the number of the possible answers of
each item. Each record (row) in this table represents the possible
assessment values according to the scales f,:Qst — Scl, ceCtg. The

number k is taken from the beginning of the file DBName.Ans, and the

remaining elements of the linear list, represented by this file, are used for a
heading (title) of each column at table visualization. The difficulties for the
creation of this file come from the fact that the number of the fields of this
table are not preliminary specified, which is not typical and it is not a
common practice while working with the relational database management
systems [11]. The unspecified number of the fields involves a work with
dynamic data structures and dynamic creation of each field.

3.5. It is convenient the tables DBName Qst, DBName Ctg and
DBName Scl to be set out visually on the same screen, as we will

connect a part of the records in a new relation
DBName Bnd < Ctg xQOstx Scl. This will be realized by the use of a
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button ,Connect” by which we will generate new records in DBName Bnd ,
in accordance with the current records respectively in DBName Qst ,
DBName Ctg w DBName Scl. The content of this new relation is
recorded in the file DBName Bnd.Db. Here the use of dynamic data

structures for dynamic creation of some of the fields is needed again. The
meaning of each record in DBName Bnd is for the category c € Ctg and

for the item ¢ € Ost which assessment (score) is given, if the assessed
person gives the correspondent answer a € Ans according to the scale
f.(g). In this sense for a more clear visualization of DBName Bnd
between the tables DBName Ctg and DBName Bnd is convenient to
implement a relationship of the type Master — Detail, where Master Source
is the table DBName Ctg , and Master Field is the field Ctg .

Since for each c e Ctg the scale f. — OstxScl is a function, then the

system has to watch and produce appropriate messages if in
DBName Bnd we have two records with equal couple of values in
Ctg xQst. From a psychological point of view that means that it is

impermissible for a given psychological category, a certain item to be
assessed by two different ways.

3.6. The implementation of analogical relationship of the type Master —
Detail and between tables DBName Ctg and the next
table DBName _Ntp , created by the system — Generator of personality
psychological tests and recorded in file DBName Ntp.Db is expedient.
The contents of DBName Ntp represents the relation Nfp described in
section 2.6, which is union of the test interpretations of the examined
psychological categories. Each of the interpretations actually represents the
subset of the Cartesian productD, xN_, c € Ctg , where D and N, are the

sets examined in section 2.6 (and there is a functional dependence between
them.
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Signaling Delay in Wireless Networks with Ses-
sion Initiation Protocol over User Datagram Pro-
tocol
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Abstract. An important aspect of VoIP services over the wireless
systems is signaling. Before a user can start a VolP session, the end-user
terminal has to establish the session using signaling protocols, e.g. Session
Initiation Protocol in order to negotiate media parameters. The time interval
to perform the signaling is called the session initiation delay. It can be
affected by the quality of the wireless link, measured in terms of frame error
rate, which can result in retransmissions of packets lost and can lengthen
the session initiation delay. The present paper aims at to give a more
complete and accurate evaluation of the Session Initiation Protocol session
initiation delay.

1.INTRODUCTION

An important aspect of Voice over Internet Protocol (VolP) services over
the wireless systems is signaling. Two different signaling schemes evolved
for VolP services. The first one is H.323, specified by International
Telecommunication Union standardization group (ITU-T), for the
implementation of multimedia services over packet-based networks. The
other one, developed by the Internet Engineering Task Force (IETF), is the
Session Initiation Protocol (SIP). SIP is an application-layer control protocol
that can establish, modify and terminate multimedia sessions or calls.
Unlike H.323, SIP is specifically defined for the Internet.

While VoIP quality has been extensively studied in [7], session setup
time for VoIP has received relatively less attention. The session initiation
delay has a direct impact on the users’ satisfaction. The user is satisfied if
waiting for session setup a maximum of 11seconds and expects to
experience the same even if the technology is new [2].

The wireless networks are highly erroneous due to fading, shadowing,
and even intermittent disconnections, which can result in a frame error rate
(FER) as high as 10 percent [4]. Therefore, the session initiation delay
should be evaluated for wireless networks with experiencing high error
rates. The design of optimal robustness mechanisms in signaling protocols
is an important issue. In [1], the session initiation delay over public Internet
is evaluated for SIP through cascaded queueing nodes and P-K formulas.
Using simulations authors of [3] investigate the SIP session initiation delay
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in the 3GPP context. The session initiation delay is defined [3] as the period
of time between the instant the originator of a session triggers the “initiate
session” command and the instant the initiator receives a message stating
that the other party has been alerted. In an important study [6], the
performance of H.323 is evaluated in terms of average call setup delay,
considering the RLP and the H.323/TCP/RLP stack. In [2], to reduce the
session initiation delay, the implementation of an adaptive retransmission
timer that is adjustable to the SIP transaction as well as appropriate choice
of the protocol stack have been proposed. The mean queuing delays of the
SIP servers and source and destination terminals are investigated using
M/M/1 and M/G/1 queues. The authors also assume the Internet delay for
transmitting the SIP messages that is constant, and equal to 100 ms[2].
However, these assumptions are not realistic in common case. Thus, in the
literature there is no (to the knowledge of the author) study on the SIP
session setup time giving the realistic delay due to high error rates in the
wireless networks. This is the motivation behind this paper.

The present paper aims at to give a more complete and accurate
evaluation of SIP over User Datagram Protocol (UDP) signaling delay in
wireless networks.

2. SIP OVER UDP

SIP is a client-server protocol and defines two basic classes of network
entities: client and server. A client is any network element, such as a PC
with a headset attachment or a SIP phone, which sends SIP requests, and
receives SIP responses. A server is a network element that receives
requests and sends back responses, which accept, reject or redirect the
request. Note that client and server are logical entities. Their roles last only
for the duration of a certain transaction, which means a client might also be
found within the same platform as a server. For example, SIP enables the
use of proxies, which act as both client and servers for the purpose of
making requests on behalf of other clients.

Four different types of servers exist: proxy, user agent server (UAS),
redirect server and registrar. Proxy servers are application-layer routers that
are responsible for receiving a request, determining where to send it based
on knowledge of the location of the user, and then sending it there. To those
other entities, it appears as if the message is coming from the proxy rather
than from some entity hidden behind the proxy. A proxy must implement
both the client and server requirement of one specification. It is also useful
for enforcing policy and for firewall traversal. A UAS is a logical entity that
generates a response to a SIP request and contacts the user. In reality, a
SIP device (such as a SIP-enabled telephone) will function as both a user
agent client (UAC) and as a UAS, which enables SIP to be used for peer-to-
peer communication. A redirect server is a server that accepts SIP requests,
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maps the destination address to a set of one or more addresses, and
returns the new routing information to the originator of the request.
Thereafter, the originator of the request can send a new request to the
address(es) returned by the redirect server. A redirect server does not issue
any SIP requests of its own. A registrar acts as a front end to the location
service for a domain, reading and writing mappings based on the contents
of the REGISTER messages. Then SIP proxy servers, which are
responsible for sending a request to the current host that the callee is
reachable at, will consult this location service. If the user being called
doesn't exist in the registrar, then the proxy will return a 404 Not Found.

Upon reception of the INVITE, the UAS sends its media parameters (
e.g. the endpoint can request certain codecs, sampling rates, or even a
packaging protocol other than RTP, which is very rare) to the UAC using
Session Description Protocol (SDP). Then, the UAC decides on the
proposed media parameters and returns its answer back to the UAS .The
UAC sends a 2000K for reserving resources along the path and receives a
ringing tone together with the 180 response. When the called party decides
to accept the call (i.e., picks up), a 2000K response is sent. The final step is
to confirm the media session with an acknowledgment request ACK. Then,
the media session is established.

The session initiation delay depends on a number of factors. The most
obvious factors are the transmission delay over the wireless network, which
may experience losses, and the queuing and Internet delays. This
transmission delay can be affected by the transport protocols used and their
error recovery strategies. SIP messages can be carried by User Datagram
Protocol (UDP) or Transmission Control Protocol (TCP). UDP is the
widespread SIP transport protocol [5]. When SIP is carried by UDP, the
reliable delivery procedures are ensured by SIP (application layer) and each
end has to acknowledge the data it receives from the other end. But, these
data and acknowledgments can get lost through the wireless network. Each
end handles this by setting a timer when it sends data and, if the data is not
acknowledged when the timer expires, it retransmits the data (stop and wait
mechanism). The SIP timer is an estimate of the Round-Trip Time (RTT)
and its default value is 500ms, but it is recommended to be larger in case of
high latency access links[2]. The queuing delay depends on the load of the
different servers involved in the communication path. The Internet delay
depends on the number and utilization of routers and the type of used
communication channels (links).

Therefore, the average session initiation delay is the cumulative delay
due to the transmission, and the queuing. The session initiation delay is as
follows:

(1) Tsession= Tq+TtUDP
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where Tq is queuing delay in the different servers used to serve SIP
messages, Ttypp varies, reflecting the transport, network and data link
protocols used to convey SIP messages through the network/s. Note that
number of the necessary SIP messages to set up a VolP session using SIP
over UDP is M=5 (tabl. 1).

The present paper discuses only the transmissions delay of SIP over
UDP in wireless networks.

3. TRANSMISSION DELAY FOR SIP OVER UDP

User Datagram Protocol (UDP) is unreliable transport protocol. In order
to ensure the reliable delivery of the SIP requests and responses (involved
in the various transactions), retransmission mechanism is needed at the
user agent client and the user agent server.

p
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Fig. 1

As mentioned above the both UAC and UAS send a datagrame
containing a SIP message and wait for receiving the corresponding
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acknowledgment. If retransmission timer expired, UAC or UAS sends again
the same datagrame. Let N be the maximum number of retransmissions (for
SIP, it is fixed to N= 7) before to fail. It is interesting to investigate can
implementation of the simplest “stop and wait” retransmission mechanism
satisfy users of SIP- based VolP wireless networks.

Let p be the probability of a frame being erroneous in the air link.
Therefore, (1- p) is the probability of a datagrame not being in error in the
radio link (fig. 1) and:

(2) P{success}=1-p"
(3) P{fail}=p"

(4) P{k™ attempt of retransmission} = (1-p).p*”

Note, k" attempt of retransmission is preceded by (k-1) times of
retransmission timer expired or (k-1) realized timeouts. Therefore, the
average delay due to timeouts- Toutpeiay (Preceded successful transmission
of an UDP datagram) is as follows:

l—p N-1
(®) Touty,,, =—NTkaK;O <p<l
l-p k=0

The formula (5) can be expressed as follows. From mathematics the

power sum when |p|<1 is:

n l—p
(6) pt =
Z‘) l-p

The following equation is received by differentiation of this well-known
formula (6). It is differentiable when |p|<1.

(7) ik'pkq _ [1 —-p ]

l-p

n—1

The following equations are received by multiplying with p both sides of

(7):
® Yk :(1_]9“ j

9) " kp* (l_pnﬂ)'(I_P)—(I—Pnﬂxl—p)':n.p”+2—(n+1),p”+1+p
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Therefore, the average delay Typp; for the successful transmission of
the i" UDP datagram is as follows:

(N-D.p"" =Np" +p
(1-pli-p")

This equation (11) is a result of substitute (5) and (6) for Toutpeisy. The
maximum number of retransmissions for SIP is N=7.

As mentioned above the retransmission timer- T should not be too
short, otherwise the packet is transmitted while a response is on the way to
be received, and it should not be too long to avoid increasing the session
setup unnecessarily if a loss occurs, i. e:

(11) T=RTT=2.Deye + Delayqueding »

where Dqy. - the end-to-end network delay.

The delay for a successful transaction is the average delay for
successfully transmitting an UDP datagram containing a SIP message and
successfully receiving the corresponding acknowledgment. This is because
the sender knows that its sent packet has successfully been received when
it receives an acknowledgment. For instance, UAC knows that its sent
packet- INVITE has successfully been received when it receives 183
response. The session setup consists of the successful completion of the
client-side and server-side transactions.

Therefore, the total delay for setting up the session is the addition of the
delays for queueing and transmitting all the M=5 messages necessary to set
up a VolP session using SIP over UDP. The average session initiation delay
Tsession is given as:

(12) Tsession =Tqi + Ttupp=2 Tqi + Typpi =

(10) TUDPi= DeZe"'-I-OUtDelay= DeZe+

(N-D.p""' =Np" +p

(1-pli-p")

4. NUMERICAL RESULTS

This section presents the results of the average session initiation delay
for SIP over UDP as transport protocol. The model introduced in the
previous section implies that the average SIP session initiation delay
increases with the FER (p in the model).

Messages Size for SIP over UDP Session Setup is shown in tabl.1.
From these values (M=5) average SIP messages size can be obtained as
follows:
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M
(13) S,P=iZL = 625 bytes
M &

Tab. 1:
Messages Payload size, Message size,
bytes bytes
SIP INVITE 700 728
SIP 183 835 863
SIP PRACK 558 586
SIP 200 OK 545 573
SIP 180 349 377

RTT
012

o1

0.0a

0.08

0.04

0.0z

Fig. 2

Fig. 2 shows the results for SIP over UDP transmission delay in RTT,
not in seconds. It is assumed that the retransmission mechanism is with a
fixed timer and retransmission timer is equal in RTT (T=RTT). As can see
from fig. 2, for SIP over UDP with the fixed timer, the FER influence the
session initiation delay, as increasing FER lead to increasing delay
transmission.

The average signaling delay is depicted on fig.3 with assumptions that
De2e= Tqi= 100 ms and T=RTT=1s. These values are chosen same as
values used in [2]. As can see the average SIP session initiation delay
increases with the FER, but it is not exceed the maximum of 11s which
meets the requirements of users, even if FER is 10% (the target FER for
VoIP sessions is expected to be between 1-3%).

In order to optimize the SIP session initiation delay, some error
correction mechanisms or hybrid ARQ schemes could be employed in order
to avoid retransmissions on the wireless link.
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Session setup delay for SIP/UDP/IP/802.11
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Fig. 3

5. CONCLUSIONS

This article provides an analysis on SIP by describing the SIP protocol
stack, summarizing the main protocol features over UDP. The article also
proposes formulae (12) for signaling delay for SIP over UDP in Wireless
Networks.
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Experiences with the Facebook API: a Case
Study
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Abstract: This paper describes the experiences gained with developing
an alternative Windows-based Facebook client application by extensively
using the published Facebook API. Combined with Microsoft's WPF and
.NET Framework 3.5, this new application provides the user with a more in-
tuitive and friendlier Facebook interface. Some of the functionalities that the
application provides include a graph representation of the user’ social net-
work; the management and organization of photo galleries; and the viewing
of video clips in a custom-made media player.

Keywords: Facebook, API, Windows, interface, social network, case
study

1.INTRODUCTION

The concept of a social network is not new phenomenon. Networking
between people is as old as humanity. Typically, networking has been, and
is still used, for business contacts and friendship circles. However, the
availability of an online social network via specialized websites is a relatively
modern innovation and has now become firmly entrenched as part of every-
day web life. Social networking websites function like an online community
of Internet users. Depending on the website in question, many of these on-
line community members share a common interest such as hobbies, occu-
pation, or politics via their own personal web pages which contain informa-
tion about them. Some of the most popular social network websites are
Facebook [1], MySpace [2] and LinkedIn [3]. This paper deals with the Fa-
cebook website, and, in particular, its user interface.

Wikipedia [4] describes Facebook as “a free-access social networking
website that is operated and privately owned by Facebook, Inc. Users can
join social networks organized by city, workplace, school, and region to
connect and interact with other people. People can also add friends and
send them messages, and update their personal profiles to notify friends
about themselves”.

Facebook Inc. announced in May 2007 its plans to open up its Face-
book API to third-party developers, thus allowing anyone to create extenda-
ble widgets for use on Facebook pages. Essentially, the Facebook API al-
lows web developers to create Facebook applications and access Facebook
data from other applications.
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2. LIMITATIONS OF THE CURRENT FACEBOOK INTERFACE

Specifically, the work described in this paper is an investigation of the
Facebook API via the development of a different Facebook interface. Some
users of the Facebook website have expressed dissatisfaction with the cur-
rent Facebook interface. In order to study, and get some practical expe-
rience of, the Facebook API, a new, more intuitive and friendlier interface,
called Facelift, has been designed and implemented. This paper describes
the results of this work.

Facelift is a Windows-based Facebook client application. It is built upon
the Microsoft NET Framework 3.5, using its sub-framework Windows Pres-
entation Foundation (WPF).

The stated aim of the new interface is to improve the overall user expe-
rience when interacting with the Facebook website by

e Providing a more advanced and user-friendly chat. The current Fa-

cebook chat lacks some basic instant messaging (IM) features like file

transfer, history, grouping etc.

e Improving the way that photos are displayed. Due to browser

limitations, the Facebook platform provides a basic way of brows-

ing through a user’s photos. Facelift is able to provide a 3D im-

age gallery by taking full advantage of the operating system and

the .NET framework.

¢ Allowing the user to see his/her friends in an undirected graph form.

e Permitting the user to apply various groupings to his/her

friends.

3. THE FACEBOOK API

The Facebook API| uses a REST-like interface for interacting with client
applications over Internet [5]. This means that Facebook method calls are
made over the Internet by sending HTTP GET or POST requests to the Fa-
cebook APl REST server. Nearly any computer language can be used to
communicate over HTTP with the REST server. This work used C#.

The Facebook API provides remotely a rich and powerful set of me-
thods that may be called in this way. As an illustration, Tab. 1 lists a selec-
tion of these methods.

The Facebook API also supports the Facebook Query Language, or
FQL, allowing developers to use an SQL-style syntax to query Facebook
social data tables stored at the Facebook site.
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Tab. 1: A selection of available Facebook APl methods

events.cancel

Cancels an event. The application must be an admin
of the event.

events.create

Creates an event on behalf of the user if the applica-
tion has an active session; otherwise it creates an
event on behalf of the application.

events.edit Edits an existing event. The application must be an
admin of the event.
events.get Returns all visible events according to the filters

specified.

events.getMembers

Returns membership list data associated with an
event.

events.rsvp

Sets the attendance option for the current user.

fgl.query

Evaluates an FQL (Facebook Query Language)
query.

friends.areFriends

Returns whether or not each pair of specified users is
friends with each other.

friends.get

Returns the identifiers for the current user's Facebook
friends.

notifications.get

Returns information on outstanding Facebook notifica-
tions for current session user.

photos.upload

Uploads a photo owned by the current session user
and returns the new photo.

status.get Returns the user's current and most recent statuses.
This is a streamlined version of users.setStatus.

status.set Updates a user's Facebook status through your appli-
cation.

video.upload Uploads a video owned by the current session user

and returns the video.

4. FACELIFT DESIGN AND IMPLEMENTATION
FacelLift's architecture is composed of four main components:

¢ API Communicator — this is the Facebook APl communication com-
ponent that handles all the communication between Facebook’s API
and the Facelift client — viewing user profiles, uploading photos, send-
ing messages, sending chat messages, poking, etc.

o Graph library component - this is used to provide an alternative way
of representing the friends list of the user. Besides the classical list
view of friends, FaceLift has the functionality to show the list of friends
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as an undirected graph, using a force-based algorithm for drawing the
graph [6]. This is illustrated in Fig. 1 and Fig. 2.
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Fig. 1: List of friends

Fig. 2: Corresponding graph of friends

e Glassy Window component - this is used to apply a “glassy” effect to
the windows used in Facelift. Fig. 3 and Fig. 4 below show a simple
comparison between a classical window and a glassy-effect window.
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Fig. 3: Classical Window

Fig. 4: Glassy Window

e facelift component that is used to manage all the other frameworks.
It contains all the windows that are used to display data, retrieved by
the APl Communicator component. All the windows are with glassy ef-
fect that comes from the Glassy Window Component. Some of the win-
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dows used in this component are illustrated In Fig. 5, Fig. 6, Fig. 7 and
Fig. 8.
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5. CONCLUSIONS AND FUTURE WORK

This paper has described the successful development of FaceLift, an al-
ternative Windows-based Facebook client application created by the exten-
sive use of the published Facebook API.

The experience we gained has given us the confidence to schedule fu-
ture work for FaceLift, concentrating on improving each and every aspect of
the Facebook interface. Most attention will be paid to the chat feature. Our
research has show that many users do not use the Facebook chat because
it lacks basic functionality. Additionally, a custom-made media player inter-
face for displaying video clips will be developed.
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Stimulus-response relations of deep tissue pain
obtained with computer-controlled pressure al-
gometry

Stoilov A., Pencheva N., Trenchev I., Grancharska K.
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of Informatics ; South-West University, Ivan Mihailov Str. 66, 2700
Blagoevgrad, Bulgaria

Abstract: The aim of this study was to test the newly designed
computerized pressure algometer. The study included healthy male
subjects. The experimental set-up consisted of a tourniquet cuff, a computer
controlled air compressor and an electronic visual analogue scale. In case
of 1 kPa/s and with biofeedback, the values for the pain threshold (PT) and
pain threshold tolerance (PTT) were: 206 (110 kPa and 243,7 113 kPa
respectively. An increase (p<0.05) of PT was established following the
changes of compression rates. The values without biofeedback were similar
concerning PTT, while the values for PT were without changes. The optimal
approximation of the pressure-pain data was obtained with exponential
growth function (y=yO+Aexp(x/t)). The presented study allow: (i) to obtain
and analyze experimental stimulus-response data with computerized cuff
pressure algometer;  (ii) to established that in healthy volunteers the
pressure-pain data could by approximated with exponential growth function;
(iii) to precise the range of PT and PTT without and with biofeedback.

Keywords: pressure algometry, deep tissue pain

1.INTRODUCTION

The most important in any modern scientific studies is the level of
automation of the process of measurement and storage of experimental
data (data acquisition). How has presented an automated measurement and
processing of experimental data sets the representatives of the final results.
Manually is impossible considering the testimony in most modern
measurement systems of any such instrument more now - present special
requirements for equipment such as registering resolution, simple rates and
others on the other hand our previous efforts was measure the experimental
pain in humans [1] and the recent studies of Polanskis [2] and Jespersen
etc. [3] argue the necessity of such kind of devices .
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2. METHODS
2.1. Experimental set-up for computer-controlled pressure
algometry

The device consists of a computer-controlled electro-pneumatic
regulator (ITV2051-31F2N-Q) set in a cuff, driven by a microcontroller
based data acquisition system and air source (compressor).

The working principles of electro-pneumatic regulator are shown on fig
1. When the input signal rises, the air supply solenoid valve 1) turns ON,
and the exhaust solenoid valve 2) turns OFF. Therefore, supply pressure
passes through the air supply solenoid valve 1) and is applied to the pilot
chamber 3). The pressure in the pilot chamber 3) increases and operates
on the upper surface of the diaphragm 4). As a result, the air supply valve 5)
linked to the diaphragm 4) opens, and a portion of the supply pressure
becomes output pressure. This output pressure feeds back to the control
circuit 8) via the pressure sensor 7). Here, a correct operation functions until
the output pressure is proportional to the input signal, making it possible to
always obtain output pressure proportional to the input signal. The
regulating pressure range of ITV2051-31F2N-Q is 0.005 to 0.9 MPa, power
supply voltage — 12 V, input signal is voltage 0 to 10V DC, analogue monitor
output signal 1 to 5V DC [4].

Pressure display
Power supply Output signa!
(8) Control circuit

Input signal
(1) Air supply soleneid valve ~ = (2) Exhaust solenoid valve
— = H T

T E)§H
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z
| [
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i

Fig.1. Schema and photo of electro-pneumatic regulator ITV2051-31F2N-Q

7 {7) Pressure sensor

(4) Diaphragm __

| f———— {3} Pilot chamber - '_

(8) Exhaust valve _

EXH

out

Pressure-resistant PVC tubes connect the electro-pneumatic regulator
to the air compressor and to the tourniquet (VBM Tourniquet Systems
Pressure Infusion Medizintechnik GmbH).

The computer drives and monitoring the electro-pneumatic regulator via
USB microcontroller based data acquisition system.

93



Faculty of Mathematics& Natural Science — FMNS 2009

2.2. Subject and experimental protocol

Healthy, untrained male subjects (kinesitherapy students from South
West University; n = 6) performed pain testing. Informed written consent
was obtained from all participants after a complete description of the risks
associated with the study. The study was conducted according to the
Helsinki Declaration.

The average age, height, weight and body mass index of the male
subjects are presented in the Table 1.

Tab. 1. Anthropometric data (means + SD) for male adult subjects (n=6)

Parameters Values
Age (years) 26.5+3.2
Height (m) 1.82 +0.04
Weight (kg) 96.5+4.2
Body mass index (kg.m?) 29.0+0.8

The pneumatic tourniquet cuff (7.5 cm wide) was wrapped around the
middle of a dominant arm at the level of the innervations zone of biceps
brachii muscle and connected to the air compressor. The maximal pressure
limit was 300 kPa. The pressure could by release and controlled by the
software program. This program served the quantitative sensory testing and
allows the volunteers to stop the stimulation.

The study consisted of two separated sessions of measurements for
the volunteers: with biofeedback, i.e. the possibility for observation of the
values of the pressure and pain, scales and graphics on the monitor of the
device or without biofeedback. Interval of 10-15 min between the sessions
with relaxation message was sufficient for a full restoration of pain
sensitivity of the arm. The following compression rates were used during
every session: 1 kPa/s, 2 kPa/s, 3 kPa/s and 4 kPa/s.

2.3. Data fitting
The experimental data obtained by fitting by software package
Origin.

2.4. Statistics

The values for anthropometric parameters and for pain thresholds and
pain threshold tolerance, presented in Tables were expressed as mean *
SD. Significance within the group was determined using Freidman's test.
When significance was obtained, comparisons between the measurements
were made using Wilcoxon signed ranks test. Values of p<0.05 were taken
to be statistically significant.
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3. RESULTS AND DISCUSSIONS
3.1. Computer-controlled pressure algometry

In the hardware development was decided to use microcontroller
PIC18F4550/TQFP, which is characterized with USB V2.0 compliant, full
speed (12 Mb/s), supports control, interrupt, isochronous and bulk transfers,
supports up to 32 Endpoints (16 bidirectional),1-Kbyte dual access RAM for
USB, On-Chip USB Transceiver with On-Chip Voltage Regulator, interface
for Off-Chip USB Transceiver, streaming Parallel Port (SPP) for USB
streaming transfers. The 10-Bit A/D Converter incorporates programmable
acquisition time, allowing for a channel to be selected and a conversion to
be initiated, without waiting for a sampling period and thus, reducing code
overhead [5].
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Fig. 2. Schematic of computer-controlled pressure algometry

3.2. Experimental results and Stimulus-response relations
Function which was fitted experimental data is exponential growth of the
spiecies:

(1) Y=y + Ae'

The values for the pain threshold (PT) and pain threshold tolerance (PTT)
derived from the stimulus-response curves are presented at Table 2.

Tab. 2. Values (kPa) for the pain threshold (PT) and pain threshold tolerance (PTT)
obtained with different compression rates (between 1-4 kPa/s) during both
sessions: with and without biofeedback. Intra-group comparisons between the
measurements were made using Wilcoxon signed ranks test. Values of p<0.05
were taken to be statistically significant.
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Pain threshold (kPa) Pain threshold tolerance (kPa)
Compressio
n rate With Without With Without
biofeedback biofeedback biofeedback biofeedback
1 kPals 206.3+17.2 206.4 + 145 | 2432+ 147" 240.3 +21.6°
2 kPals 207.5+16.4 205.7 +16.7 | 248.3+195" 252.3 +20.3°
3kPals | 214.6+17.1 208.1+17.2 | 253.7+18.1° 251.3+19.7°
4 kPa/s | 222.5+17.5° 207.0+18.3 | 253.4+19.6" 255.3 + 17.9°

@ Significant differences (p<0.05) versus the value for PT with biofeedback and compression
rate 1 kPal/s;

b Significant differences (p<0.05) versus the value for PT with biofeedback with the same
compression rate;

¢ Significant differences (p<0.05) versus the value for PT without biofeedback with the same
compression rate;

In case of 1 kPa/s and with biofeedback, the values for the pain
threshold (PT) and pain threshold tolerance (PTT) were: 206 +10 kPa and
243,7 +13 KkPa respectively. An increase (p<0.05) of PT was established
following the changes of compression rates. The values without
biofeedback were similar concerning PTT, while the values for PT were
without changes.
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Fig.3. Stimulus-response curves (experimental data and fitting curves) in
case: a) 1 kPa/s and b) 4 kPa/s
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Tab. 3. Coefficients of equations for fitting curves presented in fig.3.

1 kPals 2 kPals 3 kPals 4 kPals
y0 -1.02971 -2.09574 0.48444 0.7522
A 8.49575E-8 5.38519E-6 1.12587E-7 1.44665E-7
T 10.94399 14.4096 12.17182 12.41968
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4. CONCLUSIONS

The presented study :

ALLOW To obtain and analyze experimental stimulus-response data
with computerized cuff pressure algometer;

() ESTABLISHED THAT The optimal approximation of the pressure-
pain data was obtained with exponential growth function (y=y,+Aexp(x/t)).

(iii) précised the range of PT and PTT without and with biofeedback.
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An Integrated System for University Course
Timetabling
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Abstract: An integrated information system for university course
timetabling is described in this paper. The functional requirements are
formulated for this system. A new model of university course timetabling
information system based on module organization is suggested. A scheme
of relational database storing the necessary information used by the model
is presented. An example session of work with elaborated information
system using the suggested model is presented. The future trends of
research are described.
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1.INTRODUCTION

The creating of information system for preparing timetables requires
practical skills in the development of software. Also, skills to use the existing
new models or working out new ones are required. Using databases to store
detailed information about timetables and possibilities for operations with
these data are a good premise to work out information systems with such
functions. The necessary information for this aim is collected and stored in
database.

The model of integrated information system for preparing timetables is
proposed in this paper. It is based on a module organization. The different
items of the timetable are constructed simultaneously by the experts using
the system. The developed integrated information system, described in this
paper, is only one of the possible examples to apply the proposed model.
The three components: experts, data and information system work together
according to the model a timetable to be made.

This problem is examined by the scheduling theory. It researches
problems whose limited resource is time [3]. A schedule (or timetable) is a
document, that contains information about activities n, beginning time and
end time for each activity t t. respectively, and instruments for executing m.
It is presented through Gantt chart. By a given criterion k for effectiveness -
time for executing of all the activities, an order of activities with which k has
a minimum searched value [4].

Making a timetable is a combinatorial problem. A total number of
possible variants with m instruments is Ns = (n!)”, where n! = 1.2.3...n. For
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large values of m and n approximate heuristic methods are used instead of
the backtracking method [4].

2. FUNCTIONALITY REQUIREMENTS TO THE SYSTEM

An integrated information system for making university timetable is
described in this paper. Here the term "timetable item" stands for
information about: owner, day (depending on timetable - periodically
(weekly) or yearly); beginning time; end time; references to course, lecture
and/or auditory depending on owner. In fact, a given timetable item (from
course, lecturer or classroom) contains information about time, lecturer, with
what course, in which classroom.

According to the hierarchical structure of universities they are divided
into faculties and departments. Depending on this, the nine basic functional
requirements to the information system are formulated:

1. Management of information about users, privileges, faculties,
departments, subjects, curriculums, courses, semesters, timetables and
timetable variants;

2. Simultaneous management of block timetable items among several
departments;

3. Simultaneous management of lecturer timetables and classroom
timetables from different departments;

4. Automatic verification and updated changes in common lecturer
timetables and classroom timetables;

5. Possibility for setting-up the frequency of implementation and
number of hours to items from a given timetable;

6. Possibility for inserting limitations and preferences from lecturers,
classrooms manager and course representatives;

7. Preview and print of timetables;

8. Dynamic publishing of information for a given timetable in a world
wide web;

9. Automatic generating of timetables by a given optimum criterion (for
example, no vacant hours within the range of one day or a whole timetable).

After research and analysis of well-known information systems for
preparing timetables [5, 6], such information systems corresponding to the
above listed functional requirements were not found. To achieve the aim
"Development of an information system for preparing university timetable",
the following tasks were set:

1. A conceptual model of the information system to be developed;

2. A model of data to be chosen and a scheme of the database to be
designed;

3. The modules of the information system to be developed and
introduced.
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3. ACONCEPTUAL MODEL OF THE INFORMATION SYSTEM

The use cases define the functionality requirements to an information
system. They describe the typical interactions between users and the
information system.

The use case is a set of scenarios bound by a common users aim. The
scenario is a set of steps. One of the scenarios is defined as a main
success scenario (MSS). The rest of scenarios are presented as
extensions. They are described as variants of the main success scenario.

In the use cases the users are named "actors". The "actor" is a role
that a user executes in reference to the information system. The actors
execute the use cases. The relationship between the use cases and the
actors is of the type many-to-many. The actor can be another information
system.

More information is possible to be added to the use case:

- Precondition - describes what condition the system should check-up
prior to execution;

- Guarantee - describes what state a system should assure after the
use case;

- Trigger - defines the event that starts the use case [2].

The main use case of the information system is presented below:

Tab. 1: Main Use Case.

Name of scenario: PREPARATION OF COURSE TIMETABLE
Precondition: choice of current semester.

Trigger: after choice of the command "Create course timetable".

MAIN SUCCESS SCENARIO:

1. A user with role of "SECRETARY" starts module "CONSTRUCTOR".

2. A user starting command for generating the timetable items for a given course.
3. A user arranges timetable items by the function "drag and drop".

4. The information system checks-up the timetable for unconformities.
EXTENSIONS:

3.a. 1. The information system gets an error and stops executing the current
operation because the related classroom and/or related lecturer are busy.
Guarantee: There is no possibility to preview the timetable until it has finished,
except for users with role of "SECRETARY" or "ADMINISTRATOR".

The use case diagram is presented in Fig. 1.
Only the conceptual model of the information system is presented.

Because of the limited size of the paper, the architecture scheme is not
presented here. It will be published in the next paper by these authors.
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Fig. 1: Use case diagram of the information system.

4. THE INFORMATION SYSTEM

The created information system demonstrates the use of the proposed
conceptual model. The data are stored into a database system, which
basically represents a computerized record-keeping system [1]. Users of the
system can perform different operations with these data, for example:
adding, inserting, selecting, deleting, editing (updating), etc. The relational
model as most widely used is chosen for a data mode. Its advantages are
described in [1].

Information about faculties, departments, lecturers, classrooms,
timetables and timetable items is sorted in the relational database. The
scheme of the relational database is shown in Fig. 2.

Because of limitation of the paper size only the names of the tables and
the relationship between primary and foreign keys are shown in Fig. 2.
Likewise only some of the tables are described. Additional characteristics
like a domain, check constraints, etc. are not described.
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Fig. 2: Scheme of the relational database.

The information about the faculties and departments is stored into the
table "FacultiesDepts". It contains the following fields: "pk" - primary key;
"name" - the name of the department and "fk_parent" - foreign key referring
to the field "pk" from the same table.

With this recursion relationship unspecified hierarchical structure can
be described only in one table.

The information about the subjects and curricula is stored into tables
"Subjects" and "Curricula". Into tables "Lecturers" and "Classrooms", the
information about the lecturers and the classrooms is stored.

The information about shared classrooms and lecturers among several
departments is stored into tables "SharedClassrooms" and
"SharedLecturers".

These tables contain information about the classroom used by a given
department in a given semester. It is the same for lecturers.

The information about the timetables is stored into the table
"Timetables". It has the following fields: "pk" - primary key; "fk_semester" -
foreign key referring to the field "pk" from the table "Semesters";
"fk_subject" - foreign key referring to the field "pk" from the table "Subjects";
"num_course" - course number; "students" - number of students in the
course and "num_groups" - number of laboratory groups.

The information about timetable items is stored into table "ltems". It has
the following fields: "pk" - primary key; "fk_timetable" - foreign key referring
to the field "pk" from the table "Timetables"; "fk lecturer" - foreign key
referring to the field "pk" from the table "Lecturers"; "fk_classroom" - foreign
key referring to the field "pk" from the table "Classrooms"; "fk_curriculum" -
foreign key referring to the field "pk" from the table "Curricula"; "type" - type
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of the item (lecture, laboratory lessons, etc.); "day" - day from the schedule;
"start_time" - beginning of the lesson and "end_time" - end of the lesson.

5. INFORMATION SYSTEM DEVELOPMENT

On the basis of the conceptual model, the architecture scheme of the
information system and the chosen relational data model, the following
modules were developed:

1. The module, named "CONSTRUCTOR" is used from all of the
departments. This is the most important and complicated module of the
whole system. It is used for preparing and updating of the timetables.
Sample session work with the module is presented in Fig. 3.

[ Kencrpykrop - notpeButen: inf [Haga Bopucosa] - Cexperap [= =2 &= ]
Cneunanocta Kypcose Lucunnnuin EnemeHTH 3a AnCUMAnuHa Excnopt =
Wrmu, < | | [Nofculng] ~ <= [Hannmenogatme [ [ 0 [em]n6[Tun] = Wrmy [Ho [rp. | 4.|Npenogasaren 3ana |Bnox] BUP HTML (£
b I 24 3 ObexTHoopuenTupano n{00N | 3|0 2 = 3anuwn 8 °
rd QL e S HTML gaiin | o |
Q2] KomniotbpHu apxutextyfKA 3 1 0 3ag . " o]
H oxaseait 2
K[(mz2s & HHopMayuonHn Texwor UIT 2 0 2 |Ws6 ¥ 5APron |8
v 13+ || Auckpervameremaraxa QM 2 2 0 |3ap - ¥ n6.niim ]
2 Kypc | Muchopmatuka - bakanaesp + FX & B Pt oS Y %‘
[ 07.30-08.15 | 08.30-09.15 | 09.30-10.15 | 10.30-11.15 | 11.3012.15 | 12.30-13.15 | 13.30-14.15 | 14.30-15.16 | 15.30-16.15 | 16.30-17.15 | 17.30-18.16 | 18.30-19.15 | 19.30-20.15 3
= H
z =
= 2
F
H VIHBOpMALMOHHI
= Texsonorin (WT), EK
= [IHCKPETHE MATEMATHES pou. [l flypesa [
H @am), NEK e 425 WT, or.20. B. Kpanes, 2 06, 1428
a o [, eT-3c. B Rppnes. <, 1221
2 frn & s Rou. A Ly *‘upr‘ cT. . B. Xpucros BN
1425 2 o, Tenuczana
[IHCKPETHS MATEMATHES £M, gou. Cn. Wparon | 00N e 4 Poumes 170,147
i ), NEK 1cm, 1425 H
2 Aou. Cn. ipakos M, c7.ac. . Aranacosa | OOM.erac M faumce 300, u27
1425 2o, 1431
= M, or.30. B. Kpanes, 116, 1428 Cropr, €. np. B. XpucTos
2 KoMMIOTEpHI apxKTERTYPM (KA), TEK e —————— T 1222 1 a4, Tenwcsana
2 npog. H. Cunana —
a 1544 UT, ac. Tp. Winues, 3 n6, 1428
5 s Zvn, M. Taces
= WT. ac. Ip. Mnwes, 4 nG, 1428| OON. oTac M. Dawas. 4 00, 1427
OGErTHODPHEHTHPAHD Nporpanipare £, pou. Cn. Llip=sos Andepenumantu
2 ; 1M, 1425 YpasHeHun u
H (00M), NEK ) T
g Aoy, Kﬁzﬂgw"eﬁ "fmfw: M, cr.ac. 1. ATakacosa nou. i-p M. Taces
2cu, 1425 2cm, 1432 1115, Bnok
g
]
-3
3
s

Fig. 3: Sample session working with module "CONSTRUCTOR".

2. The module, named "ADMINISTRATOR" is used for inserting,
updating and deleting of the information about faculties, departments, users
and semesters.

3. The module, named "CLASSROOM MANAGER", is used for
inserting, updating and deleting of the information about classrooms, also
for searching and filtering of the classroom list. When a classroom is used
at the same time from more than one department, the module automatically
changes the status of this classroom at "shared".
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6. CONCLUSION

This paper presents a conceptual model of information system for
preparation of university timetables. The relational data model is chosen
and on its basis, a database for storing the information used by the
information system is described and created. A brief description of the
functions of the system basic modules from the users' point of view is
presented.

Depending on the organization of the work into some institutions (it is
not obligatory to be educational), it is possible different elements of the
timetable to be prepared in different departments. Each department could
use separated unit of the developed informational system. In this way the
system integrates the whole process.

The limited size of paper does not allow to describe all the aspects of
the presented information system, but the ideas that were proposed are a
good base for further development.

It is necessary that this system has to provide the possibility of
automated timetable preparation, and also web-based report for the users.
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On model architecture for a children’s speech
recognition interactive dialog system

Radoslava Kraleva, Velin Kralev
South-West University "Neofit Rilski", Blagoevgrad, Bulgaria

Abstract: This report presents a general model of the architecture of
information systems for the children’s speech recognition. It presents a
model of the speech data stream and how it works. The result of these
studies and presented veins architectural model shows that research needs
to be focused on acoustic-phonetic modeling in order to improve the quality
of children's speech recognition and the sustainability of the systems to
noise and changes in transmission environment. Another important aspect
is the development of more accurate algorithms for modeling of
spontaneous child speech.

Keywords: Children’s speech recognition, Architecture model of
spoken system.

1.INTRODUCTION

Technologies for speech recognition are oriented towards the speech
recognition of adults. Developed applications, the justification of these
technologies are aimed primarily at elderly consumers. Recently children
have become users of more and more automated devices like computer
equipment, household appliances or toys. Under certain conditions the
application of certain technologies can be successful, but in most cases
they are hampered by major limitations in the treatment of children’s
speech. This is because there are too many differences in speech between
adults and children. Most of the children are inexperienced in the
formulation of words and sentences. It often happens, when the child is in
its early age, he/she to replace one phoneme or word for another, to miss
one up to several phonemes. Many children use the limited vocabulary of
adults. They unlike adults have very strong imagination and association
skills that help them create their own new words. Therefore, the dictionary
used by children is very different from that of adults.

Therefore it may be argued that the creation of technology to be applied
in children's speech recognition is an interesting and easy task. There are
many studies on this matter. The authors are interested in testing the
systems for the recognition of child speech in English.

This article proposes a model of information system architecture for
children’s speech recognition.
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2. MODEL ARCHITECTUE FOR CHILDREN’S SPEECH
RECOGNITION SYSTEM

A speech recognizer might be divided into four parts: the digitizing,
feature extraction, acoustic modeling, and language modeling part. When
the signal is digitized an appropriate sampling frequency needs to be
chosen to catch the high-pitched voices of children. Feature extraction often
involves approximating the spectrum of the signal. During this phase it is
possible to use signal processing to alter the spectrum prior to recognition.
This may be used to decrease the sensitivity against background noise or to
normalize some spectral characteristics of the recorded speech. Another
method to target the current spectral characteristics may be to adapt the
acoustic models to better match the speech. Adjustment of the language
model may be used to take the children’s vocabulary and pronunciation into
account [1]. Adaptation may be performed on many levels. Adaptation has
become linked with altering the acoustical model in the speech recognizer.

According to [2] and [3] using an adult speech recognizer without any
adjustment to the needs and peculiarities of children speech gives a high
word error rate. In particular, speech recognition in very young children
becomes much more difficult problem to solve rather than speech
recognition in older children. Therefore, the adaptation of existing methods
and technologies working well at adult speech recognition is an often used
practice with children's speech recognition.

Here we will present a model of the architecture of a speech recognition
system which is based on classical models and adjusted to children speech
recognition.

2.1. Simple analysis for speech recognition

Before we move on to presenting the architecture model of a children's
speech recognition system, let us first examine the work of recognizers.
Knowledge from various scientific fields such as mathematics, physics,
acoustics, linguistics, etc. is necessary for the quality performance of this
recognition process. This multiple knowledge level processing is still not
well studied and this fact is the main reason for the automatic speech
recognition to become a complex and not yet solved problem. However,
there are a number of practical implementations, which in one way or
another have managed to cope with this problem. Schematic summary
presentation of the process of recognizing spoken language can be seen in
Figure 1
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Fig. 1: Schematic structure of the basic steps of an automatic speech recognition
system

First, the waveform received is preprocessed to enhance the signal by
means of simple preemphasis filtering, or more sophisticated noise
reduction or dereverberation algorithms. Then, the processed speech
waveform is converted into a sequence of meaningful feature vectors, which
are used to feed the speech decoder. The decoder seeks for the best match
between a sequence of features and every possible sequence of acoustic
classes, using the available information from the acoustic and language
models, which are typically obtained in a training phase prior to the
recognition step. Additionally, the recognition result can be used as feed-
back information to better adjust the acoustic models to the actual speaker
or acoustic environment in a process generally named adaptation.

2.2. Description of the model architecture

The proposed architecture (figure 2) consists of five main components
which are designed to work together. Modules “Language model” and
‘Dialogue Manager” can be used and integrated into other independent
systems. Module "Preprocessing of the incoming signal" includes filters to
clear the noise from the received signals or due to imperfections in the
sensors. After this the cleared analogue signal is being converted into a
digital one by means of an analogue/digital converter.

The "Speech recognition" module is performed by the formation of many
characteristic features of object recognition by input digital data flow. Then a
description of classes and data necessary to perform the classification
(decoding) in the “Classification” block is included. This block is connected
to the Speech Database, through which training, self-organization and
recognizing words. After this the speech is converted into text.

Understanding natural language recognizes the importance of words
and phrases in the context they are used. If the word is not recognized, then
it returns to “Classification” block and is recorded in the database as
associated with keyword depending on its context.

Interpretation and response to those carried out in the next module of
the "Automatic generation of speech." The tree of conclusions is determined
in the "Speech interpreter’ block. Then, the information which must be
returned as a response to the user of the system is determined in the
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"Response generation" block. The "Acoustic model" block generates the
phonetic representation of the speech signal response of the system. In
developing the software it will be selected and modified some existing
methods of acoustic modeling, which will best match the characteristics of
the Bulgarian language used by children.
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Response
generation
system

Acoustic model

The 7“Dialogue manager” module controls “Automatic speech
generation” operations. The most appropriate response based on
information submitted to the block appears here. Thus creating a
prerequisite for conducting a real dialogue and retain its history. “Dialog
manager” according to [5] can be seen as a solution to two specific
problems: (1) providing a coherent overall structure to interaction that
extends beyond the single turn, (2) correctly manage mixed-initiative
interaction, allowing users to guide interaction as per their (not necessarily
explicitly shared) goals while allowing the system to guide interaction
towards successful completion.

Organization of the “Language model” will correspond to the
peculiarities of the vocabulary of Bulgarian.
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Organization of Speech database will be similar to the one used by the
team of [4]. Separate words and short sentences covering all the features of
the phoneme in Bulgarian will be kept. Recordings of the words will be
made by a desktop microphone to eliminate the need of expensive and
specialized equipment. Data set will be divided into sets for training,
development and evaluation. Usability of the words will be determined by
the frequency dictionary proposed by Botseva [6]. The record of the words
will be made by English children in different age groups from 2 - 7 years of
age and without speech defects. Each child will record 80-100 words, as
their number will be determined later. The data base formed in this way will
be used for training, testing and evaluation.

3. CONCLUSIONS

The biggest advantage of the proposed model is its universality. This is
because the Dialog Manager and Language Model are not dependent on
the task being executed. They are separate modules that can be updated
independently of the system.

The following tasks were set in this report:

e The process of recognizing speech was studied and presented.

e It was analyzed the specifics of the problem associated with the

recognition of child speech.

e It was presented an architectural model of a system for recognition

of child speech.

Future work:

e A prototype of an information system using the presented model, in

order to study the problems related to children's speech recognition in

children up to 7 years.

¢ A language adaptation of existing models will be carried out in order

to meet the limited vocabulary used by children.

e < An adaptation of acoustic models and techniques will be carried

out to meet the specifics of the speech in children
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Learning Process Management in Moodle

Georgi Tuparov, Daniela Tuparova, Tcvetan Toshev
South-West University "Neofit Rilski", Blagoevgrad, Bulgaria

Abstract: The paper presents research and experience in the learning
process management using the Moodle Learning Management System
(LMS). The possibilities are analyzed for managing the process of learning
in LMS Moodle. An approach is offered for the management of the learning
process which has been developed and applied in the E-learning Laboratory
in SWU “Neophyte Rilski” Blagoevgrad.

Keywords: e-learning, LMS/LCMS, learning management at curriculum
level

1.INTRODUCTION

Learning management systems and/or Learning content management
systems (LMS/LCMS) are becoming an inseparable part of the modern
academic learning process. Through them the distance form of education is
realized and they are also applied in the support of full-time and blended
learning. The transition from the phase of enthusiasm and experimentation
in the application of LMS/LCMS in the learning process to the phase of
regular and effective “production” activities poses some serious problems
regarding their practical use which are frequently overlooked. Such
problems concern scalability, the realization of the learning process in a
distributed environment and the management of a life cycle of an e-learning
course of studies.

Traditionally the focus of LMS/LCMS application is placed upon
activities that are concerned with learning process management within the
framework of a single course of studies. They are realized mainly through
planning and monitoring of the access to learning and evaluation materials
and activities. Naturally enough, these activities are the subject of
methodological interest on behalf of the designers of e-learning content and
university lecturers who teach courses in which LMS/LCMS are applied. The
evaluation of the qualities and the potential effectiveness of the
development or introduction of a LMS/LCMS is usually done from their
perspective which, unfortunately, is too unbalanced.

Managing the learning process within the framework of the syllabus
through LMS/LCMS is connected with planning and control of students’
access to the e-learning courses. The provision of such courses can be
centralized (coming from a single LMS/LCMS in an educational institution)
or distributed (from several identical or different LMS/LCMS within one or
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several educational institutions). These activities are traditionally considered
to be the priority of the Registrar and are therefore (probably) ignored by
lecturers and e-learning course designers, who initiate the introduction of a
LMS/LCMS.

An important element in the transition from experimental to regular
tuition is the separation of the experimental (design, development, testing)
from the production (educational process and support) activities through
establishing an adequate management structure for the life cycle of the e-
learning courses within the LMS/LCMS in use. This is connected both with
the management of the access to courses of e-learning content authors,
lecturers, testers, and students in pilot courses, and with the possibility for
an exchange of e-learning content and users’ profiles.

The purpose of the present paper is to present our research and
experience with the management of the learning process using LMS/LCMS
Moodle. In part two the possibilities are analyzed for managing the process
of learning in LMS Moodle. Part three offers an approach for the
management of the learning process which has been developed and
applied in the E-learning Laboratory in SWU “Neophyte Rilski” Blagoevgrad.

2. ANALYSIS OF THE POSSIBILITIES FOR MANAGING THE
LEARNING PROCESS IN MOODLE

User management in LMS Moodle [2] is divided into two levels: granting
access to the system in general (user registration) and delegating rights in
the system (access to e-learning content). From the point of view if the
management of the learning process of importance are the registered users’
data and the ways to control the access of registered users to the e-learning
courses as a whole (management at the curriculum level) and to elements
of their content (management at the syllabus level). The inbuilt possibilities
for registration and management of user rights can be local (with validity
limited to only one installation of Moodle) or external (using the capacities of
other information systems or other LMSs Moodle active in one or several
academic educational institutions). Through them three possible scenarios
can be realized for the administering of the learning process: local self-
registration, local institutional administration and external institutional
administration.

It should also be noted that LMS Moodle targets both formal and
informal education. That is why in its standard mode the system registers
the participants in the learning process with compulsory general data such
as name, surname, E-mail address, city and state, which allows
identification in the general citizenship sense. Identifying elements typical
for university education are not included, such as identification (faculty)
number of the learner, speciality (registration in a particular course) and
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year of study, which allows formal management of learners within the
framework of a curriculum.

The initial self-registration of users in the system with confirmation by e-
mail, however, tends to lead to uncontrolled self-registration of users who
are not connected with the educational institution and who could use their
registration to send unwanted mail and messages/spam/ to other users
and/or initiate non-academic discussions in the forum.

Self-registration in the courses is realized through an enrollment code
which is provided to students by the lecturer and which is used when they
first try to access the course. This method, although it seems easy and
convenient, causes certain problems: students usually register
unenthusiastically and over a long period of time; it often turns out that the
code is unknown or forgotten, or it is already well-known within the group of
students in this particular course. Generally, self-registration is not suitable
for application in the educational institutions, especially when e-learning is
part of the regular academic process.

Local institutional administration is realized in several ways:

* Manual registration of users in LMS Moodle by the system
administrator (labour-intensive, time-consuming activity, applicable only with
a small number of users).

* Manual signing-in of course applicants by the system administrator
or lecturer. This method is effective with a small number of students or with
registering of data suitable for academic identification (faculty numbers,
speciality, course). A certain degree of automation of this process can be
achieved through defining an e-learning course in Moodle as a “meta-
course” of another one (child course) whose participants have already been
registered, which allows their automatic dynamic succession in the meta-
course. Every time when a student is signed in or out of the child course,
the same student is signed in or out of the meta-course. This is one of the
ways to manage the education of a group of students attending the same
courses (e.g. for the period of one term within a curriculum, excluding
optional and elective subjects).

* Importing of data necessary for registration in LMS Moodle and
participation in certain courses from a file with a pre-defined format,
generated from another information system, for instance that of the
Registrar. This is very convenient if the necessary information exists in
electronic format and the educational institution uses a single centralized
installation of LMS Moodle. It should be born in mind that in such a case
user management is not dynamic: if changes occur in the current status of a
student or a course, they should be registered manually or imported once
again through an external file.

* External institutional administration allows registration of users
(learning process management at the level of the curriculum) to be made
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dynamically through a different, already existing, information system in an
educational institution. LMS Moodle has the capacity for integration with
other systems regarding:

* Registering users in the system — an existing registration can be
used of another network-accessible server (LDAP [3], RADIUS, CAS,
NNTP, another DBMS, others LSM Moodle/FirstClass).

* Registering users in e-learning courses — the information from LDAP
or DBMS server can be used.

+ External institutional administration provides a large capacity for
integration with other information systems. It ensures the use of a minimum
of one combination of user name and password for accessing all or a limited
number of services provided through Internet/Intranet/Extranet networks
within one or more educational institutions. Another possibility in this case is
a centralized learner management through the realization of a distributed
learning within one educational institution or of joint programs shared with
different educational institutions.

From the possibilities, analyzed so far, for learning process
management in LMS Moodle it can be deduced that the method most
suitable to be applied in academic environment is that of external
institutional administration.

3. AN APPROACH FOR LEARNING PROCESS MANAGEMENT
AT THE CURRICULUM LEVEL

Based on the experience acquired in the last four years with educating
students at the Educational and Technological Center for E-learning and
research conducted at the E-learning Laboratory in the Southwestern
University Blagoevgrad, a model has been developed for e-learning
management in LMS Moodle to be used in blended learning. The model is
based on the following principles:

* Adequate formal information about students and lecturers. For the
learning process management to be realized successfully in the LMS/LCMS
information stored for the registered students, it should allow that they be
registered in the academic sense. A required minimum are the student’s
name, faculty number, speciality and the year of study in which he or she is
enrolled. The information on lecturers should include their names, degree
awarded and position, as well as the department in which the lecturer
works.

+ Separating experimentation from the regular educational process
conducted with the aid of ISEL. This principle contributes to the quality
improvement of both activities. The greater stability and sustainability of the
regular learning process aided by ISEL will make the activities associated
with e-learning more realistic and will successfully fight the prejudice that
ISEL is only good for experimenting.
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+ E-learning process management within the curriculum is realized
through external institutional administration. In this way possibilities are
created for integration with existing and/or future information systems within
the academic institution or several institutions.

+ Minimal changes in the standard installation of LMS/LCMS which do
not involve the structure of the system fundamentally. This principle ensures
maximum compatibility with future versions of LMS Moodle.

The practical realization of this approach was performed jointly by the
Educational and Technological Center for E-learning (regular education)
and the E-learning Laboratory (development and testing of modules and
learning materials) in the Southwestern University of “Neophyte Rilski”
Blagoevgrad. The data necessary for academic identification of students
and lecturers was added through a change in the semantics of the fields in
the existing framework of the Moodle database without changing the
framework itself, which ensures compatibility with future Moodle versions.
The institutional administration was realized with a LDAP server [3] with an
additional user management module [1] developed for this purpose.

4. CONCLUSIONS

The approach offered in this study allows the realization of a learning
process management within the framework of the curriculum using LMS
Moodle in the academic institution environment. The same model is appli-
cable to the learning process management with joint educational programs
of several academic institutions. In addition, it ensures efficient separation
of experimental activities from the regular learning process without it being
necessary to perform multiple registrations of students and lecturers in
various LMSs Moodle used for this purpose. The model also provides the
opportunity for integration with other information systems and LMS/LCMS
which support LDAP as a possibility for user management.
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Prediction secondary structure of RNA
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Abstract: In this article we will represent facts about structure of RNA
and some available products on the prediction of secondary structure of
RNA. We will show the advancement of foreign institutes and specialists in
this area. We will describe the computer programs used for prediction of the
secondary structure of RNA.
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1.INTRODUCTION

Ribonucleic acid (RNA) is a type of molecule that consists of a long
chain of nucleotide units linked together by covalent chemical bonds. Each
ribonucleotide contains one of the four bases: adenine (A), cytosine (C),
guanine (G) or uracil (U)

The main thing in the formation of the three-dimensional structure of an
RNA molecule is hydrogen bonds, called base pairs. A can connect with U
and G with C. These Watson-Crick base pairs permit the molecule to as-
sume a stable three-dimensional conformation characterized by various
loops and twists. This tertiary structure determines the biochemical activity
of the RNA molecule. Biologists have simplified the study of the tertiary
structure of an RNA molecule by focusing attention simply on what base
pairs are involved in it. This collection of base pairs is referred to as its sec-
ondary structure [9].

2.VISUALIZATION OF THE SECONDARY STRUCTURE OF RNA

There are three techniques which have been used to predict secondary
structure. The first is to examine all possibilities, usually with the help of
graphical procedures. The second is to invoke the laws of thermodynamics
and to try to compute a conformation of minimum free-energy. The third ap-
proach uses phylogeny, and can be used if the sequences for functionally
identical molecules have been determined for several organisms or organ-
elles[8]. If two or more molecules have closely related primary structures or
identical biological functions, the strategy is to search for a secondary struc-
ture common to all of them|[8, 9].
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Fig. 1: Secondary structure of a fragment of the Cauliflower Mosaic Virus copied by

Zuker and Sankoff (1984)
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Fig. 2: Another representation of the secondary structure of the fragment from Fig. 1

There are a number of ways of representing a secondary structure
which are more useful than simply listing a set of pairs. The most straight-
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forward way is pictorially, as in Figures 1 and 2, where the RNA chain is
represented by a curved line connecting a series of equidistant points dis-
posed in such a way as to ensure that pairs of complementary bases in the
secondary structure can be joined by short segments of fixed length. In fig-
ure 2 B is a bulge loop; | - an interior loop and H is a hairpin loop; M, multi-
loop. Such two-dimensional representations are used universally by biolo-
gists and have been used since the beginning of investigations on RNA
secondary structure. A more abstract type of representation was introduced
by Nussinov et al. (1978) [3]. The bases of the RNA molecule are placed
equidistant to one another along the circumference of a circle. The covalent
bonds linking bases are represented by the arcs of the circle between them.
Hydrogen bonds are represented by chords joining base-paired nucleotides,
as in Figure 3.
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Fig. 3 A circle representation of the secondary structure of the Anacystic coped by
Zuker and Sankoff (1984)

A third type of representation is in terms of a rooted tree or forest of
rooted trees, in graph theory terms.

3.. HISTORICAL REVIEW

The first systematic approach to the prediction of secondary struc-
ture involved the construction of an Nx N matrix where both the ith row and
ith column correspond to the ith position of the sequence, and the (i, j) entry
indicates whether i.j is a Watson-Crick pair. Potential stems, or long stacks
of base pairs, appear as diagonal patterns in the matrix. This information
can then be used as the basis to a heuristic search for combinations of
base-paired and unpaired regions which optimize the free energy [6]. Such
methods are by no means obsolete. Quigley et al. (1984) [5] use a matrix
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diagonal method which filters out tess stable stacks of base pairs and also
regions which are incompatible with data from chemical and enzymatic
probes. Trifonov and Bolshoi (1983) [7] combine a matrix method with filter-
ing ideas borrowed from image processing to search for common base-
pairing regions in related sequences.

The Pipas and McMahon (1975) [4] algorithm represented the next
logical step forward from the heuristic inspection of a matrix. A first routine
in their program constructs a list of all possible stems or helical regions
(sets of three or more base pairs stacked one over the other). A second rou-
tine compares all pairs of these regions for compatibility; two helical regions
are compatible if they contain no base in common and produce no knot. The
final part of the algorithm searches for the set of compatible regions having
the lowest overall free energy. It does this by an exhaustive search, and
keeping in storage the best M structures (where M may be fixed at any
value) at ai1 stages. Though the Pipas-McMahon program contains a num-
ber of approximations and simplifications, it works well for relatively small
molecules and can easily be improved to take into account more accurate
energy calculations.

4. COMPUTER PROGRAMS WHICH PREDICT THE SECONDARY

STRUCTURE OF RNA

We will represent two products which predict the secondary structure of
RNA [1]. First one is RNA-DV. We choose this program is free and easy to
use. The main GUI of RNA-DV is divided into 6 regions, as shown in the pic-
ture below.

With the menu we can save or load files, Change the view and learn
more about RNA-DV. On the animation window we can modify base, con-
nect two nucleotide bases or disconnect paring. We can input structure and
sequence alone with structure input panel. In this program there are two
available visualizations of the secondary structure. We change them with:

Click View => Circle View to activate Circular Faynman view or
Click View => Tree View to activate Classical planar graph view

The second product which we choose is the Bioinformatics Toolbox for
MATLAB. It is an integrated software environment for genome and protein
analysis. Whit this software scientists and engineers can answer questions,
solve problems, prototype new algorithms, and build applications for drug
discovery and design, genetic engineering, and biological research. The
Bioinformatics Toolbox product includes many functions to help you with
genome and proteome analysis. Most functions are implemented in M-code
(the MATLAB programming language) with the source available for you to
view. This open environment lets you explore and customize the existing
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toolbox algorithms or develop your own. The toolbox accesses many of the
databases on the Web and other online data sources. It allows you to copy
data into the MATLAB Workspace, and read and write to files with standard
bioinformatic formats. It also reads many common genome file formats, so
that you do not have to write and maintain your own file readers.
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Fig. 4: Graphical user interface of RNA-DV

You can directly access public databases on the Web and copy se-
qguence and gene expression information into the MATLAB environment [2].
For the sequence alignment we can select from a list of analysis methods to
compare nucleotide or amino acid sequences using pairwise or multiple se-
quence alignment functions. The toolbox also includes standard scoring ma-
trices such as the PAM and BLOSUM families of matrices. We can manipu-
late and analyze your sequences to gain a deeper understanding of the
physical, chemical, and biological characteristics of your data For make it
easier we can use a graphical user interface (GUI) with many of the se-
quence functions in the toolbox. The toolbox provides routines for common
operations, such as converting DNA or RNA sequences to amino acid se-
quences, that are basic to working with nucleic acid and protein sequences.
The MATLAB environment is widely used for microarray data analysis, in-
cluding reading, filtering, normalizing, and visualizing microarray data. For
example generating of 3D structure of the molecules is possible with this
script:

molviewer(‘aspirin.mol')
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Fig. 4 3D structure of molecule aspirin created by MATLAB
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Abstract: Biological databases are libraries of scientific information.
These libraries are brought together in a group from scientific experiments,
articles, high throughput experiment technology, and scientific analyses.
They contain information from research areas including genetic information,
proteins, microarray gene expression, and etc. There are two main functions
of biological databases: to make biological data available to scientists and
to make biological data available in computer-readable form.In this article
we will present the creating of data bases and their main functions. We will
review the languages from high level like BioJAVA, BioPerl, BioPython,
BioRuby etc.

Keywords: Bioinformatic, Biological databases.

1.INTRODUCTION

As the time goes by, the human knowledge is getting larger and larger.
The human thirst of discovering is unstoppable. This situation is in every
science that exists, including the biology. All that information about all the
results of experiments, discoveries, etc, should be stored and systemized in
some data base, in order to make the access to it a lot easier to the
scientists or whoever is needed the information. Biological databases are
not just ordinary databases. They are large libraries that contain life science
information. All this information are collected from scientific experiments,
some published literature etc. Biological databases contain information from
many research areas, such as: proteomics, genomics, phylogenetics,
metabolomics, etc. This information included in biological databases contain
gene localization (both cellular and chromosomal), function, structure,
clinical effects of mutations as well as similarities of biological sequences
and structures.

2. REVIEW OF BIOLOGICAL DATABASES

Genomic Databases

The best known genomic database is GenBank, the database of genomic
series preserved by the NCBI (National Center for Biotechnology
Information) [7]. It's full of all explained nucleic acid and amino acid
sequences. Its contents are represented by two other databases, the EMBL
(European Molecular Biology Laboratory) database and DDBJ (DNA Data
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Bank of Japan). Distant from presenting and interpreting sequences, these
databases suggest many functions related to searching and browsing
sequences. They achieve services concerning submitting new sequences to
GenBank, and also contain links to various bioinformatic internet sites.
Many databases have more specialized information on genomic sequences.

Proteomic Databases

Be indebted in communication between amino acid and codon
sequences, there are strong links between protein and nucleotide
databases. Data on series of amino acids, on the nomenclature, functional
characteristics of proteins, protein families and domains, as well as data on
known secondary and 3D structures of proteins, are stored in proteomic
databases, Swiss-Prot, Uni-Prot, and ExPASy (Expert Protein Analysis
System) involving information including the function, taxonomy, amino acid
sequences in proteins and structures of proteins[1-3].

RNA Databases

Information on series of ribonucleotides in RNA, coding and noncoding
RNA sequences, the functions of RNA molecules and their spatial
configuration, will be available in the databases if necessary. Rfam
database stockpiles noncoding RNA (ncRNA) families. Rfam also consist of
multiple series databases of Genetic and Proteomic Pathways alignments
and covariance models [4, 5]. The GtRNA database stockpiles genomic
tRNA ribonucleotide series and secondary structures. The Jena index of
RNA structures provides a lot of information about RNA, including indexes
of the locations of molecular structures in the PDB database. Records on
ribonucleic acid sequences in RNA can also be found in GenBank [6].

Fig.1. Graphical arrangement of the enzyme trypsin took with the use of
spatial coordinates of atoms from Protein Data Bank (accession symbol 2ptn), and
the molecular-graphics program Ras Mol.

Gene Expression Databases

Many databases include data on expression levels measured in
various experiments. Here in this article we list sow some of the best known.
They are designed at making possible the distributing of data in the new
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field of microarray experiments. A component of the NCBI database, NCBI
Gene Expression Omnibus (GEO), is a database containing links to
microarray-based experiments measuring mRNA, genomic DNA, and
protein loads, as well as non array techniques such as serial analysis of
gene expression (SAGE), and mass spectrometric proteomic data. The
MGED database is full of datasets from many experimental studies
occuping gene expression. It also includes links to gene expression data-
processing procedures and ontologies. The databases CGED (Cancer
Gene Expression Database) and ONCOMINE carry published cancer gene
expression data to the research community [5, 7, 8, 12].

Ontology Databases

Perhaps the most extensively used ontology database is GO (Gene
Ontology), which provides controlled vocabularies for supporting analyses of
gene expression measurements and other molecular-biology experiments.
But other ontologies are also developing at a fast rate. One good example
of database containing links to many Internet ontologies is OBO (Open
Biomedical Ontologies). It supplies Web addresses of many sites full of
biomedical structured vocabularies, containing GO, the Generic Model
Organism Project (GMOD), Microarray Gene Expression Data (MGED), The
National Center for Biomedical Ontology vocabulary [7, 10, 11].

Databases of Genetic and Proteomic Pathways

The area of genetic trails is a very fast-growing field for bioinformatic
data. One large database containing such data on the genetic lane is
KEGG, the Kyoto Encyclopedia of Genes and Genomes, a Web site that
categorizes databases and associated software. The BioCarta database
supports proteomic studies by granting information on proteomic lanes, as
well as on reagents, antibodies, proteins, cells and cell-based tests. Trail
databases suggest a graphical presentation of their contents, which
provides 352 12 Bioinformatic Databases and Bioinformatic Internet
Resources a useful support for qualitative understanding of signaling,
regulatory, and other mechanisms [12].
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BioSQL

BioSQL (Biological Structured Query Language) is a generic
relational model covering sequences, features, sequence and feature
annotation, a reference taxonomy, and ontologies (or controlled
vocabularies).

The beginnings of this project start in 2001, mainly by Ewan Birney’s
idea. This project became collaboration between the BioJAVA, BioPerl,
BioPython and BioRuby projects. The idea, or should we say: the goal of
this project is to build a generic schema for permanent storage of features,
sequences and annotation in a way that is interoperable between the Bio
projects. Each Bio* project has a language binding to BioSQL [7].

BioPerl

It is a group of modules from the high-level dynamic programming
language Perl, that is making development of Perl scripts for bioinformatics
applications a lot easier. This project is an active open source software
project supported by the OBF (Open Bioinformatics Foundation).

BioJava

BioJava also is an open-source project that is providing a Java
framework for the processing of biological data. Java is a Object-Oriented
language from high level. BioJava, however, contains objects for
manipulating file parsers, biological sequences, access to BioSQL. One of
the most powerful advantages that BioJava has is the tools for making
sequence analysis GUIs and powerful analysis and statistical routines
including a dynamic programming toolkit.

3. EXAMPLES

PostgreSQL

PostgreSQL is an open source object-relational DBMS (database
management system). Its architecture is very strong and provides good
qualities for data integrity, reliability and correctness. This DBMS runs
on all major operating systems - Linux, UNIX and Windows. It
includes SQL92 and SQL99 data types. This DBMS also supports the
storage of binary large objects. It has programming interfaces for different
languages which are object-relational based.

PostgreSQL has sophisticated features like: tablespaces, backups, query
planner/optimizer, it also supports international character sets, Unicode, and
it is locale-aware for sorting, case-sensitivity, and formatting. There are
PostgreSQL systems managing 4 TB of data. This database system has
won many awards in different spheres.
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PostgreSQL prides itself in standards compliance. It has full support for
subqueries, read-committed and serializable transaction isolation levels.
While PostgreSQL has a fully built in relational system catalog which itself
supports multiple schemas per database, its catalog is also accessible
through the Information Schema as defined in the SQL standard.

Data integrity features include many different compounds such as primary
keys and other. It also consists of a host extension and advanced settings.
Among the conveniences are auto-increment columns through sequences,
and LIMIT/OFFSET allowing the return of partial result sets. PostgreSQL
supports compound, unique, partial, and functional indexes which can use
any of its B-tree, R-tree, hash, or GiST storage methods.

GiST (Generalized Search Tree) indexing is an advanced system which
brings together a wide array of different sorting and searching algorithms
including B-tree, R-tree, partial sum trees and many others. It also provides
an interface which allows both the creation of custom data types. Thus,
GiST offers the flexibility to specify what you store, how you store it, and the
ability to define new ways to search through it [1, 2, 7].

The other options that are included in the advanced settings we won’t
mention. Even better, PostgreSQL supports both single and multiple
inheritances in this manner.

PostgreSQL runs stored procedures in more than a dozen programming
languages. Included with its standard function library are hundreds of built-
in functions that range from basic math and string operations to
cryptography and Oracle compatibility. Triggers and stored procedures can
be written in C and loaded into the database as a library, allowing great
flexibility in extending its capabilities. Similarly, PostgreSQL includes a
framework that allows developers to define and create their own custom
data types along with supporting functions and operators that define their
behavior. As a result, a host of advanced data types have been created that
range from geometric and spatial primitives to network addresses to even
ISBN/ISSN data types, all of which can be optionally added to the system.

Best of all, PostgreSQL's source code is available under the most liberal
open source license: the BSD license. This license gives you the freedom to
use, modify and distribute PostgreSQL in any form you like, open or closed
source. Any modifications, enhancements, or changes you make are yours
to do with as you please. As such, PostgreSQL is not only a powerful
database system capable of running the enterprise; it is a development
platform upon which to develop in-house, web, or commercial software
products that require a capable RDBMS.

ORACLE
To use an Oracle database we need to install the latest version of the
JDBC drivers. BioJava is tested with BioSQL using Oracle 9i and 10g. For
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the Original schema, we will also need sysdba access, or get our DBA to
help us if we do not have this ourself. Things that require sysdba
access/DBA assistance incorporate creating tablespaces (or being assigned
one to use), creating or assigning tasks, and creating or assigning additional
user accounts other than our own. If our DBA does any of this for us, then
we will need to mention out the correct steps in BS-
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Abstract: The subject of this piece of writing is considering the
advantages and disadvantages of computer psychological assessment in
comparison with the classic psychological testing. An important condition in
order to achieve a high efficiency of psychologist's research work is the
automation of all phases of the test — the test construction, test
implementation, data storage, rough score evaluation; and assessment
results output and interpretation. Some of the aspects of developing
specialized software for certain types of psychological assessments are
examined in this relation.

1.INTRODUCTION

Psychological assessment will be called any psychological testing made
with the help of a preliminary prepared test — a list of questions or
statements, that the assessed person or group of people has to answer or
to give their opinion for. The separate parts of the test are called items.

We will call computerized psychological assessment any psychological
testing, where one or several phases of the testing are made with the use of
a computer. A brief historical overview for the computerized testing has
been given in section 2. Some of the advantages and disadvantages of
computer assessment are reviewed in Section 3.

Computer administering of psychological tests is the computer
representation of the entire procedure of psychological assessments — test
construction, test implementation, results evaluation, storage and
maintenance of the developed database, its statistical processing, analysis
and interpretation.

Personality questionnaires are those psychological tests, which are
purposed for description and evaluation of the characteristics of conative
(behavioral), emotional and motivation sphere, the interpersonal relations
and attitudes of an individual [7]. It's typical for the Personality
questionnaires (in contrast to Achievement tests or Intelligence tests) that
the items are questions or statements, for which answers the respondent
has to report certain information concerning himself, his experience and
relations. The format of the answers to items is also specific — most often
they are described with the help of a definite multitude of preliminary known
answers or statements, which we will mark by Ans . In our examinations we
will accentuate mainly on definite multitudes of possible responds to each
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item of the test. For example Ans={"Yes”, “No”, Ans={“True”, “False’},
Ans ={"l like it’, “I don'’t like it}, Ans={"Often”’, “Sometimes”, “Never’},
Ans ={*True”, “I don’t know”, “False”}, Ans={"Agree”, “I'm not sure”,
“Disagree™}. Items with rating scales are also used in practice, but we will
examine just rating scales that represent definite and consequently discreet
multitude of real numbers.

In section 4 are examined some general requirements for development
of specialized software for psychological assessments administering based
on computer testing, which are in conformity with the conventional
requirements for excellent software technologies [1,3,6] as well as with the
tightly concrete requirements in the field of experimental psychology [7,8].

2. HISTORICAL OVERVIEW

During the last years computers have a reasonable effect upon all
phases of the testing process — test design, test implementation, rough
score evaluation, results output and interpretation (for more details see
[2,5]). The apparent advantage of computer utilization is the multiple
increase of the speed of data analyses and results calculation. It's equally
important not just to ease the testing procedure, but to develop new
methods and approaches in psychological testing, which could not exist
without the flexibility and the power of data processing, ensured by modern
computers. This way appears the newest tendency in psycho diagnostic
research related to computers utilization — the computer testing.

At this stage of psycho diagnostics development computer has become
an indispensable part of psychologist work. However the introducing of
computer in psycho diagnostics is a gradual process which history is
connected with the development of information technologies.

The first attempts to automate the represented incentive material and
the subsequent processing of the results start from the beginning of the
1930s of XXth century. But only just in 1960s the utilization of computers in
psycho diagnostics becomes wide-spread. At that stage of the development
of information technologies the computer function has been limited to
representation of simple incentives, fixation of the elementary reactions and
statistical processing of the obtained data. The computer has been a
subsidiary instrument in researcher’s work, accomplishing the most time-
taking and routine operations. At the same tame begins the development of
machine interpretation of the tests.

Just only in the 1970s, with introduction of new generation computer
psycho diagnostic systems based on personal computers, begins the strong
development of computer psycho diagnostics. The process of introducing
into practice of automated test methods/techniques/ also accelerates. A
base for subsequent formalization and automation of collecting and
processing of psycho diagnostic information is established.
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During the 1980s of the previous century, computerized tests are widely
developed. The procedure of computer testing changes - the
communication with the assessed individual becomes a dialogue between
him and the computer. Thus gives the opportunity to change the research
strategy during the testing process depending on the obtained interim
results.

A later stage of introducing the information technologies in psycho
diagnostic practice (the 1990s of XXth century) is use of computer methods
with no paper-and-pencil counterpart — computer tests specially designed
for computer environment. From there starts the division of the tests to
computerized (typical tests, adapted for computer testing) and computer
tests — those that have no paper-and-pencil counterpart.

During the last decade of the XXth century computers are available not
just in big universities and laboratories, but are in aid of average
researchers, too. Recently the complex psychological assessments are
made with the aid of powerful personal computers, fitted with a certain
number of peripheral devices.

The beginning of the XXlst century is characterized by a very broad use
of computers at all phases of computer testing. If so far just certain phases
of the testing process were automated (for example representation of the
material, data processing, results interpretation), recently ever more often
there are programs designed so, that they implement the whole testing
procedure — from the instruction before test implementing to the
interpretation of the results, thus reducing to minimum the participation of
the psychologist.

3. ADVANTAGES AND DISADVANTAGES OF COMPUTER
TESTING
Except for indisputably obvious advantages of computer testing (like
fast administering, high speed data processing and easy results storage) to
the merits of contemporary computerized methods in comparison with the
traditional ones we could also list the following:

e Invariability of computer programs ensures constant test conditions,
which is difficult to achieve in traditional tests;

¢ Minimizing the subjective influence of the psychologist at test
results.

e Possibility to exclude psychologist as an additional stress factor
during the test administering, and thus to increase sincerity and thence
the reliability of the test;

e Ensuring correct and simple registration of reactions set of the
assessed individuals;
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e There is a possibility to recover and track in consistency the actions
of the assessed individuals;

e It's comparatively easy to create a common database for the
assessed individuals;

e There is a possibility for automated test construction;

e Psychologists are exempt from the routine and time-taking work of
data evaluation as well as test construction and adaptation;

e It's possible to broaden the group testing practice;

e The possibility to use powerful mathematics — statistical equipment
for data evaluation broadens, which facilitates the development of new
procedures for analysis;

e It's easier to ensure confidentiality of personal results from the
testing;

e It becomes possible to administer large-scale assessments (for
example on Internet);

e The storage of diagnostics data becomes easier (on magnet instead
of paper carries), which helps to decrease the assessments prime cost;
e There are favorable conditions for application of express methods,
which implementation allows obtaining results very fast. In a number of
cases (for example in professional psycho diagnostics) that could be
crucial;

e There is a possibility for merging the tests into assessment batteries;
e Computer procedure has minimal negative influence in comparison
with the direct contact between examiners and respondents (the
influence of self defense mechanism in respondent is minimized);

e Gives a possibility to awaken the playing motive in test respondent
(by creating a test that looks like a game), which makes the testing
process more attractive and increases the reliability of the results;

e Gives the opportunity to carry out analysis of the respondent’s
behavior in the course of testing, to consider a great number of
parameters in various situations, to organize a dialogue in program’s
work conditions (the so-called adaptive tests);

e By the means of computer graphics there is a possibility to present
dynamic objects to the respondent (dynamic stimulated environment), it
becomes possible to use poly-modal incentives;

e There is a possibility for individualization of psycho diagnostic
assessments;

e Ensures a close relation to solving of practical tasks.

Besides the advantages of computer testing, there inevitably are
disadvantages as well:
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o New computer tests development is a complex, time-consuming and
expensive task, which could be accomplished by good professionals-
programmers only;

e It's necessary for the operators of such programs to pass a special
training for work with the computer tests;

e There is no individual approach in test processing;

o The latency of processing phases and interpretation of results (they
are preliminary settled by the programmer in the computer program);

o Some of the approved tests that had became example tests, when
used in electronic version lead to significant changes in their diagnostic
abilities, most of all concerning their validity and reliability. That is to say
that to make use in psycho diagnostic practice of automated versions of
tests, which are already standardized; they need to pass revalidation
first. It is necessary to recheck the reliability of computer methods and
their standardization as well;

e For the processing of the obtained results is often used a powerful
general purpose software like SPSS, MatlLab, Statistica, S-Plus or other
similar systems for example, for the development of which considerably
much efforts are needed, while in computer testing is not used a great
part of their possibilities; and this leads to a certain lack of efficiency in
psychologist’s research work;

e The absence of direct observation and personal contact with the
respondent is a cause for the same difficulties and limitations as those
ensued from group testing;

e In approximately 30% of all assessed individuals is observed a
psychological barrier [4], the so-called “phenomenon of computer
anxiety”, even more, in 5% of all cases are registered conditions similar
to phobias;

o Some of the tests could not possibly be transferea for computer use
(like the most of projective methods);

o It is difficult to put into practice computer tests in field conditions. A
mandatory condition for their application in such terms is the use of
portable computers.

The above mentioned disadvantages provoke the negative reaction to
computer tests among the psychologists. For example the use of such tests
in clinical psycho diagnostics is very limited because the price for errors in
decision-making could be too high. However it’'s evident that computer tests
have a great future, where most of the faults in the procedure would be
eliminated due to further development of computers. That optimism is visible
in the mounting interest in computer psycho diagnostics, in which there are
more than 1000 computer tests, included [4].
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4. SOFTWARE FOR COMPUTER ADMINISTERING OF
PSYCHOLOGICAL ASSESSMENTS

The development of a new generation specialized software for
psychological assessments (expert system in psychology) can help to
overcome the greatest part of the disadvantages of computer testing, listed
in section 3.

The development of necessary software for computer administering of
psychological tests requires certain knowledge and skills in computer
programming field, which rather often is not in the competence of the
research psychologist. On the other hand the test construction, test
implementation, data processing and analysis of the results require
profound knowledge in the field of psychoanalysis. In this aspect
development of specialized software require active collaboration of
specialists in both fields of science. The result is development of software —
generator and analyzer of psychological tests, which automates to the
maximum all the activities connected with computer administering of
psychological tests. As that will save a lot of time and human resources, it
will be very profitable and will justify the expenses.

By the use of generator and analyzer of individual tests the research
psychologist (having base knowledge in computers) would be able to design
his own computer test and implement independently all phases of computer
administering of an arbitrary psychological individual test.

A computer system for psychological tests administering is a type of an
expert system in the field of psychology and psycho diagnostics. The
components of that system include: a system for management of relation
type database, designed for input, storage and processing of data related to
the different items of the tests; all possible multitudes form the Ans type;
distinguished characteristics of human personality; psychological
categories; results from the implemented individual or group testing; etc.
The system will also include knowledge bases concerning the links between
the separate units of the database, calculating schemes and algorithms for
processing the value n quantity characteristics obtained in testing process,
as well as psychological analysis and interpretation of the possible results
from the work with the system.

In conclusion we must emphasize that the authors are in process of
developing a system with the above described characteristics. More detailed
description of the software development could be found in the continuation
of this work given for publishing in present volume [10].
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Reserch of the Effectiveness of the Parametrical
Algorithm based on binary matrices

Margarita Todorova
SWU, Blagoevgrad, Bulgaria

Abstract: The work examines four parametric family of algorithms for
calculating the estimates on the number of binary tables (matrices), caused
by monotonous Boolean functions. Estimate calculating algorithms (ECA)
are based on the classification of the recognition subject in the class de-
pending on the value of quantitative performance - estimates (where comes
the name of the method).We prove that under some additional restrictions
on the set of admissible tables, algorithms of this family have a high accura-
cy of recognition.

Keywords: pattern recognition, estimate calculating algorithms

1. DESCRIPTION OF THE MODEL
The set of objects to be recognized by the system is described by n bi-

nary features, i.e. o, = {0,1}, i=1,2,...,n.The tables for training and supervi-

sion are sets of admissible rows, broken down into two classes - m for the
training table7, and t - for control table. Sets of admissible rows for the

classes K ,and K, are described as follows:

Let f(x)=f(x,,X,,...,x,) be monotonic Boolean function;

D, ={x=(x1,x2,...,xn)

f(x)= 1} be the set of function’s units;
D, = {xz(xl,xz,...,xn)
tion /().

The pointx € D, is defined as a limit point in the set D, for the point

f(x)= 0} be the set of zeros for the func-

y e D, such that p(x,y)=1 (The distance p(x,y) is in terms of Heming,

i.e. a number of different components). Similarly, we define the limit point in
the set of zeros of monotonic Boolean function: the point x' € D, is called

the limit, if there is a point ' € D, such that p(x', ") =1
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Let 1| be the set of limit points of the set D, and I'; be the set of
limit points of D,. The set I'=I",UT", is the set of limit points of the Boo-
lean function f'(x).

Let ¢ be any natural number. We define the following subsets D/ -
the set of units and D] - the set of zeros of the function:

D} = {x‘x eD, u p(xI)= go} ,

Dy = {x‘x eD, u p(x,F) > go} ’

with p(x,I')= nzieirnp(x,z) :

The set of admissible objects for the class K, coincides with the set
of coordinates of points belonging to the set D” (briefly it coincides with the
set D). Similarly, the set of admissible rows for the class K, forms the
setDJ . In further work with tables 7,,7, filled with admissible rows by the
sets constructed above we will denote with 77,7, .

The set of admissible objects for the class K, coincides with the set of
coordinates of points belonging to the set D/ (briefly it coincides with the
set D/ ).The set of admissible rows for the class K, forms the setD] . In
further work with tables 7;,7, filled with admissible rows by the sets con-
structed above we will denotes with 7,77 . But any arbitrary algorithm be-
longing to the class aIgorithmsA(k,a,é‘l,éz) described in [1,2] are supplied

sequentially to recognition rows (objects) of a fixed control table, as decision
set and use table. We define the quality of the algorithm by the proportion
of correctly recognized control rows:

t!

Q(A)=Z,

where ¢ is the number of correctly identified rows of the table 7,” by al-

gorithm A .
The extremal algorithm A * is determined as:

A*)= sup  Q(4).

Aed(k,&,5,,5,)
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As performance characteristics of the given family (the given class)
A(ke6,,6,) of the algorithms on a set of ordered pairs {(Tl‘”,Tz‘”)} of ad-
missible tables is used value, specified by the condition:

o, (A*) = min_ Q(A4*)
{(zez2)}
The task is to find the minimum value of the parameter @ (if it even ex-

ists for the function f), where the algorithm detects extreme permissible
faultless couple tables.

We will attempt to formulate a criterion for correct recognition to formu-
lated procedure to reduce the checks in order to solve the problem.

We will show that for a sufficiently wide class of monotonic function

there is integer non-negative value ¢, such that for any pair (YI,TZ) of cor-
responding set, the algorithm is recognized unmistakably.

2. CRITERION FOR CORRECT RECOGNITION
Let the rows of K, and K, be arbitrary and not intersected subsets G,

and G, of the set of tops of unit n - metric cube E .
For convenience, let us introduce the following variables:

R(G)= max| s () =iz o(5) |

yeG, x€G

R(G,)= I?E%z([gl;%)jp(xz,z)—gleiGrllp(xl,Z)J ,
R(G)= max{R(Gl),R(Gz)}
Theorem 1. The extremal algorithm recognizes correctly each pair of
admissible tables then and only then when R(G)<0.

Proof: I  Sufficiency. Let R(G)<0. Consider algorithm
AeA(k,g,&l,éz)with parameters £, ¢ satisfying the conditions (parameters

0,,0, are not fixed so far):

e+1<m(G), (1)
n—k+e>M(G), 2)
where
m(G):miGnmgnp(x,y), M(G)zmax{M(Gl),M(Gz)},

and M (G,)=max p(x,y), M(G,)=max p(x,y).

x,y€G; x,y€G,
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Inequalities system (4.1) (4.2) is compatible, as the sets G, and G, do
not intersect, and m(G)>1, but by conditonR(G)<0, where
M (G) <n-1.

Let 7, =(S,,S,,....5,,). T, =(S/,5....,S;,) us have arbitrary admissi-
ble tables for training and supervision, ie

S eG, S, €G,, i=12,....m

i+m

St eG, S.,€G,, j=12,..t

Algorithm with parameters k,¢ satisfying conditions (1), (2), assigned,
according to (1.1), the following estimates for the row S/ (1<i<¢):

ZZ(H p(s,. S)J{p(Sq,Si')J,

g=1 1=0 /1
zzm: ZE: " ,O(S ’S"’) p(Sq,Si')
g=m+1 A=0 k ﬂl ﬂl
Therefore have satisfied the following inequalities:
¥ -ry>
> m.min{mini[n_p(&s )j{p(S,S )J—maxitn_p(&s )j(p(S,S )H
§'<G, | 5<G, et k=1 y) SeG, &= k=1 y)
i=12,...,t

)
for p(x.,y)—p(x,,)<R(G)<R(G)<0,p(x,y)<p(x,,y), for any
x,,y € G, x, € G, . After applying the theorem 1.1. receive:

e g )

Since it is implemented and
p(x,y)<SM(G)<M(G)<n-k+e,

p(xz,y)Zm(G)25+l,
Then according to the inequality:

;{n —:Eaz,y))(ﬂ(?;,y)j N ;(n—:faz,y)J(p(zz,y)]

for arbitrary x,,y € G,, x, € G, and inequality (3) follows:

(see (1) n (2))
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i=12,...,t

(4)

Reflect similar with respect to any order of the class K, of the control

table, we get:

Ly TV >m, i=t+1,t+2,..2t (5)
ry
Consider the value ———of arbitrary row §" e G, . Since, under (4) is
I7 +17
satisfied:
-1
s maxF
S,r‘ = > ! =2 1+S€GI—S (6)
Iy +I7 5 minT
1+maX7S S'eG,
seG T°
Similarly for arbitrary row S'e G, is fulfilled:
-1
K rnaxF
LYW P ()
) +T3 min[)
S'eG,

and using inequalities (6) and (7) we get:

FS' rs]’

min |y min ———-, min — 2 =2
SEGIF +r Serl_'1 +1_‘2

(8)
Let the parameters J,,9, are such that
0, <m,
i[n—m(G)}(m(G)) B
A
5, <|1+= . (9)

L)

(8) follows that the algorithm with parame-
ters k,&,0,,0, satisfying the system of conditions (1), (2), (9) will unmis-

takably recognize in each pair admissible tables.
This sufficiency is proven.

From mequalltles (
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Il. Necessary. Let an extremal algorithm work faultless on any pair of
admissible tables. Will be shown that the inequality R(G)<0 is satisfied.

Let to assume the contrary, ieR(G)ZO. Let for certainty has been

metR(G,) >0, then existx,,y € G, x, € G, , such that p(x,,»)> p(x,,»).
To build a training table in the following way:
S =x,S8,,=%, i=12,...,m.
Table for control contains at least one row, equal to y in the K, class,
then:

e e

for any value of each parametersk, ¢ .

For arbitrary algorithm of the family algorithms A4(k.¢,6,,9,) decision
rule will include the row y in the class K, or will refuse to classify it, they ex-
tremal algorithm will not work properly, which contradicts the assumption
thatR(Gl) >0 assumption leads to contradiction. This need has been dem-

onstrated.
Let us introduce the following variables:

R (¢)=R(D?),R,(9)=R(DY), R(¢)=max{R (¢).R,(p)}.
Consequence of theorem. Let ¢ is fixed and such that the sets D/
and D; are not empty. The extremal algorithm works unmistakably for each
pair admissible tables (Tf,Tf) if and only if R(¢)<O0.
If for the set of monotonic Boolean function f(xl,xz,...,xn)can be

found @, such that DY and D{ both are not empty, and R(¢)<0, the
largest interest causes "the richest" set of admissible rows corresponding to
maximum ¢ satisfying inequality R(¢)<0.

The problem of finding a value of the parameter ¢ allows a trivial solu-

tion by the method of brute force enumeration, but for large enough n, the
amount of work is big..
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3. STRUCTURE OF THE SETS D/ AND D/

Let xeE,, x=(x,x,,....,x,)and by J_ is denoted the set of all unit
coordinates of point x, i.eJ, :{j‘xj :1}. Obviously, forx <y, J < Jyand

conversely, if J < J then point x precedes y, i.e. x<y and J =J if
andonlyif x=y.

For structure of these sets are valid:

Lemmal. p(x,y)= ‘(Jx UJ},)\(JX ﬂJy)
of the set), i.e. the distance between tops x, y of the unit of n - metric cube
is equal to the number of non-coincidence coordinates

Corollary: If x <y, then p(x,y)= ‘Jy \J,

(By |y|is denote cardinality

Theorem 2. For any ¢ (¢ >0,p el ) there are monotonous Boolean
functions £, (x), f;(x) such that a set of the units of the function f, (x)
coincides with the set D/ and the set of zeros of the function f; (x) coin-

cides with Dy

4. CONCLUDING REMARKS
Let y/(n,r) be the set of Boolean functions defined on the collections,

whose number of units is in the range from {%} —rto {%} +7 (in the collec-

tions we set the choice of values for the coordinates). We believe that out-
side this interval with fewer units in the collection, the value function is equal

to 0, where a larger number of units is equal to 1. Then ¢ < [g} —7 for each

function f ey (n,7) the sets DY and D are not empty. On the other hand
a set of many collections, corresponding to the lower units of the function

f(; (x) contains not less than B}”‘/’ units, and each set of many sets,
corresponding to the zeros of functions f7'(x) contain no more than

{§}+r—gp units. From here following to the criteria for recognition and
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faultless formula (1), (2), it follows that ¢2[%}+r for each function

f ew(n,t) the extremal algorithm from family of algorithms 4(k,¢,6,,6, )
made recognition for each pair admissible tables (Tf”,Tf) unmistakably.

Let (n) be the number of monotonous Boolean functions for which
there is a parameter ¢, extremal algorithm from family of algo-
rithms A(k, &, 8,,6, ) recognized for each pair admissible tables (Tf”,T;”)

n

rightly, then logi¥{n): logy (n): [2} .
2
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Software for Building Load Calculations

Stanko VI. Shtrakov

South - West University “Neofit Rilski”,
66 Ivan Mihailov Str., 2700 - Blagoevgrad, BULGARIA,

Abstract: In this paper, a software tool for thermal design and energy
simulation related to buildings is proposed. In design mode, software covers
the calculation of heating, cooling and latent room loads, internal comfort
analysis and codes/standards checks. Linked modules deal with the
performance of HVAC (Heating, Ventilating, and Air Conditioning) plant and
natural ventilation. Components prepared as a library of working code
modules are ready for immediate implementation as stand-alone
performance model or as components to be integrated with a complete
building simulation program.

Keywords: thermal design, thermal analysis, building loads, heat balance
model, heat transfer

INTRODUCTION

Building energy consumption accounts for approximately 40% of the
global energy demands; the bulk of this energy is needed to compensate for
thermal energy losses or gains that occur in building envelope systems.
Conventional strategies to mitigate thermal energy losses or gains in
enclosures rely on passive insulation materials, separate heating and
cooling systems then compensate for energy losses or gains that do occur.

Large commercial buildings that require air conditioning all year round
are energy-intensive. Air conditioning typically contributes more than half of
the energy consumption of a commercial building. As the building sector
accounts for more than one-third of the total electrical consumption, it is
imperative that today’s buildings be designed for energy efficient operation
throughout its lifetime. To achieve this, the response of a building to
weather conditions and load changes need to be well understood.
Conventional design methodologies are now being surpassed by
computerized engineering tools that allow the performance of the building to
be simulated long before its construction.

Meanwhile, building authorities worldwide have begun or completed the
drafting of building performance standards taking advantage of the
proliferation of personal computers and the rapid increase in computational
power available to run sophisticated building norms and simulation
programs. Concentrated efforts to reduce energy consumption will help to
mitigate adverse impacts on our environment. Achieving energy efficiency
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also helps to reduce our dependence on fuel imports and improve our
economic competitiveness.

European Committee for Standardization (CEN) formulated
EUROPEAN STANDARD NORME EN 12831 in March 2003, as part of
European's efforts to improve building energy efficiency. This Standard
gives the method of calculation of the thermal transmittance of building
elements in contact with the external air and deals with elements in thermal
contact with the ground.

On the base of this Standard Bulgarian National Calculation Tool
(Method) be developed and published. The calculation method is based on
the delivered energy needed under standard indoor and outdoor conditions.
The basic process of the calculation is divided into two stages:

e Calculation of energy demand (calculated on the standard use) of
the building, or its zones; the calculation of heat losses, and heat
gains, required in each space in order to maintain specified internal
conditions;

o Calculation of energy consumption (building, zones, according to the
energy demands); the calculation of the energy required by the
energy systems (boilers, AHU units, DHW systems, lighting, etc.)
needed to provide the necessary heating or cooling, or humidity
control, etc.

The procedure for demonstrating compliance with the Building Regulations
for buildings other than dwellings is by calculating the annual energy use for
a proposed building and comparing it with the energy use of a comparable
'notional’ building. Both calculations make use of standard sets of data for
different activity areas and call on common databases of construction and
service elements.

This standard specifies a calculation method for calculation of the heat

supply needed under standard design conditions in order to make sure that

the required internal design temperature is obtained. The standard

describes calculation of the design heat load:

- On a room by room or heated space by heated space approach, for the
purpose of dimensioning the heat emitters;

- On a whole building or building entity approach, for the purpose of
dimensioning the heat supply.

The standard also provides a simplified calculation method.

The set values and factors required for calculation of the heat load should
be determined in a national annex to this standard. Annex tabulates all
factors, which may be determined on a national level and gives default
values for cases where no national values are available.
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SCOPE of EN 12831 Standard

The standard specifies methods for calculating the design heat loss and the
design heat load for basic cases at the design conditions.

Basic cases comprise all buildings:

- With a limited room height (not exceeding 5 m);

- Assumed to be heated to steady state conditions under design
conditions.

Examples of such buildings are: residential buildings; office and
administration buildings; schools; libraries; hospitals; recreational buildings;
buildings used in the catering trade; department stores and other buildings
used for business purposes; industrial buildings.

Principle of the calculation method

The calculation method for the basic cases is based on the following

hypotheses:

- The temperature distribution (air temperature and design temperature) is
assumed to be uniform;

- The heat losses are calculated in steady state condition assuming
constant properties, such as values for temperature, characteristics of
building elements, etc.

The procedure for basic cases can be used for the majority of buildings:

- With a sailing height not exceeding 5 m;

- Heated or assumed to be heated at a specified steady state temperature;

- Where the air temperature and the operative temperature are assumed to
be of the same value.

Data required

The Standard provides information on the appropriate data required for

performing the heat load calculation. The following data is required:

- Climatic data. The following climatic data is used: external design
temperature ( winter and summer), annual mean external temperature,
solar radiation (zone)

- Internal design temperature. The internal temperature used for calculation
of the design heat loss (gains) is the internal design temperature. For
the basic case, the operative temperature and the internal air
temperature are assumed to be of the same value.

- Building data. The building data include geometrical characteristics of
building and all rooms; thermal characteristics of envelope elements;
thermal characteristics of linear thermal bridges, internal heat sources,
optical characteristics of windows; thermal accumulation characteristics
of building elements and other.
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The objectives of calculating the design heat load is to ensure an
acceptable internal thermal environment at design exterior temperature
conditions. The internal design temperature for heating is given at a national
level. The design for internal thermal environment should be based on EN
ISO 7730, where the quality of the thermal environment is expressed by the
PMV (Predicated Mean Vote) and PPD (Predicated percentage of
dissatisfied) values.

Introduction to CDLoad

There are currently many computerized Building design calculation
(BDC) codes and programs available to professionals. As different BDC
codes vary in complexity, calculation algorithms, ease of use and cost, the
codes have their advantages and disadvantages. The user's experience
and computer literacy skills also play an important role in performing
building energy simulation. It is foreseen that BDC will be more frequently
and widely applied in building design and analysis as it can be under-taken
with greater ease and lower costs using personal computers.

Despite their great popularity the BDS codes have some drawbacks. As
a basic drawback of these software products can be pointed the difficult
inserting in system the specific requirements of national standards and build
a specific climatic and other data for calculations.

Another drawback of the BDS programming systems is that it is difficult
to make analyses about long-term system characteristics. Apart from that
they do not allow to be made analyses about the influence of separate
constructive parameters in the installation scheme.

CDLoad is a computer program that provides a heat losses and heat
gains in rooms of building, the total design heat load of the building entity,
analysis of a building's energy consumption. CDLoad calculates designed
heat loads and gains for building and rooms and yearly energy use of a
building given a description of the building geometry, construction, use and
HVAC and lighting equipment. It was originally based on the CEN
Standards.

The organization of the programming system contains three basic
modules. As a basic infrastructural part of the system it appears the module
of collecting the constructive and climatic data for building.

The second structural part of the programming system is a set of
programming modules for calculating and analyzing the thermal
performance and design load of building. They are organized as separate
programming structures according to the common infrastructural part of the
programming system.

The third part of the programming system organizes the preservation of
results from the calculations and a preparation of the necessary data. It is
worked out a universal system for showing results for different periods of the
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simulation interval. Technical and economical estimations for building
systems can be generated on the base of received results.

The main problem in algorithm for such kind of programs is organization
of data base system for a project. The part of data can be prepared as a
specialized data for project and other data can be prepared as a common
data, which can be used for all projects. This data organization must be very
flexible. On figure 1 is presented a scheme of data files and relating binds in
this system.

Files specified for a given project are saved in separated directory,

created for the project and that files are prepared as a special files with
direct access in Pascal programming tool (Delphi). Files containing the
common data base are prepared as a standard base data — Paradox. Data
from this files is accessible for all projects.
WINDOWS environment for the CDLoad Delphi program (fig.2) provides for
user friendly input of data, processing and viewing of the results. The
program estimates the energy heat loss and gains and energy consumption
of a building taking into account the site location, the building structure and
the type of building services installed to maintain the desired environmental
conditions. It enables a designer to investigate alternatives and make
energy comparisons quickly and effectively for a very wide range of building
configurations and air conditioning systems using actual measured climatic
data.

Computer Platform
CDLoad program needs PC running Windows 95, 98, XP, Vista, 100 MB
Ram or paging disk, 100 MB disk space, CD-Rom drive.

Data input is interactive (mouse driven) via WINDOWS dialogue boxes,
selection lists drop down lists and entry fields on a series of screens running
through general Project information to individual space data and for all the
building services plant, capacities, operating schedules, etc. Buttons on the
toolbar and special keys allow the user to copy individual values, columns of
data or complete screens from space to space or system to system and
there is a facility for making global changes.

CONCLUSION

New technologies in planning, design and operation for energy
efficiency of buildings often require the use of computers, and with the
developing of desktop computing, building energy simulation is expected to
grow in importance. A new energy performance standard is being proposed
for use in European countries so as to achieve higher efficiency levels and
greater energy savings. We demonstrated engineering compliance
software, CDLoad, tailored for use by professionals to perform calculations
aimed at achieving energy efficiency in buildings and compliance of energy
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performance standards.

Software

is approved

in CHAMBER OF

ENGINEERS IN THE INVESTMENT DESIGN and is adopted as official
design software for HVAC (Heating, Ventilating, and Air Conditioning)
projects.

Building Energy project
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Common Object Data
(DB file - Paradox)
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Fig.1 . Data files for CDLoad software
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Abstract: Minimal necessary conditions for e-readiness are good ac-
cess to network infrastructure. Access can be defined as a combination of
availability and affordability of the network including hardware and software
needed for network interface. Quality and speed of the network are also im-
portant to define its usage. The main objective of this study is the calcula-
tion of the level of all indicators which assess the network access and di-
rectly and indirectly linked to e-readiness in our region.

For this evaluation the network access it is divided into some categories
and an analysis is made to the qualitative and quantitative features of these
categories.

Keywords: e-readiness, internet, network access, Albania.

1.Introduction

Continuous growth and evolution of information and communication
technology has fundamentally changed global relations, with a growth of
possibilities for a great economical and social development and competi-
tiveness. Technologies like Internet, personal computers and wireless te-
lephony have made the globe a network of individuals, businesses, gov-
ernments and schools in continuous growth interacting with one-another.

The new ICTs are a powerful, yet neutral tool that can be used to ad-
dress a host of issues in every community - their real power, therefore, lies
in their ability to support holistic development that promotes long-term social
and economic benefits, [ITG Harvard University, 2008].

Bearing in mind the recent situation, | will take into consideration, in my
paper, the evaluation of network access in the southern eastern part of Al-
bania.

2.NETWORK ACCESS

One of the minimal necessary conditions for the e-readiness is an ac-
ceptable access to the network infrastructure. Without the worldwide global
network access no community can be part of the network connected world.
Access is determined by a combination of the availability and affordability
for the network usage, also hardware and software needed for the network
interface. Network quality and speed are also important to determine the
usage of this network. Client oriented service from the companies which as-
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sure access to the network is a main factor for adoption and usability of
network applications.

Because of the growth of importance and unique characteristics of
Internet, which secures a global platform as far as voice service, videos and
data are concerned, the evaluation for the network access will be calculated
on the Internet access context. Also citizens of different ages, genders and
professions have answered a questionnaire whose results are presented in
this paper.

In order to evaluate the network access we think to divide it into some
subcategories which are presented below:

1. Penetration of technologies for the network access.

The lack of access in voice and data services remains a serious obsta-
cle at the network e-readiness for the greatest part of communities in devel-
oping countries. Communication infrastructure is distributed in a widely
changing local and regional penetration proportion which depends on the
factors such as incomes and geographical position.

2. Network connection

Bandwidth valuable for individuals’ local connections as for the Internet
connection of the community determines the number of users and the kind
of network activities that this line supports. Activities which intensively use
bandwidth as for transferring big files and video streaming can be worthless
to the limited network accessed communities.

3. Network affordability

Prices which companies and individuals pay for Internet widely depend
on the services ISP offers, from which Internet is distributed. When these
prices are high, individuals have the tendency to work less with the internet.
As a result, there is a low access to the net.

4. 1CT market and services

A market with a great number of choices of hardware and software may
encourage a more specialized network usage including special choices in
special local conditions. Prices are also an important aspect, especially in
developing countries, where individuals have low incomes and can not sup-
port high prices.

3.Assessment for Network Access

Korca’s region telecommunication infrastructure, like all over Albania,
has been undeveloped before the year 1990. After the 1990s this infrastruc-
ture has developed with slow steps. Only in the last five years, it is seen a
great development of Internet technologies. Internet services started with
dial up and later with other forms like ISDN, DSL. In 2007 wide entrance of
ADSL from the Albanian Telecom brought a quick diffusion of Internet in
Korca region, which forced the private companies to lower their prices up to
40-50 %. Private companies which operate in Korca region in the field of
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Internet services such as: Abissnet and Abcom have a limited clientele
which can reach a maximum of 200 clients for each of them. Here after let's
have a look at all the indicators of this category.

3.1

Technologies penetration for the network access.

To evaluate the penetration grade of technologies for the network ac-
cess we need to see the progression of some indicators which play an im-
portant role in the evaluation of this category.

These indicators are:

Teledensity ( number of telephone lines per 100 people).

Percentage of families with an installed telephone line.

Percentage of ISDN telephone lines.

Percentage of families which have a TV and Internet cable.

Percentage of failed attempts for dial-up connection.

Percentage of Internet users with security problems.

Percentage of families which have at least a mobile phone at
home.

8. Percentage of the population who use mobile Internet.

9. Percentage of the population which own a computer.

Nok~WN =~

Let us see these indicators in details:

1.
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Teledensity is an important indicator for the e-readiness evaluation.
In Korca city only Albtelecom Company offers this service. Lines
within the city are digital with a link speed of 56 kbps maximum. The
number of PSTN lines reaches up to 18 lines per 100 people.
Telephone line penetration in the family is another important indica-
tor for the e-readiness. There are 25 000 families and 10 885 lines
for the familiar telephone subscribers in Korca.

ISDN telephone line penetration of 128 kbps is very small, even
though this technology has been presented from Albtelecom some
years ago. This may come as a result of the relatively high costs of
the offered services. The penetration of these lines goes to 32 links
in total for Korca city which is an insignificant quantity.

The percentage of families which have a TV and Internet cable. The
cable TV has entered into our country from more than 5 years. Be-
cause of the cheap price that the private company offers for this ser-
vice, today about 32% of Korca’s families have this cable at their
homes. As the private company which owns the cable TV presented
Internet cable only two years ago, relatively late in comparison to the
time it presented the TV only a small number of families have Inter-
net cable which are in total not more than 300 families..

Percentage of failed attempts for dial-up connections. Data were col-
lected from Albtelecom as the only company offering Internet dial-up
service in Korca and it can be said that the percentage of failed at-
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tempts for dial-up connections is very small and inconsiderable as to
affect the network quality.

6. Percentage of Internet users with security problems. It is worth men-
tioning, from the answers of the questionnaires, which comes out of
74% of the Internet users have had problems, especially with viruses
while working in Internet. There are not any data about economical
damages while working in Internet even though small parts of the
population use the Internet for purchasing goods. From the ques-
tionnaire it comes out that 8% of the interviewed use the Internet for
this reason.

7. The percentage of the families which have at least a mobile phone at
home. This is shown from the questionnaire according to which 94%
of the interviewed have at least a mobile phone in their families.

8. The percentage of the population who uses the mobile Internet. Be-
cause of the very high prices of Internet through mobile phones in
comparison to other services only an inconsiderable percentage of
people use this kind of Internet in Korca city.

9. The percentage of population which own computers. Despite the
relatively high prices of computers in comparison to the small sala-
ries of Korca’s citizens, about three monthly salaries to buy a good
computer, a great percentage of Korca’s citizens have a computer at
their home. Taking into consideration the fact that all these com-
puters can have modems (modems have a very low cost), it can be
said that 74% of Korca’s families have computers and the possibility
to get connected to the network from their homes.

3.2 Network connection

Compared with other EU countries and the United States the history
of Internet in our country is very brief. Internet connection in our country
started after year 1990 while in our region after year 2000. Actually there
are some companies which offer Internet services in our region. The
most important is Albtelecom which offers dial-up services, ADSL, ISDN
and which for its infrastructure will continue to be the greatest company
that offers Internet services in Korca region. Other mobile telephony
companies and private ISPs with their branches in Korca like Abissnet
and Abcom own a smaller part of the market of internet services.

From this questionnaire it can be seen the wide range communica-
tion services into Korca region, starting from the dial-up service, cable
service, ADSL, wireless, high speed radio link, satellite link etc..

Albtelecom as the biggest company offering Internet in Korca city
has put into disposal a channel with a capacity of 34 MB in Korca. Ab-
com at the moment has put into disposal a capacity of 8 MB for the
Korca region. The other private company, Abissnet, offers the same ca-
pacity.. Other companies have left this band indefinite about our region
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but according to our information it can be said that their capacity is very
small in comparison to Albtelekom’s capacities.

One of the objective indicators to study the international links is the
total Bandwidth per person. Considering that the inner Internet traffic is
inconsiderable, we cannot consider the inner Bandwidth per person. The
value of this indicator is less than 1 kbps per person. Not a good value
compared to countries like Denmark with an international bandwidth of
38 kbps per person in the vyear 2005. [results taken from
http//:gigaom.com/2005/09/08/us-still-the-bandwidth-daddy/]

3.3 Network affordability

The aim of the study of this indicator is to evaluate how possible is the

Internet access for Korca citizens. For this reason some economical as-
pects of this network have been studied and commented below:

1.
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The average price for an hour dial-up Internet access. The price for an
hour dial-up Internet access is much higher than that in developed coun-
tries. The average price for this kind of access is 0.55% per hour. As it is
seen it is much more expensive than in the developed countries and this
service is being less used in Korca because of the poor quality in trans-
ferring the video and audio.

The average price for an ADSL non-limit link per month. ADSL service
has been presented in our region, by Albtelecom which holds the great-
est weight, and the other company Abissnet. The prices of Albtelecom
remain very high in comparison to the prices of the analogue companies
in the Balkans such as the Greek OTE. It can be said that for the same
service our prices are some times higher than the Greek ones, a big dif-
ference considering that the minimal wage in our country is 17000 lek
(180%) in a month. For more information visit the Internet pages:
http//:www.albtelecom.al and http//:english.oteshop.gr. We are not go-
ing to deal with this aspect, because it is obvious we are in a lower
standard compared with Greece which in the world ranking of e-
readiness stands at number 30 place, [E-readiness rankings 2008, A
white paper from the Economist Intelligence Unit].

The average price per hour of Internet access in public Internet places.
Public places of Internet access are called the Internet Cafes, different
training centers with Internet services, Municipality centers and other
similar places. This service today in Korca has a price of 1.035% per
hour and as in other countries it is more expensive service than dial-up,
but of a better quality. The price remains high if we consider the minimal
monthly salary of Korca region. If we make an easy account of an hour
Internet access in public places it costs about 0.58% of the minimal
monthly salary. From the questionnaire it comes out that 40% of citi-
zen’s use these centers and about 39% of them claim the lack of good
Internet in their homes.
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Another fact to be stressed is that the city’s Municipality to raise the E-
readiness has created some public Internet Centers where citizens can
work for free of charge. From the questionnaires, answers about these cen-
ters comes out that 12% of the citizens use them, which shows their effi-
ciency, considering the short time they have been presented.

3.4 ICT market and services

Before making an analysis of the ICT market in Korca region we should
consider that Korca market is a limited one, and businesses of this kind are
small ones. The main tendency which continues today is “anonymous”
computer trade with low prices. These kinds of computers dominate the big-
gest part of our region’s market.

“Brand name” computers like IBM, HP etc own a small part of the mar-
ket, about 10%, because they are more expensive, including here the note-
book computers sales.

With the growth of the computer market it grew piracy as a serious
problem to the market in the ICT field.

The competition in these fields is growing in the last years and with the
growth of the competition there is a growth of the quality but that is not
enough. A negative factor in this aspect has been the absence of big com-
panies in our region as IBM or HP which brings the lack of quality and ser-
vices.

4. CONSLUSIONS

Evaluating the network access in Korca region it can be said that net-
work access is at a relatively good level in our region, taking into considera-
tion the late presentation of this technology and the level of E-readiness
perceived by specialists for our country in general.

The main problems noticed are: the relatively high prices of Internet
services, the high prices of desktop and laptop computers in comparison to
the minimal monthly salary, and the poor quality of services in these fields.

Today we are trying to pass from the first phase characterized by the
lack of professionalism, good quality devices, relatively good quality Internet
to the second phase characterized by satisfactory broadband link, an overall
inclusion of the business in the network and the implementation of a big
number of internet services.

Concluding the evaluation of network access in our region it can be
said that in spite of these last years’ improvements, Internet in our region is
much more expensive than in developed countries, which means less ac-
cessible to the citizens, and this is a main barrier for the e-readiness growth
of the region.
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Contactless System for a Temperature Mea-
surement
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South-West University, Blagoevgrad, Bulgaria

Abstract: The paper describes the structure of multi point system for
temparature measurement based on microcontroller MSP430F149 (Tl) and
contactless temperature sensors MLX90614. The microcontroller uses two-
wire line and standard transfer protocol SMBus to receive data from the
sensors. To the system could be supplemented up to 127 sensors. This
self contained system eliminates the design challenges of very small
voltage signals, environmental effects and electromagnetic compatibility
which otherwise make infrared temperature measurements difficult and
cumbersome.

Keywords: temperature measurement, contactless system, sensor,
microcontroller.

1. INTRODUCTION

The temperature is one of the most often measured physical
parameter. However, remote non-contact temperature measurement has
previously been complicated and expensive due to the complex signal
treatment and calibration involved. In this paper is presented the structure of
the system for distance temperature measurements of different objects in
different points. The system is based on microcontroller MSP430F149 and
contact less temperature sensors MLX90614. The small and cost effective
non-contact thermometer delivers a fully calibrated, digital temperature
reading of a remote object. Due to the built-in intelligence, high accuracy
and wide temperature operating range of the MLX90614, manufacturers can
easily integrate non-contact temperature measurement in car air
conditioning, room heaters, home appliances and medical equipment. The
presented system is developed for a sensor’s net control up to 127 points of
measurements.

2. DESCRIPTION OF THE NONCONTACT IR THERMOMETERS
Infrared (IR) radiation is part of the electromagnetic spectrum, which
includes radio waves, microwaves, visible light, and ultraviolet light, as well
as gamma rays and X-rays. The IR range falls between the visible portion of
the spectrum and radio waves. IR wavelengths are usually expressed in
microns, with the IR spectrum extending from 0.7 to 1000 microns. Only the
0.7-14 micron band is used for IR-temperature measurement. Using
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advanced optic systems and detectors, noncontact IR thermometers can
focus on nearly any portion or portions of the 0.7-14 micron band. Because
every object (with the exception of a blackbody) emits an optimum amount
of IR energy at a specific point along the IR band, each process may require
unique sensor models with specific optics and detector types.

The intensity of an object's emitted IR energy increases or
decreases in proportion to its temperature. It is the emitted energy,
measured as the target's emissivity, that indicates an object's temperature.
Emissivity is a term used to quantify the energy-emitting characteristics of
different materials and surfaces. IR sensors have adjustable emissivity
settings, usually from 0.1 to 1.0, which allow accurate temperature
measurements of several surface types. The emitted energy comes from an
object and reaches the IR sensor through its optical system, which focuses
the energy onto one or more photosensitive detectors. The detector then
converts the IR energy into an electrical signal, which is in turn converted
into a temperature value based on the sensor's calibration equation and the
target's emissivity. The temperature value can be displayed on the sensor,
or, in the case of the smart sensor, converted to a digital output and
displayed on a computer terminal. Some characteristics of the digital
thermometers (Raytec, Maurer) are shown in the table 1.

Tab. 1: Characteristics of different digital thermometers.

Model QKTR 1485 MiniTemp MT4 MiniTem MT6

Temperature 600 - 3300°C -18 to 400°C -30 to 500°C

Range (1112 - 5972°F) (0 to 750°F) (-20° to 932 °F)

Distance to Spot 15:1 8:1 10:1
Size (D:S)

Response time 20 -200 ms 500 mSec 500 mSec
Emissivity Pre-set at 0.95 Pre-setat 0.95 Pre-set at 0.95
Accuracy 1%+ 1°C +2%, or £2°C (£3°F) +1.5%, or

+1.5°C (x3°F)
Typical Distance 3m Up to 1.5m (4ft) Up to 2m (6ft)
to Target

3. ARCHITECTURE OF MULTI POINT SYSTEM FOR
TEMPERATURE MEASUREMENT

In the practice, very often is a need of simultaneous temperature
measurement to different points of one or more objects. The requirements
concerning mounting and connecting of the sensors is not easy if the
temperature of the objects is higher then 80°C or the objects are moving
during measurements. In these cases, the remote method for temperature
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measurement is appropriate. Here is proposed the structure of multi point
system for temparature measurement based on microcontroller
MSP430F149 (Tl) and contactless temperature sensors MLX90614 (fig.1).
The microcontroller uses two-wire line and standard transfer protocol
SMBus to receive data from the sensors. The presence of the
microcontroler permits to involve many sensors (up to 127), to resolve
different task for temperature measurement, to realize time intervals for
reading temperature in different points of the object and to define a different
precision.

Microcon-
troller

Sen- Sen- | - Sen-

Fig. 1: The structure of the system for distance temperature measuring.

The sensing element in the MLX90614 is an automotive grade
silicon chip with a thin, micro-machined membrane heated by the infrared
radiation of a distant object. This heating is detected by on chip
thermocouples. The custom built signal conditioning chip amplifies and
digitizes the minute thermocouple voltage and calculates the object
temperature using factory set calibration parameters stored in the EEPROM
memory of the chip. The digital output temperature is fully linearized and
compensated for ambient temperature. The sensor transmits the result to
the user's application over an SMBus. The whole thermometer system is
enclosed in a TO-can. This self contained system eliminates the design
challenges of very small voltage signals, environmental effects and
electromagnetic compatibility which otherwise make infrared temperature
measurements difficult and cumbersome. The high level of integration
makes the MLX90614 very cost effective compared to other infrared
solutions currently on the market.

3.1. The SMBus protocol

The SMBus interface is a 2-wire protocol, allowing communication
between the microcontroller - Master Device (MD) and one or more sensors
- Slave Devices (SD). In the system only one master can be presented at
any given time. The MLX90614 can only be used as a slave device. The MD
initiates the start of data transfer by selecting a SD through the Slave
Address (SA). The MD has read access to the RAM and EEPROM and
write access to 9 EEPROM cells (at addresses 0x20h, 0x21h, 0x22h,
0x23h, 0x24h, 0x25h, 0x2Eh, 0x2Fh, 0x39h). If the access to the MLX90614
is a read operation it will respond with 16 data bits and 8 bit PEC (Packet
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error code) only if its own slave address, programmed in internal EEPROM,
is equal to the SA, sent by the master. The SA feature allows connecting up
to 127 devices with only 2 wires. In order to provide access to any device or
to assign an address to a SD before it is connected to the bus system, the
communication must start with zero SA followed by low R/W bit. When this
command is sent from the MD, the MLX90614 will always respond and will
ignore the internal chip code information. Special care must be taken not to
put two MLX90614 devices with the same SD addresses on the same bus.
The SMBus protocol is shown in fig.2.

1 7 T 1 ] 1
Slave Address  [Wr| A Cata Byta AP

iy

Fig.2: The structure of the SMBus protocol.

After every 8 bits received by the SD an ACK/NACK takes place.
When a MD initiates communication, it first sends the address of the
slave and only the SD which recognizes the address will ACK, the rest
will remain silent. In case the SD NACKSs one of the bytes, the MD should
stop the communication and repeat the message. A NACK could be
received after the PEC. This means that there is an error in the received
message and the MD should try sending the message again. The PEC
calculation includes all bits except the START, REPEATED START,
STOP, ACK, and NACK bits. The PEC is a CRC-8 with polynomial
X8+X2+X1+1. The Most Significant Bit of every byte is transferred first.

3.2. Signal processing principle

The operation of the MLX90614 is controlled by an internal state
machine, which controls the measurements and calculations of the object
and ambient temperatures and does the post-processing of the
temperatures to output them through the PWM output or the SMBus
compatible interface. MLX90614supports two IR sensors. The output of the
IR sensors is amplified by a low noise low offset chopper amplifier with
programmable gain, converted by a Sigma Delta modulator to a single bit
stream and fed to a powerful DSP for further processing. The signal is
treated by programmable (by means of EEPROM contend) FIR and IIR low
pass filters for further reduction of the band width of the input signal to
achieve the desired noise performance and refresh rate. The output of the
IIR filter is the measurement result and is available in the internal RAM. 3
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different cells are available: One for the on-board temperature sensor and 2
for the IR sensors.

Based on results of the above measurements, the corresponding
ambient temperature Ta and object temperatures To are calculated. Both
calculated temperatures have a resolution of 0.01 °C. The data for Ta and
To can be read in two ways: Reading RAM cells dedicated for this purpose
via the 2-wire interface (0.02°C resolution, fixed ranges), or through the
PWM digital output (10 bit resolution, configurable range). Here is used the
first method of reading RAM cells.

3.3. Computation of ambient and object temperatures
The IR sensor consists of serial connected thermo-couples with cold
junctions placed at thick chip substrate and hot junctions, placed over thin
membrane. The IR radiation absorbed from the membrane heats (or cools)
it. The thermopile output signal is:

(1) Vi(Ta,To) = A.(To*-Ta*),

Where To is the object temperature absolute Kelvin) temperature, Ta
is the sensor die absolute (Kelvin) temperature, a | A is the overall
sensitivity.

An on board temperature sensor is needed to measure the chip
temperature. After measurement of the output of both sensors, the
corresponding ambient and object temperatures can be calculated. These
calculations are done by the internal DSP, which produces digital outputs,
linearly proportional to measured temperatures.

3.3.1. Ambient temperature Ta

The sensor die temperature is measured with a PTC or a PTAT
element. All the sensors’ conditioning and data processing is handled on-
chip and the linearized sensor die temperature Ta is made available in
memory. The resolution of the calculated Ta is 0.01 °C. The sensor is
factory calibrated for the full automotive range (-40 to 125 °C). In RAM cell
006h, 0000h corresponds to -40 °C and 4074h (16500d) corresponds to 125
°C. The conversions from RAM contend to real Ta is easy using the
following relation:

(2) Ta, SMBus[°K]=Tareg x 0.02
3.3.2. Object temperature To

The result has a resolution of 0.01 °C and is available in RAM. To is
derived from RAM as:

(3) To, SMBus[°K]=Toreg x 0.02
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3.3.3. Calculation flow

The calculations are held by microcontroller, which executes a
program form FLASH. After POR signal the sensor is initialized with
calibration data from it's EEPROM. During this phase the number of IR
sensors is selected and it is decided which temperature sensor will be used.
Measurements, compensation and linearization routines run in a closed
loop afterwards. The results after the calculation of the ambient temperature
and the object temperature, are stored into RAM as Ta and To.

4. CONCLUSIONS

The multi point system for temperature measurement is cost
effective and very useful in cases when there is the need of measuring the
temperature of the moving objects. The method saves time during industrial
processes. With the remote temperature measurements very easy could be
accessed integral object temperature of the objects with complex forms.
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Opportunities of digital signal processors for
arithmetic coding

Dimitar Manolev, Emil Frenski, Ventsislav Petrov
SWU “N.Rilski”,Blagoevgrad, Bulgaria

Abstract: Possibilities of digital signal processors are presented in this
article. The processors for implementation of arithmetic coding are Texas
Instruments TMS320C6000 series. The functions implementing cycle coding
- decoding written in C programming language are also presented. The
content of an A4 paper format sheet are used for the implementation of the
arithmetic coding as input stream of data.

Keywords: digital signal processor (DSP), data compression, program
language C/C++.

1.INTRODUCTION

The purpose of data compression is to reduce the number of the bits to
storage or transmission of the information. The data compression cover a
wide variety of hardware or software methods completely different from
each other. In general, these methods can be divided into two main groups -
methods of compression with loss of data and without loss of data. In the
first methods, the lost of the data are compensated by the increased level of
compression. These methods are used in areas such as the computer
graphics and digital sound processing. All those methods which must
ensure that the output stream of data will be the same as the input stream
are belong to the second group. They are used to compress programs,
spreadsheets, databases, as well as in the modern communication systems.
The first widely known method of coding is Shannon-Fano method. Later on
it was shifted from a more effective method - Haffman coding. Disadvantage
of Haffman coding, is that the compression should include a table of
probabilities. Result is that volume of memory is increased. The length of
each Haffman codes should be a whole number of bits. That's why it
sometimes causes problems. The received code is much larger than
necessary when the probability of a symbol is a great. This problem will
occur, for example, in the compression of dichromatic images, such as
those in the fax machine. The Methods of compression used in the fax
machines are MR (Modified READ), MMR (Modified Modified READ) and
JBIG (Joint Bi-level Image Experts Group). These methods, however use
the modified Haffman code and they belong to the first group of methods
with a loss of data. One of the possible solutions is arithmetic coding. There
are three main criteria to compare different methods of data compression.
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The first is the time required to compress the entire input stream of data.
The second is the amount of memory required during compression. The
third is the level of compression. The level of compression can be
expressed as a ratio such as 2:1 or 4:1, but also as a percentage
representation:

Ne

NON

(1) M=1- x100,[%]

where
M — the level of compression,%
N, — number of household after compression

N on — number of household before compression

In consideration of these criteria into consideration in this work we will
examines the possibilities of digital signal processors from Texas
TMS320C6000 series for the implementation of arithmetic coding. Code for
the implementation of the compression - decompression cycle will be
proposed.

2.FORMULATION OF TASK

We will use the content of a sheet of A4 paper format for the
implementation of the arithmetic coding as input stream of data (Fig.1). Most
modern fax machines have a resolution of 600x600 dpi. The contents of
information in a sheet in this resolution will be 34 806 376 bits or about 4.3
Mbytes. Level of compression M = 0% means that the input data are not
compressed. In this case 4.3Mbytes for input data, 4.3 Mbytes of
compressed data and another 1280 bytes for the table of probabilities are

needed.
| External Memory |

A
’f

A 4
Digital Signal Processor

Output Data Stream

Input Data Stream (compressed)
—_—P>]
Compression ”
Input Data Stream
¢ Output Data Stream Decompression , (compressed)
-

Fig. 1: Block diagram
Most digital signal processors TMS320C6000 Series support 32
asynchronous external memory interface for SRAM (EMIFs) or synchronous
interface for DRAM (SDRAM) memory. This enables the use of 16 Mbytes
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SDRAM as external memory, which covers the criteria for volume memory
during the compression of data. Compression and decompression of data
are provided by subroutines written in the programming language C. They
are transmitted by means of the output channel after the compression of the
data. Similarly, when the data come in compressed form, they are
decompressed and transmitted to the output channel.

3.ARITHMETIC CODING WITH DIGITAL SIGNAL PROCESSORS -
ISSUES AND SOLUTIONS
Unlike the other types of coding where for each symbol is collated a
code, arithmetic coding replaces the entire input stream with a fractional
number. In case of greater size of information more bits are required for
representation the number. A fractional number with a value greater than or
equal to zero and less than one will be obtained as result of coding.

3.1Arithmetic coding algorithm
We will use the message "Cool" to show the arithmetic coding algorithm
as input data stream. First, for each symbol is collated a probability to be
found in the message. Depending on the probability, for each symbol is
assigned an interval. It must be between 0 and 1 (Tab.1).
Tab. 1: Probability table and intervals

Symbol Probability Interval
C 1/4 0.00 0.25
o} 2/4 0.25 0.75
I 1/4 0.75 1.00

The interval of each symbol is proportional to its probability. An
important feature of the arithmetic coding is that the coding starts with the
interval of the first symbol of the uncoded message. In this case the symbol
is "C". Algorithm is following:

We determine the length of the interval:

@) R=T,-T,

where
R —the interval
T, - top bound of the interval

T, - bottom bound of the interval

Initially, T, =1.00and T, =0.00. The length of this interval will be

decreased with each added symbol. At the same time the new values of top
and bottom bound will be calculated.
For top bound:
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(3) Ty =T, +(RxTye)
and for bottom bound:

(4) T, =T, +(RxTx)
where
T, - top bound of the interval of the symbol

T, - bottom bound of the interval of the symbol

The process continues until the end of message. The results of the
coding of the message above is shown in Tab.2.
Tab. 2: The results of the coding

Symbol Top bound, T, Bottom bound, T,
Cc 0.00 0.25
o] 0.0625 0.1875
o] 0.09375 0.15625
I 0.140625 0.155625

The last value of the bottom bound 0.140625 uniquely codes the
message "Cool". The process of decoding the message is opposite to
coding process. Algorithm of decoding is the following. We find the first
symbol by determining the interval in which is the number 0.140625. In this
case, is the symbol "C". The next number is determined by means of the
formula:

(5) T _ Tcurrent B TLR
next —
° THR _TLR
where
T .. - next number

next

T

current

T, - top bound of the interval of the symbol

- current number

T, - bottom bound of the interval of the symbol

The process continues by determining the intervals in which

T =0.00.

next

3.2 Representation of the numbers in digital signal processors
Here we will present the different data formats in digital signal
processors and how they could be used in the implementation of arithmetic
coding. The TMS320C6000 digital signal processors operate with a fixed-
point numbers and a floating point numbers (Fig.2). Fixed point numbers are
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16 bit in lenght , integer or fractional - signed or unsigned. Using 16 bit
integer numbers, signed or unsigned, is associated with some problems.
First, the operations addition and multiplication with 16 bits integer numbers
will lead to overflow, i.e. outcome can not be presented in 16 bits. Second,
only in recent years, there were solutions to the implementation of arithmetic
coding with integer numbers. However possible loss of data exists under
certain circumstances.

DSP TMS320C6000
Data Formats

*—‘ I—*

| Fixed point arithmetic | | Floating point arithmetic |
v v v v
16 - bits 16 - bits 32 - bits 64 - bits
integer numbers fractional numbers single precision numbers||double precision numbers|

Fig. 2: DSP data formats

Possible solution to the problem of overflow is the result to be
represented by 32 bits. This leads to the use of twice as much memory. If
the result joins in other operations the memory is increasing again. Another
solution is 16 bits fixed point fractional numbers(Fig.3) to be used.

20t 2t ot 2
I110I0I0I0I\\I0|
\—leed pomt

Fig. 3: 16 — bits fractional numbers data format
The maximum fractional number, which we can record (Fig.4) presented
in decimal form is 0.99996948.

Lofelafufafufufufufafafufufufu]u]
>\—Fixed point
Fig. 4: 16-bits maximal fractional number
Accordingly, the minimum fractional number (Fig.5) in decimal form is
-1, i.e. range of numbers that we can provide is —1< x <1.
[1]olofofofofofofofofofofo]ofo]o]

K— Fixed point

Fig. 5: 16-bits minimal fractional number
It is clear that in the range 0 < x <1 we can use 16 bits fractional
numbers with a fixed point. The number of the symbols, that we can code in
one number depends on the probability of its occurrence in the message.
When the probability of the symbols is greater more symbols with one
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number can be code. Most likely, every nth symbol will have to start coding
from the beginning. This will certainly reduce the level of compression.

Naturally, the best solution is to use numbers with floating point. Digital
signal processors TMS320C67xx supports both data format numbers with
floating point. Their dynamic range is sufficiently large to code more
symbols with one number. The data format of numbers with a single and
double precision is shown in Fig.6.

31302928ff 222120/ 1 0 636261 60(f 525150(f 1 0
Lslefele\[e[m[m\m[m] [sleefe[\\[¢|m[m[\\m]m]
./ ). 7/ /.
s - Sign bit s - Sign bit
e - exponent (8-bit biased ) e - exponent (11-bits )
m - mantissa (23-bit normalized fraction ) m - mantissa (52-bits )
a) b)

Fig. 6: a) - 32-bits single precision numbers data format
b) - 64-bits double precision numbers data format

4. THE FUNCTIONS FOR COMPRESSION AND DECOMPRESSION
The Compression of data can be presented as a result of two processes

(Fig.7) - modeling and coding. The process modeling determines
probabilities of each symbol and the way to be processed.
| Modelling
Compression |
| Coding

Fig. 7: Data compression

The program that implements arithmetic coding works with zero-order
model. Input data stream is stored in external memory. The program reads
all input data, than compiles a table probabilities and for each symbol
determines the interval. On the basis of this table, the function of coding
reads the data and codes them byte by byte. The compressed data and the
probability table together are sent to the output channel after finishing the
coding function.

The coding function works with floating point numbers with double
precision.

void compression(unsigned int *inp_data, double *out_data)

double boundLow = 0.00;
double boundHigh = 1.00;
double range;
while((1-boundLow) > scale_factor)
{
range = boundHigh — boundLow;
boundHigh=boundLow+(range*prob_tableHigh[*inp_data]);
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boundLow=boundLow+(range * prob_tableLow[*inp_data]);
inp_data++;
}
*(out_data++) = boundLow;
If'END_OF_STREAM)
compression(inp_data, out_data);

}

As it can be seen, this is a recursive function. It will continue until all the
data has been compressed. It is not clear whether entire flow of data can be
compressed with a 64-bits floating point number. That’'s why the condition is
introduced in which every nth - symbol coding starts again. The condition is
a scale_factor constant which represents the smallest number. This number
we can record in a 64-bits floating point cell in range 0 < x <1.

The code of the function of the decoding algorithm implement is
presented below.

void decompression(double *inp_buff, unsigned int *out_buff)

double next;
next = *inp_buff;
while(next != 0.0)

for(int count = 0; count<256; count++)
{
if((*inp_buff>prob_tableLow[count])&&(*inp_buff>prob_tableHigh[count]))
{

*(out_buff++) = prob_table_simbol[count];
next=(*inp_buff-prob_tableLow[count])/(prob_tableHigh[count]-
prob_tableLow[count));

break;

}

}

}
inp_buff++;
iflEND_OF_STREAM)
decompression(inp_buff,out_buff);
}

5.RESULTS, DISCUSSIONS, CONCLUSIONS

Digital signal processor TMS320C6713 was used for implementation of
the arithmetic coding. The input data are generated by a function of random
numbers. For reporting the results, the output data stream was redirected to
the PC. For coding of the data we used a 64 bits floating point numbers.
The results showed that level of compression was about M =72% in
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different generated data. Of course, this depends on the probability curve of
the symbols. Time required for compression, however, was significant
because of the huge number of calculations in coding. The time can be
reduced through a careful optimization of the code of the program.
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Reducing the impact of the generated noises by
the integral scheme ISD1400 in the process of
simulation of transitional magnetization of elec-
trical transformers

Vasil Milovanski, Emil Radev
South-West University "Neofit Rilski", Blagoevgrad, Bulgaria

Abstract: The generation of magnetic electricity with defined amplitude
time characteristics for simulation of transitional process in the electrical
transformers is performed by a standard PC. The Parallel port is connected
fo a special interface, by which the simulation signal is recording on a
specialized integral scheme — ISD1400 Chip Corder.

In this project we offer a way to reduce the noise generated by the
actual recording on the integral scheme- ISD1400 Chip-Corder.

Keywords: transformer, magnetic, histerezis cycles, harmonious
components

1. INTRODUCTION

For the studying of the magnetic characteristics of current transformers
with a ferromagnetic core requires special experimental platforms are
required.

The problem is that the presence of a hysteresis loop in the
ferromagnetic material creates nonlinearity and ambiguity between the

intensity of the magnetic field H and the magnetic induction B— B=5(H) .

The usege of such transformers in a transitional regime leads to the fact
that the magnetic induction moves predominantly in private hysteresis
loops, and the rules of Madelung, which describe these movements are not
accurate and may only have tentative character.

2. A STANDARD MODELING WITH A NON-LINEAR ELEMENT

In this work the question for registrating private hysteresis loops in
ferromagnetic materials in transitional magnetization is examined.

Concretely for the core of current transformers (CT) this happens in the
experimental treatment of fig. 1[4].

The units R; and R, the active resistances of the primary and the
secondary coils with w; and w, windings, and L,; and L,, are the inductions
of scattering, which are negligible and are not considered [2].
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In the scheme the resistors R,,, and R,,, are placed, the voltage over
which is proportional to the currents in the two circuits of the transformer.

CcT

L i
2
u u, w, T w, u, =0
RshZ
’ = uxh2
/ Rxhl
O ‘I L ::ushl

Figure 1 Examining of a CT in the PT circuit

Having in mind that the secondary side of the CT is connected ,short-
circuit”, then the equations that describe it, received by the second law of
Kirchhoff and the full current law are presented in (1).

From the last two equations - from (1) the magnetic field intensity H is
defined and from (2)- the magnetic induction.

(1) )
. dB
u = (Rl +RSh1)ll + W1S7

— 1 RZ l
B B(1)=B, +ﬁ(1 +R—Jjus,ﬂ(t)dt

O:_(R2+R8h2)i2+w257 ) a2 )%
t
1 Ug, (¢ U, (t
iw, —i,w, =IH H(?) =;|:Wl Z]( ) W, ;;2( )}
Shl Sh2

For simulating a transition process in the electrical circuit, successively
to the primary side of the CT, a power transformer is included (PT).

Thus, while commutation of the loop, a transition process arises, which
is examined in [4].

The disadvantage of this experimental method is connected with the
restricted number of the possible different transitional processes, by which
the necessary database with the physico-mathematical model describing
the processes in some or other conditions to be created.
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3. A COMPUTER SIMULATION OF A TRANSITIONAL
MAGNETIZATION

To solve this problem in the place of the power transformer a specially
designed for this purpose voltage-source converter (VSC) should be
included to the parallel port of the PC [1,2].

To avoid the inconvenience and the risk of electrical breakthrough with
costly consequences, the signals from the parallel port of the PC should be
recorded in a special buffer, which performs the function of a programmable
generator [3].

A key element of the buffer is an energy-independent memory, which is
the used specialized integrated circuit — Chip Corder ISD1416 [6].

For including the last block in the entire experimental process requires a
change in the VSC, whose work can be seen in the time-graphs on fig.2.

STROBE

B

! ; 4
? 5 PE
t: 3 T I+TZ+T;‘ 3 >
B H A

XCLK

v

Figure 2 A time-diagram for the signals from the parallel port of a PC.

Signals characterizing the process of the simulation are synchronized by
STROBE signals from the PC.
These are numeric values and commands codes arranged in a certain

order. [1].

The VSC separates the data from the commands, as the data is
converted from digital into analog form, and the commands are submitted to
the relevant units for implementation or as control signals towards the PC.
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The signal 6, which the VST makes, corresponds to the beginning of

the numerical series, and LF - to its end. The individual positions on the
time-graph are as follows:

(D - shows the temporary development of the signal STROBE ;
@ - the synchronized signal C2 from the VSC;
@ - a signal with a duration 7, is produced to end the work of the digital-

analog converter;

@ - a signal with a duration 7, is produced, which corresponds to the
time during which the stroke generator of the ISD1416 is blocked;

- represents the duration of time 7,, which is the pause between two
adjacent discrete values of the analog signal;

© - a signal with a duration 7, + 7, + 7, is produced, in which the PC is

in PE (Paper Error) regime;
@ - the signal, which is handed over the input XCLK of the ISD1416.

4. SOLVING THE PROBLEM WITH THE NOISE OF THE ISD1416

As a result of the experiments which have been carried out with the
ISD1416, the fact described in the technical documentation, that Chip
Corder circuits introduce noise in the output signal, is confirmed.

In order to reduce the noise, in the supplements given by the firm-
producer [5] a sample topography is shown, in which the power traces
towards the analogue and the digital parts, and the ones the grounds of
which are staying at a certain remove from each other and they are well
filtered one to another with appropriate capacities.

In spite of following this requirement, the noises generated when using
the integral scheme ISD7400 cumber the preliminary plan of the
experiment.

The reduction of the noise may partly be done by plugging in the outlet
of the Chip Corder scheme of the integrating circuit, which smoothes over
part of this noise.

Depending on the specificity of the different transitional processes,
which should be generated, a change in the Ha time constant of the
integrating circuit should be done.

This is often done as an experiment, the process is labour-consuming
and takes a lot of time.

In this work another approach has been offered, which is based on
passing the noise signal to both entrances of the differential amplifier on
fig.3.
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Figure 3 PCB configuration with two schemes ISD 1416

For the purpose two circuits from the ISD71416 type are used - A and B.
The integral circuit A is the basic one and the entrance analog signal is
passed to it, and B is a secondary one.

Both of the circuits work at the same time in the regimes of recording
and reproduction, but an input analog signal is not passed to the second
circuit and the exit is connected to ground.

In mode of reproduction from the outputs SP+ of the two circuits is
taken signal for measuring amplifier with differential input. The signals
which go out of the terminals SP+ of both circuits may be presented as
follows:

3) {”O(t)A =uy()s +u,(1)y 1
”o(t)B = O+u0(t)N
where u,(¢), and u,(t), are the output signals from the circuits 4 and
B . They consist of the useful signal u,(¢); and a signal of the noise in the
circuit - u, (), -
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It may be accepted that the parameters of both integral circuits ISD1416
are one and the same and the boards are made equal enough to be
suggested that both circuits will generate almost the same noise levels.
Then on the output of the differential amplifier DA, the analog signal will be:

(4) uy(t)p, =k, [”o(t)A _uo(Z)B]:kDAuo(I)S’
where k,, is the coefficient of amplification - voltage of the amplifier.

5. CONCLUSION

The usage of two integral circuits ISD1416 provides additional reduction
of the noise in the regime of reproduction. Besides this, the total price of the
device does not become much more, because the integral circuits are
comparatively cheap, the boards are easy to be made and contain only a
few cheap standard elements.
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Output Signal of a Transformer Eddy Current
Transducer with Rectangular Coils

Valery Ivanov
SWU, Blagoevgrad, Bulgaria

Abstract: The output signal of transformer eddy current transducers
with rectangular excitation and receiver coils is analyzed in this paper. The
controlled object is conductive, flat and single layer. Graphic relations of the
output signal to the change of the relative velocity between the eddy current
transducer and the tested object are shown in the paper.

Keywords: Eddy current transducer, rectangular coils, relative velocity.

1.INTRODUCTION
The system under consideration comprises a controlled object (CO)
and an eddy current transducer(ECT), as in [1-3].The research object is

electroconductive with relative permeability pr and is seen as a linear,
homogeneous and isotropic with specific electrical conductivity y=const [3].

E(II | E’C‘ | ? IE?\ | REI: | N
— 1 ‘ { i i “.h >
[S8/ [/ [/ /[ [ [ [ [ e [y
EQ\ jRC Y EE:\ RC

— 24 212 » X

——— 2}32 e |
2y — h,—
m D2

Fig. 1: Different designs of eddy current transducers over flat electroconductive
control object.
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Eddy current transformer transducers with two rectangular coils, parallel
to the surface of the CO and Cartesian coordinate system with axes OX,
OY and OZ are used. Two types of ECT design are considered (Fig. 1):

e Design D1 — both the excitative coil (EC) and the receiving coil (RC)

are rectangular (Fig. 1 D1)

o Design D2 - the excitative coil (EC) is rectangular, and the receiving

coil is square ( Fig. 1 D2)

The quantities, associated with the excitative coil are labeled with index
1 and those associated with the measuring (receiving) coil - with index 2.
The excitative coil (EC) is powered by a sinusoidal current with angular
frequency w through it.

The output signal of a measuring coil is the induced sinusoidal voltage
with an effective value [3]:

(1) U, =U, +Uin
Where U, is the voltage in the EC when the CO is not present, and

Uin is the voltage, introduced by the CO.
Studies have been made in the presence of relative movement between
CO and ECT with linear velocity v =v,e, +v,e, with v lying in a plane

parallel to the CO. Indimensional variables and parameters are usually used
in eddy current nondestructive control. All linear dimensions are divided by
the half length of the EC a; and mean index * [3, 4].

(2) w' =2 w=a,,b.,by, b h,

a,

Here the short and long sides of the EC and the RC are marked by
a;,b, (i=12), and h, =h, =h is the lift-off from the contours of the EC and

the RC to the CO [2]. Known popularly as generalized parameter g is used

[4]:
(3) B =a,\oyu,

It is assumed that if 8 is changed, it is due to a change of the specific
electrical conductivity y . Relative linear velocity is normalized as follows [4]:
v \%

(4) T,=—, T,=—

wa, 7 wa,

The introduced component of the output signal Uin of (1) is normalized
in relation to the effective value of this voltage, when there is no relative
movement between the ECT and CO (v =0) [4].
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U(z, B)-U(0,B)
U(0,)

Here U (0,4) is the complex effective value of the transformer
component of the introduced voltage.

The form of the coils and their mutual position is taken into account by
means of an input parameter 9 [3, 4]:

) U'(z,p)=

(6) le—zbl, sz—:

ForD1 6,=60,=4,D2 6, =4,6,=1.
Studies have been made for the following ECT designs with relevant
normalized sizes - table 1.

Table. 1.
Design b1* a; b;‘
D1(6, =6, =4) 4 0.95 3.8
D2(6, =4,60, =1) 4 0.95 0.95

Investigation of the output signal under different conditions
The normalized output signal of (5) has got two components - real

ReU" and imaginary ImU"~ part or effective value U* and initial
phasey =argU" [5, 6].
Were investigated following graphic dependencies.

e The plane diagrams of ImU"(ReU") in the modification of relative
velocity 7,

e The dependence U’ ()
e The dependence U’ ()
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2.REZULTS OF NUMERICAL EXPERIMENTS
2.1. The angle of the direction of the velocity r to the axis OX -
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Fig. 2 and Fig. 4 show the plane diagrams for D1 and D2. There are
no significant differences. Fig. 3 and Fig. 5 show the output signals of D1

and D2. For small #=0.3the output signal U" depends almost linearly on
velocityz. For f=1and g =3 plots are linear for =05 , and for =10

has a linear plot up to =2, then the output signal U" does not depend on
velocity 7 -fig. 5.
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2.2. The angle of the direction of the velocity r to the axis OX-

s
o=—
2

When a:% and >3 the plane diagrams for D1 are nonlinear -

Fig.-6, and for D2 they have got a spiral form and are self-intersecting - Fig.
8.
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The output signal of the ECT has got a small linear section for
£ =10and large fluctuations are observed for D2, Fig. 9.
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Fig. 8 Fig. 9 is in logaritmical scale
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2.3. Dependence of the output signal of the ECT on the
direction of velocity U’ (a)

The effective value of the output signal has got a maximum, when the
velocity is parallel to the axis OX (¢ =0anda =x) and a minimum, when

the velocity is aimed at axis OY (« =% anda = 37” ).
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Fig. 10 Fig. 11-polar coordinate system
Furthermore the extrema are more pronounced at higher values of

velocity 7-fig. 10 and fig. 12. The relationshipU" (), presented in a polar

coordinate system provides useful information as well. For both types of
ECT the curve has got an "eight" shape.
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Fig. 12 Fig. 13-polar coordinate system

3.CONCLUSIONS

e The difference in the form of the coils of both transducers leads in
some cases to significant differences of the output signal in relation to the
relative velocity. The spiraling plane diagrams are of interest for large
£ =10 for D2.

e For the effective value of voltage there are large ranges of almost
linear dependence onz. Therefor velocity can be measured both by
amplitude and phase methods.
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e The investigation of self-intersections of the plane diagrams for D2
can be continued.
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Estimation of the error of the silicon based
pressure sensor MPX4115A at room ambient
temperatures

Ivo Angelov
South West University

Abstract: A digital barometer with USB interface was constructed,
using MPX4115 integrated pressure sensor. Although the error of the
sensor is 15 hPa according to its data sheet, if the instrument is used at
room temperatures and an additional software calibration is made, the error
is approximately 0.3 — 0.5 hPa.

Keywords: pressure sensors, microcontroller, data acquisition systems.

1.INTRODUCTION

The atmospheric pressure is one of the most important meteorological
parameters and its exact values have to be taken into account during many
physical experiments in which the results are affected by the atmosphere. In
this particular case, the continuous measurement of the atmospheric
pressure was needed for a barometric correction of cosmic rays (CR) data
[1] from the muon telescopes, at the South West University [2] and the
basic Ecological Observatory — Moussala [3].

Taking in mind the values of the barometric coefficients, (8=—
0.1248%/hPa for SWU telescope, f=— 0.2889%/hPa for BEO telescope),
and the small (~ few %) amplitude of the studied variations, we can define
the resolution and accuracy of the barometer needed for these corrections —
if they are ~0.1 hPa, the errors in measuring muon flux due to errors in
barometric correction would be in the order of 0.01 + 0.02 % , negligible
compared to the studied variations and statistical uncertainties of the
telescopes.

A custom digital barometer had to be developed and built, trying to
achieve these parameters at affordable price. The barometer should be
interfaced to a data logging PC, and the pressure data written in the file with
CR data.

The silicon pressure sensors produced nowadays use piezoresistive
technology and can be divided in four groups.

o Non compensated. They include just a piezoresistive bridge.
The sensitivity is about 1-2 mV / kPa and the temperature
coefficients are large. The user has to use own signal
conditioning and temperature compensation.
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e Compensated. They include the piezoresistive sensing element
and a thin film laser trimmed resistor compensation and
calibration circuitry. The user has to use a amplifier to interface it
to ADC.

e Integrated. They include the sensing element, the compensation
and calibration circuitry and a amplifier in one package. Can be
interfaced directly to ADC and have good sensitivity.

¢ Digital. The pressure sensing element, a temperature sensor, an
ADC and a microcontroller are included in a single package. The
output signal is digital, I2Bus or SPI are used. The calibration is
made storing constants in the memory of the microcontroller.
The temperature compensation is made by software calculations
in the microcontroller. The accuracy, temperature stability and
resolution are at highest level compared to the analog sensors.

For our application we chose the MPX4115A (Freescale Semiconductor)
integrated silicon pressure sensor. This sensor is available at moderate
price and reasonable delivery time at most of the electronic components
suppliers. The range of the sensor is 1150 hPa. The full scale output is 4.8V
and the sensitivity is =46 mV / kPa, which make it ideal for 5V
microcontroller applications. The sensor is temperature compensated over
the temperature range -40+125 °C. According to the data sheet, the
maximum error is 15 hPa over 0+85 °C.

2. THE DEVELOPED INSTRUMENT.

We have developed and built two digital barometers.

The needed resolution of 0.1 hPa or better could be achieved with 14-16
bit analog to digital converter (ADC). We used 16-bit Sigma-Delta ADC of
the microcontroller (MCU) ADuC836 (Analog Devices).

ADuC836 has 2 independent 16-bit ADC, the primary (pri.) ADC is
differential and has a programmable gain amplifier, while the auxiliary (aux.)
ADC is single ended. The microprocessor core is 8051 compatible. A part
of the schematic is presented on fig. 1.

2.1. Temperature drifts.

Much care was taken to provide minimum temperature drift of the
instrument. An external voltage reference (Vrf) type ADRO3C or REF192G
with temperature coefficients (TC) 10ppm/C, was used, instead of the
internal reference, which has TC 100ppm/C. As the output voltage of the
MPX4115 is proportional to its power supply voltage, the sensor was
powered via the operational amplifier (OpAmp) U1-B. The OpAmp is
connected as non-inverting amplifier with gain =2.04, and amplifying the
2.5V from Vref provides 5.1V power for the pressure sensor. Thus any
changes in the Vref will result in changes of the sensor power supply
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voltage and the sensing is ratiometric. Metal film resistors with tolerance 1%
and TC=50 ppm/C were used. (The TC of traditional 5% carbon film
resistors is =700 ppm/C.) All the OpAms used are MCP602 (Microchip) with
input offset voltage 0.7 mV typical and input offset voltage drift =2.5 pV/C.
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Fig. 1: Part of the barometer schematic.

2.2. Resolution and noise considerations.
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The differential pri. ADC is used to measure the sensor voltage. (Inputs
AIN1 and AIN2 are multiplexed to the ADC by software). The inverting input
AIN2 is connected to the Vref source for additional increase of the
resolution. The measured with the ADC voltage range is from Vref=2.5V to
2Vref=5V, corresponding to pressure range ~575hPa to 1150 hPa. Thus the
resolution is (575 hPa/2'°)=0.0088 hPa, which is comparable with the noise

of the sensor.
A key for achieving a real high resolution is the reducing

and filtering of

the sensors noise. According [4], the optimal way is low pass filtering of the
analog signal and averaging the digital values. We tried active low pass
filter, with the similar design as the one used for temperature sensor (input
IN3, U1A) — it can be switched by jumpers J8-closed, J7-open — but the
offset and temperature drift were not satisfactory. So a simple RC filter (R5
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— C11, jumper J8-open, J7-closed) is used and gives better stability. The
digitized values of the sensor voltage are averaged over 16 samples by the
application software.

It is important that the high resolution and dynamic range are achieved
without external analog amplifiers and do not need to be calibrated using
potentiometers, which have large TC and aging effects. All the calibrations
can be done by software constants.

2.3. Other details. Software.

The instrument measures also (with the aux. ADC) the outdoor
temperature (LM335 sensor, input IN3), the indoor temperature (the built-in
thermosensor of the MCU), the high voltage power supplies of the
telescopes (via resistive voltage divider and inputs IN4, IN5).

The interface to the PC is USB 2.0, realized with the FTDI232RL (Futre
Technologies Devices International Ltd.) The RX and TX signal from the
MCU UART are optocoupled to FTDI232RL, the MCU and the sensor are
powered via DC-DC converter from the USB. Thus the board is galvanically
separated from the PC ground.

The software for the MCU was written in Assembler and compiled with
Keil A51 compiler. The ADCs work in continuous conversion mode, at pri.
ADC driven interrupt, the sensor voltage (pri. ADC) is sent via the UART
(ASCII code), the voltage from the aux. ADC is sent via the UART, the input
of the aux. ADC is multiplexed to the next input. Thus every 4
measurements of pressure we have a measurement of outdoor and indoor
temperature and the 2 high voltages.

The application software for the PC was written in Delphi 7 using virtual
com port drivers for Windows XP from FTDI.

3.RESULTS

The instruments were used at room temperatures ~10+25°C.The
barometer at the SWU was calibrated using data archive from the
meteorological station at Kustendil (30 km from Blagoevgrad, 520 m a.s.l.),
available at http://meteo.infospace.ru. The data were recalculated for 383 m
a.s.l. The barometer at BEO was calibrated using data from the automatic
weather station Vaisala working at the observatory (http://beo-
db.inrne.bas.bg/moussala/).

The transfer function of MPX4115, according the data sheet is :

_.

out
PMPX4[ 154 —

0.009

Vou/V)+0095 * Error (1)

where V, is the output voltage and V; is the power supply voltage. The
correlation between the measured with our instruments pressure and the
data from the meteostations is shown on fig. 2.
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Fig. 2: Correlation of MPX4115A data and meteostations data.
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Fig. 3: Distribution of the differences between the corrected data and
meteostation data. Left SWU instrument and meteostation Kustendil,
right BEO instrument and AWS Vaisala
The actual pressure for the two instruments is calculated, with
correction coefficients derived from the above correlations:
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P/’nstrument1 =(PMPX415 - 84061 1) /099403 (2)
Pinstrumentz =(Pupxa15. 1.00305) — 2.49374 (3)

The distributions of the difference between the meteostations data and
the corrected data from the barometers are shown on fig. 3. For the SWU
instrument, 240 measurements, from November-December 2007 are used.
For the BEO instrument, 300 measurements in 2008 are used. The two
histograms can be approximated with normal distributions and the standard
deviations are SD71=0.48 and SD2=0.35 hPa.

4. CONCLUSIONS

If the sensors MPX4115A are used at room temperatures (10+25°C) and
additional calibration is made, the error measuring atmospheric pressure in
the range 650 — 1000 hPa is approximately 0.3+0.5 hPa.

The sensor should be connected directly to a 14 + 16 bit ADC to
decrease temperature drifts, simple RC low pass filtering and 16 samples
averaging of the digital values provides noise free 0.1 hPa resolution.

Additional temperature corrections (for example, like described in [5])
should be made if larger temperature range is needed.
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TMS320 — simple application

Dushko Karamanolev, Emil Frenski, Dimitar Manolev
SWU “N. Rilski”, Blagoevgrad, Bulgaria

Abstract: In this article we consider the minimum hardware and
software requirements necessary to use digital signal processors (DSP) in
the training of students majoring in Computer systems and technologies
(CST). Furthermore, through simple examples show the sequence of
creation of programs, their setting and implementing policy.

Keywords: Digital Signal Processing (DSP), DSP Starter Kit (DSK),
host PC.

INTRODUCTION

Training course “Signal processors” in CST are subject to laboratory
exercises. Acquisition of basic knowledge and skills in digital signal
processing is done by simulating programs. They allow testing different
algorithms, but can not clarify the entire process of creating, setting and
implementing real programs for digital processing.

Best this can be illustrated using the development system, which is a
combination of specialized hardware, including signal processor and
application software for creating and testing programs. These conditions
corresponding DSP Starter's Kit (DSK) of the company Texas Instruments.
Within the project “Complex development of systems for monitoring
processes in real time” is intended to provide various modifications DSK
(different processors and various peripheral circuits). They will be
introduced in the training of students in stages, this process can continue a
long time.

In order to facilitate the process and reduce the time needed, we set a
task to do a test implementation of the DSK. We wanted to verify what initial
knowledge is necessary and what problems will arise. The initial conditions
were to no haven experience working with DSK and to use available
sources of information. The ultimate objective is operating system on which
to start a simple demo program.

As you aware of the differences between different DSP platforms still
hope that the experience gained will help us to seamlessly integrate into the
training of new systems.

The first part of the proposed material, consider some features of the
DSP and the function of individual elements of the DSK.

The second part, we turn attention to the application software
(assembler, debugger) and characteristics in dealing with them.
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In the third section with a concrete example describe the consistency of
working with the system - assembly, loading, execution of the program.
In the discussions, we summarize experience and make conclusions.

1.FEATURES OF THE DSP

With the development of microprocessor techniques it's necessary the
need of creating different types of microprocessors, which is intended to
solve specific problems. Need of creation processors intended for
applications with dominant data processing requires the emergence of so-
called processor for digital signal processing (DSP).The first such processor
whose architecture is consistent with the specifics of the implementation of
digital algorithms appear in the early 80's.The first TMS320 DSP processor
is manufactured in 1982 by the company Texas Instruments. They are
widely used due to their advantages compared with analogue, these are:
high reliability, 100% repeat the result, easily change the parameters of the
system by modify the algorithm for management, parameters of the system
is not influence of weather factors, lower consumption rates, the possibility
for realization of program components, which realization is practically
difficult. The main drawback of DSP systems is related to difficulties in
synthesizing numerical algorithms and their practical due to the need of a
good mathematical and software training.

Architecture of TMS320C3x comprises a central processor unit (CPU),
memory, DMA controller, serial port and two timers. Central processor
consists of the following modules: multiplication of whole numbers and
numbers with floating point, arithmetic logical drive (ALU), 32 bit barrel
shifter, internal highways (CPU1, CPU2 and REG1, REG2), devices for
arithmetic with the auxiliary registers (ARAUS ), chief of the central file
processor.

In specific example used DSP processor TMS320C3x is the so called
integrated platform for working with digital signal processor (DSP Starter Kit
- DSK). DSK is a simple, inexpensive high-performance system for creation
of applications that allows you to experiment and use the TMS320C3x for
applications in real time. DSK allows creating software that can be charged
accordingly to the DSK - then be started.

Key features of the DSK:

e built-in standard DSP processor TMS320C31;

e 40ns cycle, 50 MFLOPS, 25 MIPS;

o standard or extended printer parallel port for connection to PC,

which allows the DSP processor to communicate with host PC;

e acceptance of data in analog interface TLC32040. Variable

frequency range of digital to analog converter (DAC) to 20 000 sample

per second. Filter output capacitor and switched with an option to
bypass the entrance;
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o standard RCA connectors for analog input and output, which is
provided in direct connection with the microphone and speaker;

e XDS-510 emulator connector;

e connectors, allowing connection of additional TMS320C3x to
different platforms.

Main components on DSK are DSP TMS320C31, AIC TLC32040,

additional connectors, system clock, a parallel printer interface and led. All
signals are out to additional connectors, which include four 32 — pin
headers, 11 - drawn conclusions block with jumpers and 12 - pin XDS510
headers.

TLC32040 is connected to the serial port of DSP processor. Block with

jumpers allows removing this connection and connecting to the serial port
set by other controllers placed by user.

Working principle of the DSK:

e in analog input of the system enters a continuous analog signal,
which with the help of TCL32040 (which includes himself an analog to
digital converter) is transformed into a discrete set of values;

o digital processing is a key set;

e output of the scheme to be submitted by the transformations of the
digital to analog converter TLC32040 a digital signal in its analog
equivalent.

DSK will not work alone. The creation of the program, its processing

load and start is done in most cases using the PC. Requirements are as
follows:

e hardware requirements - to make a link between DSK and PC
parallel interface is required;

o software requirements - to work DSK software required operating
system Windows 98 or MSDOS;

e more necessary initial knowledge - knowledge of basic commands in
MSDOS, and assembly language for DSK.

2.THE SEQUENCE OF WORK
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The sequence of work with DSK is the following:

2.1. Creating the program

To create a DSK assembler source file, you can use almost any ASCII
program editor.

DSK assembly language source programs consist of source statements
that can contain assembler directives, assembly language instructions,
and comments. Source statement lines can be up to 80 characters per
line. Your source statement can contain four ordered fields. The general
syntax for source statements is as follows:
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[label] [:] mnemonic [operand list] [; comment]

Follow these guidelines: All statements must begin with a label, a blank,
an asterisk, or a semicolon. - Labels are optional if you use them, they
must begin in column 1. - One or more blanks must separate each field.
Note that tab characters are equivalent to blanks.

Comments are optional. Comments that begin in column 1 can begin
with an asterisk or a semicolon (* or;), but comments that begin in any
other column must begin with a semicolon.

Example of how it looks a part from the code:

. title 'PROCESSOR INITIALIZATION'

. mmregs

. ref ISRO, ISR1, ISR2, ISR3, ISR4,

TIME

. ref RCV, XMT, TRX, TXMT, TRP,

NMISR

V_TBL. Sect "vectors"

RESET B INIT ; This section will be loaded in program
; memory address Oh.

INTO B ISRO ; INTO - begins processing here
INT1 B ISR1 ; INT1 - begins processing here
INT2 B ISR2 ; INT2 - begins processing here
TINT B TIME ; Timer interrupt processing
RINT B RCV ; Serial port receive interrupt
NMI B NMISR

. text

INIT LDP #0 ; Initialize data pointer

2.2. Assembling the program

The assembler is a software program that converts source code
in assembly language into a machine code. To assemble the program
should be called assembler and that happens with the following
command:

dsk3a filename [options]

e dsk3a - is the command that invokes the assembler;
e filename - is the assembly language source file.

Filenames are not case sensitive. If you do not specify an extension,

the assembler assumes the default extension .asm.

Options - affect the way the assembler processes input files.

After you assemble the program, assembler give notice of
whether errors or warnings.
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Such a message looks like this:

>>>> PASS 1 Complete
>>>> Errors: 0 Warnings: 0
>>>> PASS 2 Complete
>>>> Errors: 0 Warnings: 0
>>>> ENTRY 0x008098a9

2.3. Starting the program
To be able to start the program first must call the debugger, and this
happens with the following command:

dsk3d [options]

o dsk3d - is the command that invokes the debugger;

o options - supply the debugger with additional information.
Debugger is a complex program, which can be controlled state of the
processor to monitor the contents of the registers, memory and more.
Through its program can be started, can passes by a continuous to step
mode, etc. Debugger program contains a window in which we observe the
contents of the memory, disassembly window, the status window for
registers and command window

3.BRIEF DESCRIPTION OF PROGRAM

PASS.ASM is a simple program which the information received on the
input serial port it passes to the output serial port. PASS is a basic program
which is administered in a book of Texas Instruments. On every interrupt the
port of the DSK is read into the DSP and is written unmodified to the serial
output port. The program also:

e initializes the processor;

¢ initializes the on-board AIC, setting a sampling rate of 8KHz;

e reads every sample from the serial port to the DSP's accumulator;

o writes the accumulator to the output serial port before the next

sample arrives.

The program serves to illustrate the quality of a signal passed through a
16 bit processor and also shows how the board can be initialized. After we
created the program and assembled it we can monitor how it works. This
program represents a simple DSK program which illustrates the global
concepts, software components necessary for proper handling of program.
Every DSK program is divided into two main parts, they are: the instructions
that are necessary for proper set-up board and instructions for implementing
the user algorithm (Fig. 3.1).

First part required for each DSK program, it consists of Settings,
Interrupt Settings, Processor initialization and Board initialization. Second
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part belongs to the applications and consists of Main program and The
Interrupt Service Routine.

m

Constants

__________ | { Settings ‘

Interrupt settings
Transmit/Recceive interrupt vectors

| Setup

Frocessor Initialisation
Set Registers

= i

Board Initialisation
AlC to B KHz

P

Main Program |
WWait for interrupts |

|

Algorithm
|
1SR |
777777777 | ReadAMrite to |
| AIC via Serial Port |
VY S T S - S ———

Fig.3.1: Algorithm of the DSK program.

Brief description of the functions of individual modules:

e Settings constants - part of code which specifies divided and reserve
areas in the memory data that have constant values as the coefficients
of the filters, as well as time results from the implementation of the
algorithm.

¢ Interrupt settings - part of code that tells the processor what kind of
interrupts to expect and what to do upon receipt an interrupt.

e Processor initialization - that is the code which initializes the
processor and represents one of the most important part of the code.

¢ Board initialization - code who initializes DSK board, particularly the
AIC's sampling rates and anti-aliasing filters.

e Main program - PASS in this section is very simple and consists of
several instructions that wait for interrupts.

e The Interrupt Service Routines - the ISR's contain instruction that
the processor executes on receiving an interrupt.
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4. CONCLUSIONS

As a result of our work, which started from zero in less than 10
days had a working system. However we found out what the
minimum hardware requirements and the initial knowledge needed.
The conclusions we make are that the introduction of the "Signal
Processors", not all students are prepared to work with the DSK. It
was originally to be familiar with some features in the creation of
programs for DSP and to obtain the initial knowledge to work in an
environment of DOS. Our proposal is to establish two pilot groups
that helps to bring into force expected DSK and only then to allow
anyone interested to learn this course.
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About New Software and Hardware tools in the
Education of ”Semiconductor Devices”
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Abstract: This paper describes the new tools, used in the education of
"Semiconductor Devices”, developed at the Technological School
“Electronic Systems”, Department of the Technical University, Sofia. The
software and hardware tools give the opportunity to achieve the right
balance between theory and practice, and the students are given the
chance to accumulate valuable “hands-on” skills. The main purpose of the
developed lab exercises is to demonstrate the use of some electronic
components and practice with them.

Keywords: semiconductors, media software tool, hardware,
education.

1. INTRODUCTION

Almost every Electrical Engineering department teaches the
fundamental concepts of semiconductor devices. These concepts typically
include lattices, crystal structure, bandstructure, band models, carrier
distributions, drift, diffusion, pn junctions, solar cells,light-emitting diodes,
bipolar junction transistors (BJT), metal-oxide semiconductor capacitors
(MOS-cap), and multi-acronym-device field effect transistors (mad-FETs).

Semiconductors are one of the most important devices implementing
electronic control systems. By this reason, semiconductor applications
learning is essential not only for electrical engineers but also for
mechanical, chemical, industrial, etc. But there is a need a different way of
learning, combining theoretical and practical approaches. This paper
presents a new approach which combines a media software running on a
personal computer with a hardware tools. This approach constitutes an
innovative way of learning in the sense that involves a hardware tool with an
user-friendly media tutorial and can be used by electrical engineers as well
as by other engineers.

2. THE GOAL OF THE COURSE

The educational system has to support a way of learning, combining
theoretical and practical approaches. The investigations prove that active
learning, using development tools is effective way of receiving knowledge.

197



Faculty of Mathematics& Natural Science — FMNS 2009

The proper hardware platform and the animations are good teaching tools
and the students find the course motivating. It offers knowledge that cannot
be learned at classical lectures. The aim of present paper is to propose lab
module for practice with semiconductors and animation tools running on a
personal computer. In this course we introduce some of the concepts
involved in semiconductor devices as well as some of the devices themself.
There is no math involved, this is strictly a course for the introduction of the
concepts; Semiconductors, IV Curves, the pn junction, the Diode - the PN
Junction Diode, the Zener Diode, the Tunnel Diode, the Transistor - the
PNP Transistor, the NPN Transistor, the Field Effect Transistor, the
MOSFET.

3. NEW SOFTWARE AND HARDWARE DIDACTIC TOOLS

3.1. Hardware lab tool
The developed lab module is presented in fig. 1 and describes its
components: 1 — a multi meter for input voltage measuring of investigated
scheme; 2 - a multi meter for input current; measuring; 3 — a voltage
generator; 4 — pin for output voltage measuring.

The students can examine the basic concepts of the semiconductors -
different variants of connection bipolar transistors, thyristors, photodiodes
and etc.

In fig. 1 is presented the bipolar junction lab. It allows to investigate npn
or pnp type of the Bipolar Junction Transistor (BJT). Different modes of
junction can be realized and results can be obtained from the students.
Students are asked to find the current gain, the input and output resistance,
and the Early voltage effect is observed, too.

Additionally to the hardware tool, here is proposed using
development boards with MCU for some exercises. Using MCU, it is easy to
demonstrate how the devices work, for example: light sensors, LED’s,
seven-segment indicators, optrons and etc. The developed labs are:
luxmeter (fig.2), PWM control of the DC motor using optron, control of the
LED indication.

3.2. Software animation tool
Everything you need to explore and teach the basic concepts of
semiconductor devices. As the learning material itself suggests a big
quantity of pictures it's obviously animations of each subject to create and
the students can see the effects of how the inverse layer channel is created
in MOSFET for example as shown in fig. 3.
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Fig. 1. Bipolar Junction Lab
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Fig. 2. Using MCU and light sensor

The pictures and the animation easily show and demonstrate the
physical action of the semiconductor devices, also IV characteristics with
multiple curves are easy to be shown. Having a PC in the classroom to
show how the device works and having the lab module to measure the IV
characteristics at one and the same class has the effect that can not be
achieved by teaching at the black board and drowing IV curves by chalk.
The lab gives the opportunity to measure static IV characteristcs poin by
point and different factors influence are observed.
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Fig. 3. MOSFET - the inverse layer channel

The lab module from one hand and the PC presentation from the
other hand lead to effortlessness in understanding and to assuring the
theory is the same as the results measured by multimeters. As the dynamic
characteristics are a great part of the study most of the modules are
designed to have inputs and outputs on the purpose of connecting to the
osciloscope. So the input and the output voltage are observed and
important dynamic characteristics can easily be seen and remembered - for
example if a phase difference occurs between the input and output signal
and some the dynamic characteristics can easily be calculated as voltage
gain ratio.
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Fig. 4. PN junction lab animation.
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The thirth lab modules emphasizes on the semiconductor devices
applications. Knowing the divice characteristics and parameters is the
nessessary precondition for making a scheme design, so some first steps
with simple device applications are observed: diode rectifier, variety diode
clipper schemes, bipolar transistor amplifier circuit.

One of the basic learning module, entitled PN Junction Theory and

Modeling, walks students through the PN junction theory (fig. 4).

The animation of the Carrier Statistics Lab demonstrates electron
and hole density distributions based on the Fermi-Dirac and Maxwell
Boltzmann equations. This tool shows the dependence of carrier density,
density of states and occupation factor on temperature and fermi level.
Silicon, Germanium, and GaAs can be studied as a function of doping or
Fermi level, and temperature. It is supported by a homework assigment in
which students are asked to explore the differences between Fermi-Dirac
and Maxwell-Boltzmann distributions, compute electron and hole
concentrations, study temperature dependences, and study freeze-out
(fig.4). Here are included the following exercises: PN Diode, Series
Resistance, PIN Diode, PN diode, Basic Operation of a PN diode, Basic
operation of a PN diode - Theoretical exercise and etc.

Another software animation is for Drift Diffusion Lab which enables a
student to understand the basic concepts of drift and diffusion of carriers
inside a semiconductor slab using different kinds of experiments. This tool
provides important information about carrier densities, transient and steady
state currents, fermi-levels and electrostatic potentials. It is supported by
two related lab work in which students are asked to explore the concepts of
drift, diffusion, quasi Fermi levels, and the response to light.

4. RESULTS
Our experience shows that these didactic tools indeed invigorate
students and facilitate active learning. Leading with practice has provided a
great motivation for students to learn the applicable theory, and students
are now more comfortable in learning with animation software. The
inquiry after the course shows that the level of their satisfying is increased.

It can be concluded that with the use of appropriate methodologies,
with software and hardware support, help the student to understand
contents of the training unit better through interfaces that provide a quicker
or deeper gathering of information of the semiconductors. The visual
aspect, the movement, the images’ color created with realism, all provide an
environment of incentive and a high level of attraction of the trainee’s
attention and therefore better learning.

The use of informative boards that come with the images and arouse
the trainee’s curiosity stimulates the trainee’s motivation to deepen his/her
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understanding of the details of production technologies of this kind of
components, to accede easily to this basis facets.
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Abstract: Science communication in several resent successful projects
of Institute for Nuclear Research and Nuclear Energy, Bulgarian Academy
of Sciences (INRNE, BAS) from the 5-th and 6-th Framework Programmes
of EC is presented: the joint INRNE, BAS project with JRC of EC (FP5
NUSES) and two subsequent Centre of Excellence projects (FP5
HIMONTONET and FP6 BEOBAL) are considered. Innovations and
traditional forms development and application are discussed. An overview of
presentation and communication of INRNE, BAS contribution to Bulgarian
European Project is made. Good practices have been derived.

Keywords: Science communication, European projects, Innovations

1.INTRODUCTION

Science communication in European projects is of specific character. At
first it is devoted to the project subject, secondly to the common European
aims, for example ERA, and finally it has to take into account the specific
and the context of regional development and native population
characteristics. Other is quite free choice of used forms in our case
combined with an active pro customers (clients, end users, target groups)
line of activity. It is provided a specific environment for science
communication.

2.CIENCE COMMUNICATION IN SELECTED INRNE BAS
PROJECTS FROM 6-TH AND 7-TH EU FRAMEWORK
PROGRAMMES

2.1. INRNE - JRC NUSES FPS5 project [1,2,8]

NUSES - INRNE - JRC Conference - Informational Days ”"Nuclear
Science for Sustainable Environment and Security”, is an indicative project
for INRNE BAS - it was not only the first project joining approximately all the
institute, but it was the first joint large scale project with Joint Research
Centre of EC, outlining the strategic direction of cooperation for INRNE
BAS. Very impressive was diversity of included JRC institutes — five of
seven.

The main activities of this nine month very intensive project are two
days comprehensive workshop, one day in situ visits of main INRNE BAS
facilities and public lecture in BAS. Numerous direct and indirect results
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have been obtained. The new collaboration with Institute of Environment
Sustainability (IES), JRC, Ispra has been established — INRNE BAS Basic
Environmental Observatory (BEO  Moussala) joined EURDEP
Environmental Radioactivity European Database. The collaboration and
cooperation with other JRC institutes have enhanced and new direction
outlined and developed — one of the main successful examples and story is
Boron Neutron Capture Therapy (BNCT) with Peten Energy JRC institute.
INRNE BAS has been given credence from Dr. Raymond Moss and has
been included in 2003 in the JRC list of institutes and countries, intended to
develop BNCT.

INRNE - JRC joint NUSES cooperation programme has been
established and regularly developing and reviewing next years. Three
subsequent years reports (NUSES 1, NUSES 2 and NUSES 3 Years later,
including two enquiry surveys) has been presented on regular JRC
information days in Bulgaria from 2004 to 2006 [1].

All activities have proper media coverage. The variety of releases have
been realized: a CD of conference — informational days, prepared before the
end of event; six papers and interview in journals and magazines; four radio
and TV interviews (including films); five web releases [1,2] —see Fig.1.

2.2. HIMONTONET FP5 and BEOBAL FPé6 projects [3,4,5,6,8,9]

HIMONTONET FP5 and BEOBAL FP6 are the second indicative, and in
some sense, the structural projects for INRNE BAS. They are the first
Centre of Excellence INRNE BAS projects — the BEO Centre of excellence
has been formulated, established and proposed in the end of 2001.

The main achievement of HIMONTONET project is recognising of BEO
among other observatories, development of European network of High
Mountain Observatories and joining of BEO to this network (see
memorandum [1,3,4]). The variety of releases have been realized: a CD of
European workshop (2 disks); four papers and interview in journals and
magazines; one TV interview; web releases [1,3], the BEO leaflet, vol.9
OM2 series [4]

The main purpose of BEOBAL and others previous and current BEO
projects is in next years BEO Moussala to be developed as/for: an
observatory attracting the scientists from abroad and to be included as
“research infrastructure for transnational access” (at the first time, mainly for
neighboring countries); the regional station of GAW (Global Atmosphere
Watch) programme of World Meteorological Organization; implementation
and development of advanced methodology, technology, methods and
advanced metrology; enhancement of observing and complex monitoring of
global change and ecosystems; diversification, broadening and
enhancement of international collaboration and cooperation; active science
communication by advanced Science — Society interaction policy;
reinforcement of S&T equipment and systems of BEO CoE directed to
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enhancement of the research infrastructure of European importance. These
purposes are fully or partially fulfilled or will be reached in next future [5].

In the frame of thirty months BEOBAL project a comprehensive science
communication campaign has been realised: 4 CD, 2 web sites and 1 web
page and a lot of, other electronic publications; 18 Public lectures and 18
posters; more than 17 Exhibitions, including participation in the world
exhibition during the XX Olympic Games in Turin, Italy “High Mountain
Research Stations — a Window to the Universe”, its Sofia realisation [9];
numerous media activities: 10 TV and 6 radio activities, 1 video film; 19
ppublications in popular journals, newspapers, bulletins, news agencies,
web releases, 4 media briefings; BEOBAL Publications: 3 volumes of OM2
multi volume series —10, 11 and 12 and BEOBAL BEO Moussala leaflet; 3
conference activities; 9 training seminars with lecturers from 10 institutes
and 7 countries. The targeted and reached audience ranged for different
types of media from hundreds to several hundred thousands and in total
exceeds 300000 [1,5,6,8,9]. Activities are illustrated at Fig.1.

3. “INRNE EUROPEAN PROJECT” INITIATIVE

INRNE “European project” is like a symbol — it is the replica to
“Bulgarian European project” and is devoted to illustrate and communicate
some important aspects of INRNE BAS contribution to the Bulgarian
European Union membership. Activities are illustrated at see Fig.1.

There are two main subjects — matter lines: official events and
activities, carried out by the Ministry of Education and Science and
INRNE BAS own initiatives and activities in collaboration with INRNE
partners

In the first one INRNE BAS has a leading participation in two Brussels
exhibitions for Bulgaria inauguration as EU member in the beginning of
2007 under the motto “Bulgarian Research — a New Brick in the European
House of Knowledge™  http://www.beo.inrne.bas.bg/BEOBAL/BG_R
es NB_EU HoK/BRU_EXPO.htm; The other activity was INRNE BAS
participation in the Ministry of Education and Science video film about
Bulgarian Centres of Excellence.

In the second one:

e The series of exhibitions have been organised for main FP6 INRNE

BAS projects - in the Info Centre of Delegation of European

Commission in Bulgaria, Sofia, Dec 2006 and in Bulgarian Academy of

Sciences, Gallery Academica, from July, 2007 to the middle of

September, 2007 -

http://www.evropa.bg/en/ic/calendar/events.html?date=2006-12-

00&eventid=2360.
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o The first part of a comprehensive collection of main INRNE BAS
conference events and projects from 2002 to 2007 has been published
and released on DVD disk.

o INRNE participation (in cooperation with Varna municipality and
teachers) in organisation and realisation of First Bulgarian CERN
(European Organisation for Nuclear Research) Teachers Programme in
October 2008 and subsequent CERN exhibitions in Sofia and Varna [7].

4. INNOVATIONS IN SCIENCE COMMUNICATION IN INRNE
EUROPEAN PROJECTS

Together with conventional and traditional tools and forms in above
mentioned INRNE BAS European projects several innovations have been
created and implemented (see Fig.1):

First are the Conference — informational days, as an original form of the
science education and communication, started from NUSES and developed
in BEOBAL project [8].

Second, this is a special orientation to schools, teachers and students —
one of the basic directions of new created Nuclear Technology and
Education Centre of INRNE BAS [7].

Third, it is development of science and technology culture of general
public and diversification of targeted audience in both directions — not only
to earth and children, but also to third age people, following the EU policy of
long-live education.

Forth, complex idea generation and realization of conventional science
communication forms, like exhibitions, by integral inclusion of art [1-9].

Fifth, multi forms and media realization science communication and
science education activities — BEOBAL training seminars have been
disseminated in 3 different ways: on DVD, in printed form in 2 volumes of
series OM2 (vol. 10 and 11) and in BEOBAL page at BEO web site.

Sixth, the need of a system approach to science communication and
media activities has been realized and applied.
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Fig.1: Collage of photos from NRNE BAS projects HHMONTONET, BEOBAL and
INRNE European Project activities
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The concept set in the programming

Mariya Palahanova
South-West University "Neofit Rilski", Blagoevgrad, Bulgaria

Abstract: The report discusses some types computer programming
problems, where the using the concept set is appropriately. The specific
characteristics on this concept are viewed with purpose to be received
efficient algorithms.

In the mathematics the concept set is primary and is defined as union of
different elements, but the concepts “union” and “elements” remain
indeterminate. In some programming languages the set can be realized with
unordered and unnumbered data structure of elements of one and the same
type, called composite set type.

The representation to the sets in the computer memory can realize in
two ways as sequence from bits or with a memory with hashing access. The
first approach will be used, when the size of the universal set is known and
small. The elements of the set will be represented as a packaged sequence
of bits that is supplemented until the bound on a byte or a word. The
implementation of the composite set type in the Pascal language is such.
Large sets of arbitrary number of the elements can be supported by means
of the second method. For recording the elements of the set will be
separated an area from the memory and the access to them will be
performed with hashing. In this way the names of objects are represented in
some realizations of the language Lisp. [6]

In the modern programming practice the languages with C — similar
syntax predominate but they do not possess composite set type. The Pascal
language that is used traditionally in introductory courses for programming
is unique with the possibilities for defining of the set data type.

In Pascal all elements of the concrete set must belong to one order
type that is called base type of the set. The set gives an interval of values
that is a set from all subsets of the base type. The size of the set is equal to
the number of the components of the base type and can range from 0 to
255. The maximum permissible power of the base type is 256, therefore the
types integer, longint, word, real cannot be base types. As identifier to the
type of the elements can use only byte, shorting, boolean, char, limited and
enumerated type. In the general case set type defines itself in the following
manner:

Set of < base type of a set >;

209



Faculty of Mathematics& Natural Science — FMNS 2009

The sets compare themselves with the operations for a comparison
“="7<>"">=""<=" as the result of the comparison is boolean. The
permissible operations over sets in Pascal are union (+), complement (-),
intersection (*) and check-up for belonging (in).

Let the set A is defined: type digit= set of 0.. 9; var A:digit; A:=[2, 4, 6,
8]. It is representing 10-dimensional binary vector, whose coordinates are
numbered from 0 to 10 and the coordinate i corresponds to element i of the
base type. The coordinates of the got binary vector are: (0,0, 1,0, 1,0, 1, 0,
1, 0). The such way of realization permits to be executed quickly operations
over sets and control on relations between them. Instead for i:=0 to 9 do if
(i=2) or (i=4) or (i=6) or (i=8) then statement1 else statement2 can write
better for i:=0 to 9 do if iin [2, 4, 6, 8] then statement1 else statement2.
The last variant executes more quickly and reads more easily. The set data
type will be use mainly in problems, in which the fact for belonging or no
belonging to an element to the aggregate from own elements is important.

Classic case that illustrates the work with sets is a Problem1 for finding
to all prime numbers up to a specified integer n, known under the
appellation the Sieve of Eratosthenes. The searching algorithm comes down
to the following:

1. All numbers from the given interval will be arranged in the sieve (AA).

2. From AA will be taken the least integer among the remaining
numbers in the interval and will be put in the set of the prime numbers. (BB)

3. From AA will be separated all numbers that are multiple to the given
number.

4. If AA is not empty returns to 2., else the calculation stops.

The algorithm cannot be used for an arbitrary n, since the maximal
number of elements of one set cannot outnumber 256.

Var AA, BB : set of 2..255;

i, j - integer;

begin

AA :=[2.255]; BB :=[];j:=2;

While AA<> [] do begin

While not (i in AA) do

j=0+,

BB := BB + [j];

for i:=1to 255 divjdo AA := AA—[i * j]; end;

fori:=1to 255 doifi in BB then write (i, ‘,");

end.

One difference, the set type differs from another composite data types
at this that the access to the elements is not anticipated in advanced.

With the help of a set type quickly and easily will be solved a Problem 2:

From the multitude of the natural numbers from the interval from 1 to
255 to deduce these which are squares to natural numbers.
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In essentially the method to the sieve is applied in the solution to a
Problem3: A sequence of sets Ay, A, ....,A, of positive integers is given.
The sequence is defined with mathematical induction by n. If the elements
of A are arranged of a size a;<a<az<...<an<a,.;, then A,.q is the set of

those numbers from A, that are not from the form a, " where k 21 is

integer. For example A, is the set of all odd natural numbers; the first
several numbers from Az are 1, 3, 5, 7, 11, 13, 15, 17, 23, the first eight
numbers from A, are 1, 3, 5, 7, 11, 13, 17, 21. With A we mean the
numbers, which belong to each one of the sets Ay, A, ....,An.. a) the
number a<1000 is given. Check does it belong or does not it belong to A
b) find the largest number from A that is less than 100000.

The data structure set type is unconditionally useful in the cases, when
the problem will be formulated easily in sets’ terms and as well it allows the
programming of long conditional expressions connected with a control for
belonging to be simplified. The problems for an analysis to a text belong
towards the last case and in particular for a scanning to the program text
with purpose separation of lexemes and others constructions to the
language at the time of translation.

Problem4: Write a program that verifies, are there in a word repeating
letters.

We suppose that the word is a sequence of characters, finishing up with
a point. The letters of the word will be recorded in an array of symbols.
Together with the introduction of a word we form a set of letters of the word.
If the serial entered letter not participates in the formed set up to the current
moment, then the letter will be included into the set of letters of the word.
Otherwise the logical variable flag (saving an answer to the question of the
problem) will receive answer true.

Const Eot =".;

Var s1: array[1..100] of char;

Letter: set of char; {a set of letters of a word}
i:1..100;
flag : Boolean;

begin

writeln(‘introduce a word and put a point in the end’);

i-=1; letter:=[]; flag:=false;

repeat

inc(i); read(s1[i]);

if not (s1][i] in letter) then letter:= letter+[s1]i]]

else if not flag then flag:= true;

until (i=100) or (s1[i] =eot);

if flag then writeln (‘in the word there are repeated letters’)

else writeln(‘in the word there are not repeated letters’);

end.
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Together with the introduction of the word will be formed a set of her
symbols. An analogical approach will be applied in the following problems:

ProblemS5: Let a text is given. Check up whether in its there are letters,
participate in the word, that is given from the user?

Problem6: Let a sequence of words is given. The adjacent words are
separated with a comma. The text ends with a point. Print in alphabetically
the vowels that participate in each word.

The problems for a working with a text can be related with general class
problems. For example a separation of constructions on which is given a
formal description, a check-up for correctness to arithmetical expressions.
One way for solution of similar problems is a construction to mathematical
model to a finite state machine, so that it facilitates the writing to a program
for a solution to a Problem7:

Write a program valuing the power of a structuring to a program that is
written to Pascal language. For a start to count the numbers operators GO
TO in her.

The solution of combinatorial problems can be simplified using a set.
The example for a generation to all subsets of a given set from n elements
is such. Each subset can characterize itself, showing does each element of
a starting set belong to the given set or not belong. Putting of each element
0 or 1, to each subset will be juxtaposed a number with n symbols in binary
numeral system. [1] Theoretically the generating to all subsets coincides
with a Problem8:

In one city there is n (4<n<150) inhabitants and each inhabitant have
organized own party. In each party there are not less than two members.
Organize a parliament that members from all parties present. [3]

We can record the introductory data in array s: array[1..150] of set of
1..150 which saves the members of each parties. In case of big size the
described input data will not be effective and the description to the array
changes

s : array[1..150] of record

number, name: integer;

partiya: set of 1..150; end;.

Here the field partiya coincides with the original description to the array
s, name — a number of an inhabitant, number — a number of elements in a
set partiya.

Numerous application problems with ease will be described with the
structure graph. Traditionally the graph preserves itself by means of an
array, each element to which corresponds to one vertex and contains a list
or a set with its adjacent vertices. Theoretically the following problem will be
described as a search to a path between a pair of vertices to a graph.

Problem9: Determine with how stations connected can reach from line
m to line n to the Metro or to bring out an announcement that is impossible.
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In advanced from the input data it is known between which pairs lines there
are stations connected. [5]

It is convenient the lines of the Metro to be described with graph that in
its vertices there are lines of the Metro and the presence of edges between
vertices i and j, corresponds to a presence of a station connected between
lines with numbers i and j. The graph will be presented with an array from
sets, where an element i of the array contains a set of all lines in which can
go from a line i with one station connected. The restriction from the size of
the array will be avoided if be used an array from a list with vertices
adjacent with the given vertex.

Additional problems from sets:

Problem10: Many children games start with a counting-out game (brief
rhymes). The player on whom the last word from the text falls is out the
circle. Let there are n children in the circle. The text for the counting-out
game will be introduced from the keyboard. Print the numbers of the
children in the sequence in which they are out the circle.

Problem11: Two odd numbers differing with 2 are called twins. For
example 5 and 7, 11 and 13, 15 and 17... Write a program printing all
numbers twins in the interval [2..255]. Use the Sieve of Eratosthenes to
check the prime numbers.

Problem12: Find all fours of prime numbers, less than n, which belong
to one ten (for example 11, 13, 17, 19), with the help to the Sieve of
Eratosthenes.

Problem13: Let two expression are given, the words, in which are
separated with commas or intervals. Each expression ends with a point.
Does it can from the letters to the first expression compose the second and
vice versa. If neither one of two cases are not possible, count the letters
which not reach, so that these cases will be realized.

Problem14: In one town there are 100 pastry-shops. It is known, than
in every of these shops there are not more than 20 pastry assortments.
What sort of confectionery has in all possible shops? Does a shop exist,
trading in unique product? (The assortment of the pastry-shop will be
regarded as countable set.)
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Reseraching the Repetition’s Accuracy while
Positioning a Translation Module of the Type
ADP 30-2000

Aleksey Raikov, Emil Raikov, Tatiana Vakarelska
Technical University, Sofia, R. Bulgaria

Abstract: Accuracy of positioning repletion means the dispersal of the
end link of industrial robots or translation/rotation modules in regard of
programmable predetermined theoretical spots, which have to be reached
repetitively with the program’s multiple reruns. This is one of the most
significant parameters of industrial robots (especially in assembly
operations), which conditions the operations quality of automated
manufacturing processes.

When new modules for industrial robots are being conceived the
parameters in the technical assignment have to be checked by applying a
specialized methodology.

Subject of this paper is the testing of the repetition’s accuracy while
positioning a translation module of the family ADP 30-2000.

Keywords translation module, repetition’s accuracy in the process of
positioning

1.INTRODUCTION

At the Department of “Automation of Discrete Manufacturing
Engineering”, Technical University Sofia, a range of modules has been
developed allowing different combinations to create industrial robots with
carrying loads from 1, 6 to 10, 0 kg. The series include 30 different sizes of
translation modules varying in their carrying capacity and stroke length and
12 rotation module types with different load capacity and max rotation
angles.

This paper reports the effects from experiments testing the repetition
accuracy while positioning a translation module of the type ADP 30-2000.
The module has a carrying capacity of 30 kg and a stroke of 2000 mm. The
driver mechanism is pneumatic and the end positions are controllable. The
preset repetition accuracy is + 2 mm.

2.METHODOLOGY FOR EXPERIMENTAL ASSESSMENT OF THE

REPETITION ACCURACY OF POSITIONING
The methodology comprises the following stages:
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- 50 measurements of the positioning repetition accuracy
(deviation AX) in a chosen theoretical point from the module’s
cycle in both directions — vertical and horizontal,

- Recording the admitted values for AX in a table;

- Calculating the average dispersion value AX,, with the formula:

2 (AX)
(1) AXay =1

50

- Dividing the range of the measured deviation AXpin + AXnpax into
10 equal intervals;

- Admitting the frequency of appearance of AX for each of the
intervals;

- Calculating the difference for each interval

(2) (Axav - AXi av)

where AX;, —average value of the i element, i =1 + 10;
- Calculating the difference with the equation:

(3) (Axav - AXi av)2
- Calculating the mean square deviation o:

10
Z(Ach - AXicp)2

4 c =\
(4) "
- Calculating the function of the normal disperse Y:
)
(5) V=—mp—e
o227

- Building the histogram n = f(AX; ¢;) where n [number] is the
frequency of appearance in every interval and the function of
the normal dispense Y = f(AX o).

3.EXPERIMENTAL RESEARCH OF THE REPETITIVE
POSITIONING ACCURACY OF THE LINEAR MODULE ADP 30-
2000

The experiments were conducted applying a max module speed of

0,8m/s.

Fig. 1 shows the experimental set up for a horizontal position of the

module.
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Fig.1. Schematic lay-out of the laboratory set up
1 — Body of the translation module; 2 — module’s guide-bars;
3 — Control mandrel (sphere ®25mm); 4 — Measuring clock with precision - 0,01mm

 —

After performing 50 forward and downward movements with the module
the results shown by the indicator are recorded. The indicator is set in the
initial state after the module had been set in a forward-downward positioned
before the experiments start. The zone between both ultimate values
(positive and negative) of the deviation is divided into 10 intervals and
following the previously described method the tables are filled in.

3.1.Experimental research of the horizontally positioned
module’s accuracy

Table 1 features the results obtained from the experimental research of
the repetitive positioning accuracy of a horizontal module.

According to (1) and the measurement results the value AX,, of is
admitted:

50
2 (AX)
AXay="_—— =0,56
50

In accordance with the methodology the difference is calculated (AX,, -
AXi av) With equation (2), and with equation (3) - (AX - AX; Cp)2 . The results
are recorded in Table 1 Then with equation (4) the value of ¢ is admitted:

10
Z(Ach _AX[cp)z
SR =1,115
10

After admitting the value Y with equation (5) and putting the results in
Table 1, the histogram n = f(AX .y) (Wwhere n [numbers]) is the frequency of
appearance for every interval) and the function of the normal distribution Y =
f (AXi av) are shown in Fig. 2.
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Table 1: Results in the case of a horizontal position of the module

Interval [mm] | Frequency of
appearnce n - (AX av. = AX iav)?
[number]
-1,68+-1,35 | 1 4,28
-1,34 + -1,01 2,99
-1,00 +-0,67 1,93
-0,66 +-0,33 1,1

-0,32 + 0,01 0,5

0,02 + 0,35 0,14
0,36+ 0,69 0,01
0,70 + 1,03 0,1

1,04 + 1,37 0,42
1,38 + 1,70 0,96

O[NP WN|—

—\0301@5000101—\

—_
o

1 I yecTOTa Ha
nosiBsiBaHe

-152 -1,18 -0,84 -05 -0,16 0,185 0,525 0,865 1,205 1,54 mm
Fig.2. Experimental results in the case of a horizontal position of the module

3.2. Experimental research of the vertically positioned
module’s accuracy

Table 2 features the results obtained from the experimental research
of the repetitive positioning accuracy of a vertical module. The set up is

similar to the one in Table 1, only positioned vertically.
According to the described method and equation (1) following
calculation is made:

50

D (AX)
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Table 2: Results in the case of a vertical position of the module

Interval [mm] | Frequency of
appearnce n | (AX cp. - AX igp)?
[numbers]
-0,67 +-0,49 |1 0,76
-0,48 +-0,30 | 4 0,46
-0,29+-0,11 | 7 0,24
-0,10+ 0,08 | 11 , 0,09
0,09+ 0,27 | 10 0,01
0,28+ 0,46 |8 0,01
0,47 = 0,65 0,07
0,66 = 0,84 0,21
0,85+ 1,03 0,42
1,04 + 1,22 0,7

1
2
3
4
5
6
7
8
9
10

Il yecTOTa Ha
nosissiBaHe

-0,58 -0,39 -0,2 -0,01 0,18 0,37 0,56 0,75 0,94 1,13 mm

Fig.3. Experimental results in the case of a vertical position of the module

In accordance with the methodology the difference is calculated (AX,, -
AX; av) With equation (2), and with equation (3) - (AXa - AX; o2 . The results
are recorded in Table 2. Then with equation (4) the value of ¢ is admitted:

10
Z(Ach _A)(icp)2
c =1 = 0,545
10
After admitting the value Y with equation (5) and putting the results
in Table 2, the histogram n = f(AX; ») (where n [numbers]) is the
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frequency of appearance for every interval) and the function of the
normal distribution Y = f (AX| ) are shown in Fig. 3.

4. CONCLUSIONS

+ The wider zone of the error dispersion while positioning the module
can be explained with:

- bigger impact of the friction forces within the leading sleeves of
the guide-bars and the pneumatic cylinder rod when - toward the
end of its stroke - the module slows down;

- impact of the module’s front part hanging down due to the long
shift (2000 mm);

- the slow fading of the vibrations after the movement has seized
(the measuring is done between the 1% and the 3° seconds after
the final stop;

+The prevailing part of the positive values in both cases have been
obtained near the end of the experiments, which is caused most probably
by the reduction of the friction forces as an effect of the temperature
rising in the leading sleeves.

+ The maximum deviation in the horizontal position is +1,7mm, in the
vertical - +1,22mm, which is less than the theoretically preset accuracy of
+2 mm.

+The obtained results prove that the accuracy of positioning fully
meets the accuracy of feeding industrial robots for machine processing
and other technological operations.

The results prove that the positioning accuracy fully matches the
feeding accuracy of industrial robots for machine processing and other
technological operations.
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Description of the digital formats of electronic
documents used in digital library

Sevdalina Galabova', Tereza Trencheva', Ivan Trenchev?

"State university of library studies and information technologies, Sofia,
Bulgaria, ?South-West University, Blagoevgrad, Bulgaria

Abstract: A digital library is a library where collections are stored in
electronic formats and are easy to be accessed by computers. The digital
content may be stored by local machine, or accessed remotely via computer
networks. A digital library is a type of information retrieval system. In this
paper we will present a few digital format as pdf, djvu and etc. It will be
denote the specific of the formats, their history and licenses policy. We will
discuss different similarities between these formats..

Keywords: digital library, electronic formats, pdf, djvu.

1.INTRODUCTION

An Online Public Access Catalog (often abbreviated as OPAC or
simply Library Catalog) is an online database of materials held by a files or
group of libraries. Users typically search a library catalog to find books,
videos, and letters owned or licensed by a library. Even though a handful of
experimental systems existed as premature as the 1960s, the first large-
scale online catalogs were developed at Ohio State University in 1975 and
the Dallas Public Library in 1978 [3, 9].

These and other early online catalog systems tended to closely reflect
the card catalogs that they were intended to replace. Using a dedicated
telnet client, users could search a handful of pre-coordinate indexes and
browse the resulting display in much the same way they had previously
navigated the card catalog. Throughout the 1980s, the number and
sophistication of online catalogs has grown. The first commercial systems
appeared, and would by the end of the decade largely replace home-grown
systems. Library catalogs began providing improved search mechanisms,
such as basic keyword searching, as well as ancillary functions, such as the
ability to place holds on items that had been checked-out [2].

2.MULTIMEDIA DIGITAL LIBRARIES

At the same time, libraries began to develop applications to
automate the purchase, cataloging, and circulation of books and other
library materials. These applications, collectively known as an integrated
library system (ILS) or library management system, often include a library
catalog module as the public interface to the system's inventory. Most
library catalogs, then, are closely tied to their underlying ILS system[4].
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Multimedia digital libraries (MDB) are environment that stored
various hypertext -organized information and provide access to services for
the management of information resources, and semantic indexing
cementation management metadata, sorting, grouping and presentation of
digital information extracted from different sources semantic-based, context-
based and search Pareto optimizations and others. Personalization is
adapted presentation of information content and services according to
consumer characteristics, problems, needs, and other used devices. (i.e.
user context) [1]. Mechanisms of personalization in MDB focus mainly on:

- Modification of custom user interface environment;

- Custom Search information objects according to personal
characteristics of the user through the use of adaptive or self adapting
filters;

- Recommendation of the information content after analysis of
user needs;

- Adaptability of content and services according to certain
characteristics of the consumer - level of knowledge, language, etc.

- Providing information resources grouped by various criteria such
as genre, period, origin, topic, required media devices used to access,
context, and others.

The main task is to provide the " person, resources, acceptable result
returned by the system". In workgroup NSF-EU DELOS presents report
guidelines for developing systems personalization in digital libraries. Hansel
[7] describes methods to personalization through submission of scenarios
for their implementation. Kutrika and team offer personalization of search
queries based on specially designed rules [8]. Ferrand and team discuss
customized solutions in digital libraries based on the ontology [6]. Digital
library MyLibrary @ LANL implements many personalized services,
providing the consumer market for personal media sharing web resources
with an integrated system that suggest information material , mechanisms
and tools to verify the links between resources, expanding the functionality
of browsers [13]

Nowadays custom and adaptive techniques in e-learning
environments and multimedia digital libraries are based on relatively simple
models. This way is limited the scope of work and that avoids many serious
problems requiring extensive research. Existing systems will still ask
questions like: what is the difference between temporary and long-term
characteristics and requirements of the user, how to determine the type of
personalization, when to maintain the short and long term adaptability and
personalization and more. Improvement of existing algorithms partially solve
these problems, but there is a need of complete new strategies and
algorithms to overleap these decisions include factors such as trust,
reputation, authenticity, timeliness, usefulness of the resources and using a
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rich descriptive models of consumers. Another trend is the development of
mechanisms for “meeting” individual needs, preferences, competence of the
user with the available information content in the environment, taking into
factors affecting both the resources and the individual (i.e. changeability,
time, increase or decrease of interest, etc.). It is necessary to develop
semantic-based architectures and models for personalized access to
information resources. It is important to pay attention of interaction between
user and environment. The standard roles that can be executed by the user
should be replaced with a more flexible approach that allows the integration
of human and automated reasoning. Social effect is significant -
communication, social integration, environment of sharing resources, ideas,
knowledge, etc.

3.SEMANTIC WEB

Concept of Semantic Web (from English Semantic Web) was
introduced by Tim Barnars-Lee, Director of the World Wide Web Consortium
(W3C), and defines the next generation of World Wide Web. The machines
directly or indirectly are interpreting and processing the meaning and
purpose of the information resources of the network. The key to new
applications and services lies in reaching a higher level of machine-
cultivated semantics in data processing systems. Semantic web aims to
introduce semantic tagging of data in the network in order to allow more
precise searching, analyzing, mixing and presentation of data from different
type and more. [11, 12].

At the core of the semantic web is ontology, which is known as
essential technology to reach semantics, allowing presentation of data in
machine-understandable structures. Ontology (from Ancient Greek: ontos -
life, existence, Logos - word, science) is a term defining the science of
Being. In the contemporary philosophical literature, the term used to
describe a particular system of categories that is the result of a specific
system of views on the world. In the literature on the concept of artificial
intelligence is used to denote formally presented knowledge on the basis of
a conceptualization. The conceptualization entails a description for a set of
objects and concepts, knowledge, facts, rules and relations between them.
Grubber defines as "formal explicit specification of a shared
conceptualization." Ontology is defined as a conceptual information model
that describes things that exist in definition area (concepts, their properties,
attributes, facts, rules and relationships) in a consistent and formal manner.
Ontology can be considered as standard specific model provides a sound
basis for common understanding of a field and this model can be shared
among people and / or applied computer systems. This provides a
principled way of dealing with large amounts of diverse and distributed
computer based information [5].
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Many of the allegations that consist ontology, the form of a logical
theory of first order in which terms from the dictionary are names unary and
binary predikat, called concepts and properties (relations or connections). In
the simplest case ontology describes a hierarchy of concepts related to
categorization relationship. In more complex cases suitable axioms are
added to express other relationships between concepts and to reduce the
presumed interpretations of their meaning. In this sense, ontology is a base
of knowledge, describing facts which suppose to be always true within a
community of interdependence based on the general meaning of the used
vocabulary [5].

Concept (also called class concept or frame) is a description of nature,
a common feature that many individuals have something to someone
/something, its variety, functionality, activity, method of action and others.
Only if it is directly related to plan objectives of ontology. Every concept has
a name, description of natural language and many properties. In addition
can be defined sub objects (its elements) and restrictions. Properties help to
identify concepts and to connect or use of specimens of different grades, or
to give value attributes. They are based on hierarchical (is-a relations) and
network structure of ontology. Two types of relations are particularly
important: taxonomy and mereologiya. Axioms involved in setting limits in
the interpretation of ontological elements. They define facts and rules that
are always valid and are useful for checking the correctness of data entry.
There are two types of axioms: structural and non-structural axioms.

Multimedia digital libraries are Internet-based environments, providing
information resources anytime, anywhere. These systems store varied
hypertext -organized information (digital objects including text, graphics,
sound, video, etc..) , which is arranged thematically, and access is
managed by a specialized functional modules for semantic-based search
and personalized search Pareto optimization , context-based search,
management of resources and collections and their indexing and semantic
annotations, metadata management, grouping and adapted presentation of
digital information extracted from various sources and others.

Information stored in a digital library has two types: data and metadata.
Data means that the information is encoded in digital form. Metadata is a
description of the nature of the data. The main categories of metadata are
descriptive metadata, structural metadata and administrative metadata.
There are so called identifiers, which "show" metadata to the outside world.
The differences between data and metadata depend on the context. The
term digital object (known as a document, library or data object) is used to
indicate the unit of the digital library, typically consisting data, metadata and
identifier. Digital objects are usually grouped into collections to certain
criteria and are stored in special storage, together with its meta definitions.
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Features and principles, a successful digital library must comply are:
providing knowledge on query, interoperability, standards, a description of
the semantics of resources, support resources, exposure to heterogeneous
resources coherently define the rights of use and protection the digital
content, ensuring effective and flexible mechanisms and tools for
transformation and presentation of digital content according to the needs of
end-user (personalization and adaptability), knowledge modeling and user
profiling and more. .More significant international projects, programs and
initiatives in recent years, seeking relevant decisions are: DELOS "A
Network of Excellence on Digital Libraries" (http://www.delos.infc)),
DILIGENT. Digital Library Infrastructure on Grid Enable Technology
"(http://www.diligentproiect.org/) [3], the Sixth and Seventh Framework
Program of the European Union's for scientific and technological
developments and priorities for digitization, online accessibility and digital
preservation of cultural heritage of different nations and storage in digital
libraries, Digital Libraries "and others [12].

Semantic technologies provide opportunities for the description of
knowledge about digital objects and collections in storage of digital libraries
through the use of conventional classification schemes in the form of
ontology, coordination and arrangement of digital objects and collections
according to different semantic meanings [10]. The most commonly used
semantic-based approaches in multimedia digital libraries are:

- Knowledge representation - results of semantic analysis can be
represented by semantic networks, inference rules or predikatna logic. In
many studies is an integrated presentation of these results with existing
structures such as ontology, thematic catalogs or dictionaries.

- Recognition of objects, segmentation and indexing - Most
techniques of information retrieval of available digital library objects include
determining their performance and recognition, natural language
processing, and indexing techniques for segmentation of objects distinguish
fragments of text, texture, color or shape, necessary for identification of
images (in Two-dimensional objects), audio and video application, voice
recognition and speech segmentation stage - techniques for determining the
meaning descriptors in audio or video streams and more.

- Human-computer interaction - In recent years, using technology based
on semantics to support the interaction between man and computer work in
digital libraries. Key areas of their applications: profiling of users,
personalization, adaptive visualization and navigation in large information
collections and more.

4. EXAMPLES
VuFind is a library resource discovery portal designed and
developed for libraries by libraries. The goal of VuFind is to enable your
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users to search and browse through all of your library's resources by
replacing the traditional OPAC.

OPACIAL is an open source Web 2.0 Online Public Access
Catalogue (OPAC). It is based on PHP-MySQL.. The users can isnert their
own social tags/opinions and have a faceted search/browse interface.

OpenBiblio is an easy to use, automated library system written in
PHP containing OPAC, circulation, cataloging, and staff administration
functionality. OpenBiblio library administration offers an intuitive interface
with broad category tabs and sidebar.

NewGenLib is an Integrated Library Automation and Networking
Solution. Modules are Acquisitions, Cataloguing, Serials Management,
Circulation, Administration, OPAC, and Reports.

Electronic formats

DjVu (pronounced "déja wvu") is a new image compression
technology developed since 1996 at AT&T Labs to solve precisely that
problem. DjVu allows the distribution on the Internet of very high resolution
images of scanned documents, digital documents, and photographs. It
allows content developers to scan high-resolution color pages of
magazines, books, newspapers, historical or ancient documents, and make
them available on the Web.

DjVu classically achieves compression ratios about 6 to 11 times
better than existing methods such as JPEG and GIF for color documents,
and 3 to 8 times than TIFF for black and white documents.

DjVu combines six algorithms: two stage decompression techniques,
wavelet image compression technology, Protection image.

PDF

The PDF Reference was first published when Adobe Acrobat was
introduced in 1993. Since then, updated versions of the PDF Reference
have been made available from Adobe via the Web, and from time to time,
in traditional paper documents made available from book publishers. On
January 29, 2007, Adobe announced its intent to release the full Portable
Document Format (PDF) 1.7 specification to AlIM, the Enterprise Content
Management Association, for the purpose of publication by the International
Organization for Standardization (ISO). During 2007 and into early 2008 that
intent was turned into a reality. ISO published the approved ISO 32000-1
standard based upon PDF 1.7 in July 2008. ISO will also produce future
versions of the PDF Specification.

PDF is now a formal open standard known as ISO 32000.
Maintained by the International Organization for Standardization, ISO 32000
will continue to be developed with the objective of protecting the integrity
and longevity of PDF, providing an open standard for the more than one
billion PDF files in existence today.
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Multiplatform — PDF files are viewable and printable on virtually any
platform — Mac OS, Microsoft® Windows®, UNIX®, and many mobile
platforms.

Extensible — More than 1,800 vendors worldwide offer PDF-based
solutions including creation, plug-in, consulting, training, and support tools.

Trusted and reliable — More than 250 million PDF documents on the
web today, along with countless PDF files in governments and businesses
around the world, serve as evidence of the number of organizations that rely
on PDF to capture information.

Rich in file integrity — PDF files look like original documents and
preserve source file information — text, drawings, video, 3D, maps, full-
color graphics, photos, and even business logic — regardless of the
application used to create them.
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Standardized structure of electronic records for
information exchange
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Abstract: In the paper is presented the structure of the electronic
record whose form is standardized in ISO 2709:2008. This International
Standard describes a generalized structure, a framework designed specially
for communications between data processing systems and not for use as a
processing format within systems.Basic terms are defined as follows:
character, data field, directory, directory map, field, field separator etc. It's
presented the general structure of a record. The application analysis of this
structure shows the effective information exchange in the widest range.The
purpose of this research is to find out advantages and structure of the
information exchange format standardized in ISO 2709:2008.

Key words: Standardized structure, electronic records, exchange
formats, data field, directory, directory map, indicators, identifiers

Introduction

Different file formats for information exchange came into existence
when people and organizations were investing the feasibility of producing
catalogue data in machine-readable form. Hence Exchange formats were
developed in parallel with development of computers and other electronic
storage devices to facilitate the transfer of bibliographic data between
computer systems. Their use affects economies by reducing the duplication
of effort.

Depending on the aim and objective of information exchange
different country and organization developed their own format. But there
was not co-ordination between those organizations.

With the help of different organization such as Unesco, IFLA, ICSU-
AB, UNISIST ISO have taken many steps towards the standardization of
information exchange format.

The existence of non-harmonized standards for similar technologies
in different countries or regions can contribute to so-called "technical
barriers to trade". Export-minded industries have long sensed the need to
agree on world standards to help rationalize the international trading
process. This was the origin of the establishment of ISO. [5]

229



Faculty of Mathematics& Natural Science — FMNS 2009

With the development of internet, the trend of information system
technology and the information society, it's particularly important the
implementation of information exchange in a wide range. Basically, digital
collections storage huge amounts of data, including text, image, map audio,
video and illustration via electronic formats. Further more, digital libraries
could be conveniently accessed through the Internet. In this respect,
solving the problem of structure of the information exchange format is an
international problem and aims to provide the necessary interoperability and
unification. Most suitable instrument for this purpose are International
standards and in particular ISO standards.

Historically the development of international standard format for
information exchange has taken place in 1960s of the twentieth century. It
was developed under the direction of Henriette Avram of the Library of
Congress to encode the information printed on library cards. It was first
created as ANSI Standard Z39.2, one of the first standards for information
technology, and called Information Interchange Format. The latest edition of
that standard is Z239.2-1994 (ISSN: 1041-5653). The ISO standard is based
on Z39.2. The first version of ISO standard was published in 1973 — as ISO
2709:1973, the second in 1981 — as ISO 2709:1981 [2] and the third edition
was published in 1996 — as ISO 2709:1996 [3]. As of December 2008 the
current standard is ISO 2709:2008 [4].

ISO 2709 : 2008
(Format for information exchange)

ISO 2709 was prepared by Technical committee ISO / TC 46,
Information and documentation, Subcommittee SC 4, Technical operability.
This fourth edition replaces the third edition (ISO 2709:1996), which has
been technically revised to incorporate specification of the use of ISO/IEC
10646 using 8-bit Unicode Transformation Format -(UFT-8) encoding.
Consequently, lengths are specified in terms of octets instead of characters.

ISO 2709:2008 specifies the requirements for a generalized
exchange format which will hold records describing all forms of material
capable of bibliographic description as well as other types of records. It
does not define the length or the content of individual records and does not
assign any meaning to tags, indicators or identifiers, these specifications
being the functions of an implementation format.

ISO 2709:2008 describes a generalized structure, a framework
designed specially for communications between data processing systems
and not for use as a processing format within systems. [4]

Structure of communication format for a record
General structure of a record consists of four major parts:
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Record label
Directory
Fields
Record separator

Record label - the first 24 characters of the record. This is the only
portion of the record that is fixed in length. The record label includes
the record length and the base address of the data contained in the
record. It also has data elements that indicate how many characters
are used for indicators and subfield identifiers.

Directory - the directory provides the entry positions to the fields in
the record, along with the field tags. A directory entry has four parts:

- atag; (3 octets)

- the length of the field;

- the starting character position;

- the implementation-defined part.

The length of the tag shall be three octets. The length in octets of
the other three parts in each directory entry shall be given by the
directory map (octets 20 to 22 in the record label). All elements in a
directory shall have the same structure.

Fields - all fields shall end with a field separator. There are three
types of fields:

- record identifier field — it shall consist of characters identifying the

record and shall be assigned by the organizations creating the record.

- reference fields — it supplies data which may be required for the

processing of the record

- data fields - each data field shall consist indicator(s), identifier(s)

(optional), data and a field separator. The presence and length of the
indicator(s) identifier(s) are determined by the indicator length and identifier
length, as defined in the record label , shall be used consistently within each
data field of the record. [4]

The record separator is the final character of the record. It follows
the field separator of the final datafield of the record. [5]
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Advantages of ISO 2709

Standards are documented agreements containing technical
specifications or other precise criteria, rules, guidelines, or definitions of
characteristics, to ensure that materials, products, processes and services
are fit for their purpose. Hence 1SO2709:2008 (Format for Information
Exchange) has many advantages. Some of the important advantages are
given below:

e It provides a small nhumber of mandatory data elements,
which are recognized by all sectors of the information
community as essential in order to identify an item.

e |t gives mandatory data elements that are sufficiently flexible
to accommodate varying descriptive practices.

e It also provides a number of optional elements, which may be
useful to describe an item according to practices of the
agency, which creates the record.

e It provides a mechanism for linking records and segments of
records without imposing on the originating agency any
uniform practice regarding the treatment of related groups of
records or data elements. [5]

References

[11 International organization for standartization available at:
www.iso.ch/iso/en/aboutiso/introduction/index.html

[2] ISO 2709:1981. Documentation - Format for bibliographic information
interchange for magnetic tape, 2nd ed. Switzerland. Publisher-International
organisation for standardization, 1981- 5p.27cm

[3] ISO 2709:1996. Information and documentation - Format for information
exchange, 3rd ed. Switzerland. Publisher-International organisation for
standardization, 1996- 6p.27cm

[4] ISO 2709:2008 Information and documentation - Format for information
exchange, 4th ed. Switzerland. Publisher-International organisation for
standardization, 2008- 7p.27cm

[5] Sahu, Satya: Converting bibliographic records into ISO 2709 format,
Indian Institute of Science , Bangalore, 2002 — p.18

232


http://www.iso.ch/iso/en/aboutiso/introduction/index.html�

Section: “Methodology in Education”

POSSIBILITIES OF USING COMPUTER
ANIMATIONS FOR TEACHING THE SECTION
“ELECTRIC CURRENT IN VARIOUS MEDIA”
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South-West University “Neofit Rilski”, Blagoevgrad, Bulgaria

Abstract: In this paper, we substantiate the necessity of developing and
using computer animations for increasing the effectiveness of physics edu-
cation. Possibilities for virtual demonstrations of particular physical
processes in suitable combination with the real physical experiment are
analyzed from methodical point of view. It is stressed on the place, role and
meaning of computer simulations in the following directions: explanation of
the mechanism of run of the phenomena that are studied, visual observation
of abstract relations among physical quantities, graphical representation of
concepts which are difficult to be acquired. Special attention is paid to the
possibilities for realization of an interactive approach in education by using
multimedia representation of animated processes.

Keywords: physics education, computer animations, real experiment,
virtual demonstrations.

1.INTRODUCTION

In Physics education, often it is necessary to clarify the essence of mi-
croscopic processes and phenomena. In such cases, the teacher relies on
the imagination of his/her audience and he/she tries to describe and ana-
lyze the physical situation by maximally exact presentation and enough in-
formative demonstrative means. However, what will be the quality of the no-
tion constructed by each student about certain microscopic phenomenon,
whether this notion will be complete enough and correct for various stu-
dents, it depends on a series of factors. On the one side, this is the ability of
the teacher to describe exactly and clearly the microscopic picture and to
analyze the mechanism of implementation of the phenomenon, and on the
other side — these are the individual personal abilities and, in particular, lev-
el of the development of the abstract and logical thinking of each student.

In order to increase the effectiveness of education, first of all it is tradi-
tionally relied on a real demonstrative physical experiment. Unfortunately,
usually it displays the macroscopic result of a particular process or pheno-
menon, without visualizing the mechanism of its implementation. This ne-
cessitates developing aesthetically satisfactory and enough informative
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models which take into account the following characteristics of the micro-
scopic processes and phenomena:

1. Often, these are processes and phenomena in which an enormous
number of microparticles take part. Therefore the informative model of the
phenomenon should present such an extract of the ensemble of particles
that contains enough characteristics of the considered phenomenon.

2. These are comparatively quick processes that usually are imple-
mented in stages. That is why, model should allow suitable speed of dem-
onstration and following the dynamics of implementation of the process, to
offer the opportunity of pauses and repetitive consideration.

3. Under certain conditions, towards the chaotic heat motion typical of
microparticles, a directional motion is appended. Model has to reflect this
adequately, taking into account specific characteristics of the chaotic heat
motion of the constructive particles, depending on the aggregate state of the
substance.

Modern information technologies allow constructing models that corres-
pond to these requirements. By the means of computer animation, a num-
ber of physical processes and phenomena that are implemented on a micro-
level, can be presented more exactly and analyzed more thoroughly, and
combination of a real and virtual experiment, along with suitably selected
methodical approach, could significantly facilitate acquiring of the school
material and advance the effectiveness of education.

2.DEVELOPMENT AND USE OF COMPUTER ANIMATIONS IN
THE SECTION “ELECTRIC CURRENT IN VARIOUS MEDIA”

Main purpose of this report is to present a package of computer anima-
tions that illustrate the process of making current carriers and mechanism of
the flow of electricity in liquids and gases. These animations are developed
on the basis of a project of the Department of Physics at Neofit Rilski South-
West University in Blagoevgrad, connected with creating of modules for
training physical experiment — real and virtual. It is forthcoming to develop a
package of computer animations for the topics “Electric Current Through
Metals” and “Electric Current Through Semiconductors”.

All animations are made by using Adobe Flash. Program Adobe Flash
is a multimedia platform which is distributed and maintained by Adobe Sys-
tems. It can operate with vector and raster graphics as well as with video-
and audio-files. Flash is used most often to make animations about more
dynamic and interactive web sites.

The package has the following content: animation of the process of
electrolyte dissociation; animation of the process of electrolysis; virtual ex-
periment for electromerism (ionization of gas) and animation of the mechan-
ism of ionization; virtual experiment for studying the volt-ampere characte-
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ristics of the self-sustained and non-self-sustained discharge in gas and
animation of shock-ionization.

Process of electrolyte dissociation is studied in more details in the
Chemistry school material in 8-th class. In particular, our animation presents
getting current carriers via electrolyte dissociation of hydrogen chloride HCI
in water. In the general picture of dissociation, the specific type of motion of
particles in liquid is presented — vibrating around equilibrium position and
leap to another equilibrium position after the average time of stay life is ex-
pired. Animation gives the opportunity to observe orientation of dipole mo-
lecules of water around the dipole molecules of hydrogen chloride and de-

composition of the molecule of HCI into a positive hydrogen ion — H*

(cation) and a negative chlorine ion —CI (anion) and also the dissociation of
some water molecules (Fig. 1).
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Fig. 1: Animation of the process of electrolyte dissociation
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Fig. 2: Animation of the process of electrolysis

Mechanism of flow of electric current in electrolytes is watched in the
animation which reflects a process of electrolysis in water solution of cupr-
ous sulfate when electrodes are of graphite (Fig. 2). Opposite directed flows

of positive ions (Cu®** and H*) and negative ions (SO% and OH") can be
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examined consecutively and with appropriate speed as well as the precipita-
tion of pure copper on the cathode and getting O, as a result of secondary
reaction around the graphite anode:
(1) 40H™ -4e” - 2H,0+0)

Concerning clarification of the mechanism of electric current flow in
gases, first of all, a virtual version of the experiment is proposed with dis-
mantled training capacitor, connected with a charged electroscope. Putting

a flame into the air between electrodes of the electroscope leads to the flow
of a transient electric current and discharge of the electroscope (Fig. 3).
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Fig. 3: Virtual experiment for ionization of gas

This virtual experiment can be combined with a real physical experiment
and it is very suitable for originating a problem situation in the education
process. Solution of this problem situation is connected with the reveal of
the nature of the observed phenomenon.
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Fig. 4: Animation of the mechanism of ionization

For this purpose, an animation is developed which demonstrates how —
under the presence of outer ionization cause in the gas — current carriers
arise: free electrons, positive and negative ions. Frame of this animation is
presented in Fig. 4.
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Concerning clarification of both possible ways for electric current flow in
gases — non-self-sustained and self-sustained discharge, as well as for find-
ing out the essential differences between them, a virtual experiment is de-
veloped that allows to study the functional dependence between the electric
current and the applied voltage. This animation shows the electric scheme
of the experiment treatment, follows the processes of non-self-sustained
and self-sustained discharge in gas in their development, and along with
this, it draws the volt-ampere characteristics (Fig. 5) which has the typical
three sections.

w
e

=

u

0<U=<Uc -HecamocToATeneH paspag
U = Uc - CamocToATeneH paipag

Fig. 5: Virtual experiment for self-sustained and non-self-sustained gas discharge

1. When, in the presence of ionization cause with constant intensity, the
applied voltage U increases (0<U<Uy), almost linear increase of the current
| is observed. This is due to the greater number of current carriers that
reach the electrodes before they have been recombined.

2. When values of the voltage U are within the limits of Uy<U<Ug, cur-
rent | remains constant I=ly. In this case, all current carriers created within
unit time by the ionization cause, reach electrodes of the condenser.

First two sections of the volt-ampere characteristics correspond to the
non-self-sustained gas discharge — this is the electric current that flows
through the gas only in the presence of ionization cause.

3. When voltage U becomes greater than a particular value Ug, rapid in-
crease of the current | is observed. Reason for this is the sudden increase
of the number of current carriers due to the forthcoming shock-ionization in
the gas. If the electric field is strong enough, the positive ions accelerated
by it, reaching the cathode, knock out electrons (secondary electronic emis-
sion). Thus, the shock-ionization continues and the electric current is self-
sustained, without the necessity of outer ionization cause. Therefore, the
third section of the volt-ampere characteristics corresponds to self-
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sustained gas discharge — this is the current that flows in the gas under a
strong enough electric field without the presence of ionization cause.

For better clarification of the process of creating such current carriers
and the mechanism of flow of electric current in gases, additional computer
animation is developed which reflects the shock-ionization (Fig. 6) and the
secondary electronic emission.
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Fig. 6: Animation of chock-ionization

3. METHODICAL ADVANTAGES OF THE WORK WITH THE
PROPOSED PACKAGE OF ANIMATIONS

1. Each animation can be stopped in a concrete present situation and
continued by buttons “Stop” and “Start”, respectively. This allows the teach-
er to structure his/her commentary or talk with students and to follow in de-
tails the causal relation among the stages of the considered physical
process.

2. By means of buttons “Again” and “Repeat”, process can be observed
repeatedly with a minimum time charge. This function of the model is espe-
cially useful for a self-dependent work because it allows the students to
analyze thoroughly the concrete physical situations and to harmonize ac-
quisition of the school material by their individual abilities.

3. Button “Back” guarantees return to main menu and quick access to
various animations of the package. This link among the separate models as
well as the opportunities of appropriate combination of virtual and real expe-
riment can very successfully be used when the processes of flow of electric
current in various media are compared. Aspects of the comparative analysis
are as follows: type of the current bearers and ways of their creation; me-
chanism of the process; volt-ampere characteristics, etc.

4. All animations are correctly conformed to microscopic characteristics
of the considered processes, which assists their understanding and acquir-
ing.

5. Package of animations can be used in lessons for new knowledge, in
revision and summary, for independent work of students. It provides various
opportunities for creation in the work of the teacher in accordance with
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his/her individual qualities and the level of his/her scientific and methodical
preparation.

6. The considered type of computer models allows multimedia presenta-
tion. This increases their didactical value and makes them particularly effec-
tive to be used in practical implementation of interactive approach in educa-
tion. As it is known from the pedagogy literature, such an approach requires
formation of a specific educational environment, set up on the principles of
personally oriented educative process. Through it, from passive “consum-
ers” of already prepared ideas, students become active partners of the
teacher [3; 4]. Interactive education is based on: interpersonal, dialogue-
type interaction among all participants in the educational process or indirect
dialogue with the authors of a textbook, of the computer program, respec-
tively; work in small groups on the basis of cooperation and collaboration;
favorable psychological surroundings that stimulates the formation of mutual
interest, support, respect and trust; presence of unified aim for all partici-
pants in the education and allocation of various aspects of the mutual activi-
ty among them, adequate to their individual capacity, experience and abili-
ties.

4. REFERENCES

[1] Maksimov, M., G. Hristakudis (2007) Physics and Astronomy for 9-th
class — obligatory training. Sofia, Bulvest 2000 (in Bulgarian).

[2] Marvakov, D., V. Ivanov, Zheliazka Raikova-Bozova, llona Mircheva,
Vesela Miteva (2001) Physics and Astronomy for 9-th Class — obli-
gatory and profile training. Sofia. Trud&Prozorec&Prosveta (in Bul-
garian).

[3] Panina, T., L. Vavilova (2006) Modern methods for activating educa-
tion. Moscow, Academia (in Russian).

[4] Vassileva, R. (2007) Interactivity in teaching the course “Methods
and Techniques of the school Physics experiment”. Proceedings of
XXXV National Conference on Physics Education. Pleven, pp. 51-54
(in Bulgarian).

239



Faculty of Mathematics& Natural Science — FMNS 2009
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Abstract: The paper is a part of a bigger research into the problems of
human transcendence into virtual conscience in the ‘global infosphere’. The
most difficult thing when reading the mind is the failure in the individual
identification of a working mind. This might lead to producing multiple virtual
‘Selves’ to the same real human individual at the exit, ending in damage of
the mind work in the process of research and/or knowledge-management.
The problem is fixed about the nature of what is to be considered as 'unit' in
reference to mind work. | offer some methodology of how to approach mind
work, based on the developments of neuroethics and philosophy of
computing. The solution is set about the transfer of knowledge between the
virtual and the living Personalities.

Keywords: infosphere; mindwork; neuroethics; virtual personality; the
extended conscience; the extended moral mind; restructuring of mind
structures; integrity.

1.INTRODUCTION
Models and Interpretations

Divide et Computa
Luciano Floridi, Philosophy and Computing

The offered paper is a part of a bigger research into the problems of
human transcendence into virtual conscience [1] in the ‘global infosphere’
[2:8].

The most difficult thing when reading the mind is the failure in the
individual identification of a working mind both as a functioning integrity and
as authenticity [3:73-76] of the result.

The problem is fixed about the nature of oneness or what is to be
considered as unit in reference to mind work.

The models of integrity of units of knowledge have taken various
shapes in the conceptual systems of philosophy produced by human
individuals and maintained by schools of thought that might be seen as
relatively constant human communities: would it be the monad of Leibniz, or
the atomic fact of Wittgenstein, or the infomorph of Moravec, or the meme of
Daniel Dennett; or a technical object of different level: like software of the
mind of Hofstede or cultural unit; or the integrity of the avatar or a method of
knowledge — such models manifest narrower approaches based on
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pragmatically-bound contexts of handing the gross product of human culture
down from generation to generation.

As such this problem concerns the sphere of education which might
be seen in the above context as a tool of motivation of human survival next.

Although | am offering this as a single-author presentation, it is a tiny
sprig of powerful teamwork that has been responsible for the present status
of human culture and is heading towards its saving and dissemination
beyond a growing tension of global crisis.

2.SPECIFYING OUR PROBLEM

It is clear that the problem concerns the mind as a function of the
single human brain at the stage of reaching across science to philosophy in
an effort to generalize the rules, principles and results of a lifelong
functioning — loaded with responsibilities, doubts and — unconscious
teleology.

Education of bright minds who would be of key positions in the
infosphere whether in terms of strategy, or integrative effort, or further
specifications of the tools of Virtual Personality design, still owes those
people a healthy approach to each single individual. It is an absurdity that
care has been taken of the average learner rather than of those who have
been in the edge technology and scientific advancement. This is not the
question of training them; it is a different thing that concerns our very fast
younger generations taking precautions of not losing them in the shady
dead-ends of depression and mind failure.

2.1. Further specifications

Two levels of our problem are outlined:

(1) The first one is based on a study of how the philosopher’'s mind
works when engaged in controlling the transition of knowledge in the
infosphere in view of the direction of the assessment of human
culture.

This causes disintegration in the very core of philosophy and
inability of the searching mind to avoid the stress of time as factor in
the psycho-physical and historic awareness of the single human
brain. Each single case is not a case of philosophy as such yet it is
the tool of philosophy that discerns singularity.

(2) The Displacement of a working mind is a natural thing for an
advanced brainworker. Therefore there has always been the
problem about the frontiers, limitations to the interests of a single
mind specializing into a number of fields of knowledge

The pathology of mind sets the question: How many fields can a
single mind understand and translate into one another? Again, this is
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not a case of philosophy although it is the tool of philosophical
knowledge that discerns axioms in the facets of disciplines.

Ecology of the mind then, as viewed here, refers to the need of constant
clearing the grounds of self-awareness of a working mind and remotivation
at every next level of ‘translating’ singularity into general principle.

2.2. What has been done in the field of Neuroscience

Neuroscience has branched from a number of fields, reaching in its
latest extensions to Neuroethics [3:1]

In its attempt to treat matters of responsibility, neuroethics reaches the
concept of ‘extended moral mind’ [3:308] which is viewed as a kind of
dumbfounding — agnosia or partitioning of the extended conscience which
neglects or ‘amputates’ that part of the mind which has developed the case
of responsibility as a kind of pathology splitting the integrity of the mind [3].

This, however, is not our case. Neuroethics, with rare exceptions [3],
has managed to cover only the area of the conscious which does not cover
the Self as the main agent in the identity of authentication of an individual's
mindwork. It does not give clues for solving the problem of identity as a
controlling function of the mind where the Self is the agent.

The problem deepens when moral dumbfounding is seen as a collective
responsibility [3].

2.3. Ethics v/s Statistics

Statistics today has found resort in a cloud-like model which somehow
does not go beyond the old black box, even if we have some mapping of the
zones inside. Statistics, even as it covers zones of optimized mapping in
order to reach lowest probability levels, seems misleading in terms of
interpreting its results, for, mainly pragmatic reasons. [4]

This is where our problem lies: the statistic unit has certain content,
which, in the case of human mindwork bears depth that makes it difficult to
analyze beyond adopted methodology, since it is followed in the synchronic
natural-language product while brainwork involves structures that might
come in conflicting, irrelevant, non-existent, or single cases of application of
methodology that has come behind change.

Neuroscience, on the other hand, takes for granted, that finding out how
chemical emission of the organism’s factory works is certain to show what
kind of problem it is to cure. Perception does no longer count — it is the mind
that works out perception. At this stage, employing real people to check the
errors of the input, cannot count out the Outside. For in such cases it closes
the info-circle for the living minds, while opening other info-channels is as
yet uncertain.
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Still, based on statistics, too, it views organisms as abstract units and
offers ridiculous treatment to real people at the exits of the abstract pools or
clouds of data.

Even at the level of direct exchange between living brains’ mindwork
and the intelligent web extension the info-flows are unequal in content,
which might mean — in energies. That is expected to prove the cause for
brain burning.

The intelligent web which is being developed as self-improving
construct, in order to cover all human features, needs to have the ability of
invention, as well as such traits, that have been vaguely termed by far as
‘intuition’, ‘folk epistemology’, ‘lying’, ‘cheating’ etc.

Research has led to the conclusion that immediately before a wrong
choice, the brain has logical failure or ‘blackout’. Predictability in human
cultures is based on their moral norms. When culture changes in its
frontiers, and moral norms are no longer valid, then — how is the mistake to
be optimized outside the zones of fear without breaking the unique nature of
human mindwork in digression? [2:324]

3.DISCUSSION AND RESULTS

| consider the insufficiency in the exact formulation of a person’s
integrity as giving the network a clue of how to design and engineer
insufficient or time-limited, goal-oriented Virtual Personalities.

My work with EL learners for the last 19 years has proven that re-
structuring of the learner's mind is sufficient prerequisite for the next huge
info-flow. The solution needs yet another specification: one problem
concerns the life expectancy to activated software; another is set about the
transfer of knowledge between the virtual and the living Personalities which
needs restructuring of structures that are to serve the extended mind.

Much has been done by far, yet there is still the question of further
branching where researchers and results might never meet, and, in case of
info-flow failure — some branches might get lost while dry-wood might
continue to be mistaken for axiom. [7:33]

4. CONCLUSION: EDUCATION NEXT

Teaching computers how to learn is one side of the story of that grand
effort. It is not all about that though: it is about how to get back the
knowledge mastered in our global infosphere — by each single individual —
relevant to each case they shall need it. The division of labor is one thing:
the survival of humankind is another. But the division of mind and body
which separates mindwork and cuts it into cases from the mass of still living
bodies that need to kept into daily anxiety and away from destructive panic
in a number of approaches resembles the unhealthy activity of social
partitioning.
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The minreading infosphere is an extension to the psi-generation — the
extension of our global mind then is to form an element of next order — and
that element is to bear some likeness to human culture in both directions: as
far as it exists outside the infosphere, and as a generator in the prehistory of
the self-sufficient extended Virtual culture.

Trying to explain — is some kind of agnosia — an excuse — escaping our
responsibility. Pathology is not the last resort; philosophy is - when
preserved as the general wisdom of humanity that shall serve as integrity
principle the next turn of the spiral. Education next means opening our
minds beyond the limiting walls of previous morality and building even
stricter laws for pushing the self-serving extended mind into a Self, bearing
the whole complexity of human culture. In other words: this is the attempt to
make ourselves much greater without the tower of Babylon.

The problem of reading minds is like reading the texts: they are
individual, and readers are not equally trained.

Designing an integrated mind in the intelligent network — based still on
the laws of robotics, might be responsible for the corrections in our
infosphere where histories are no longer in conflict, problems are
somewhere distant in both time and place, or in parallel worlds, knowledge
and experience have nothing to do in common, uniculture is dependent on
the global polyglot empire of the web-translator who cares for each person
to receive information in their own tongue, control is learned and individuals
are nursed — yet — how is the difference between our Virtual Personalities
and our Real Selves made is yet unclear unless we strive to breed the
extended Self of all humanity out of the growing infosphere — the body,
containing our extended mindwork.

Then the needs of an individual case are subordinated to the choices
preserved in the net. Optimization then could be either limiting or opening
tool: in the first case — shutting the individual in, in the other case -
searching for only novel information and setting its problems to still living
people at its exits.

5. PERSPECTIVE IN OPERATING THE EXTENDED MIND
Education next in respect to what has been said by far has the objective
of learning how to operate the extended mind based on the regulator of the
extended moral mind, which changes for each individual case of brainwork.
Moses needs new plates of commandments in the language of the
global infosphere.
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Abstract: A fuel cell prototype for demonstrations and training purposes
is presented. A set of experiments has been developed and included in
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1.INTRODUCTION

Fuel cells are one of the most perspective energy converters, which
possess numerous advantages over existing ones [1]. These
electrochemical power sources typically convert the chemical energy of
hydrogen combustion reaction into electricity. Besides hydrogen is the
cleanest possible fuel, it possesses the highest energy density among all
fuels. Comparing with other similar devices, fuel cells have also the highest
efficiency, which reaches 85% when produced electricity and heat are co-
generated. Other important advantages of fuel cells are their large
scalability and quite operation due to lack of moving parts.

All this makes fuel cells rather attractive for practical application and is a
base of the conception for a next generation energy system popular as
hydrogen economy [2].

If look at the history of fuel cell technology, it is rather surprisingly that
the first prototype was invented even before famous Leclanche element,
lead-acid accumulator and other widely used batteries. However, its first
application was at the late sixties of previous century, when Americans used
the so-called Backon cell simultaneously as a power source and water
supplying system during Apollo manned-flights [3].

Although the big progress in the research and development [3,4],
especially in the last decades, fuel cells are still not very popular. The main
reason is connected with relatively high price of supporting technologies for
hydrogen production and storage as well as expensive precious metal
electrocatalysts used in most of fuel cells.

Besides the problems, specialists are anonymous that an energy
system based on the use of hydrogen as a main energy carrier is a real
alternative of the current one for overcoming its substantial drawbacks -
dependence of fossil fuels, which resources are already half-exhausted, and
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dangerous environmental pollution. In addition, they predict that fuel cell will
step on the wide market in the next 5-10 years and replace a big share of
currently used autonomous power sources in a period of 20-30 years.
Expectations are that this will affect in one or another aspect most of
technologies and productions, which in fact is the meaning of hydrogen
economy as a term.

That's why the biggest players on this potentially unlimited market have
recently developed and offered various demonstration prototypes. Some of
them are orientated to the educational system and are part of strongly
supported, in some cases by the governments, educational programs [5,6].
This is a strong indication that the expert prognosis are in the right direction
and people, mainly younger generation should be prepared for the expected
changes in technologies.

In our country, however, fuel cells and, as a general, concept of
hydrogen economy is familiar only to a group of narrow specialists. Except
incident projects, no educational program in this very perspective direction
exists.

For overcoming the retardation from world's tendency, we developed a
prototype of demonstration fuel cell primary for educational purposes.

In this paper we present demonstrations, which may be implemented
with our fuel cell during classes on physics or chemistry or as out-of-class
activities.

2.DEMI CELL DESCRIPRION

Our demonstration fuel cell, named DeMi Cell, represents principles of
operation of the so-called reversible fuel cells. When supplying power from
outside, for example from a solar panel, it works as a water electrolyzer,
producing gaseous hydrogen and oxygen. After obtaining enough amounts
of gases, it may serve as a power supplier for some small consumer.

Among main advantages of DeMi Cell are its simple construction, easy
and safety implementation of demonstrations and lab experiments,
possibilities for direct observation of processes.

DeMi Cell consists of two removable parts - transparent corpus and lid,
on which two electrodes inserted in special semitransparent bags, are
assembled — figure 1. Neutral salt solutions as that of baking soda are
mostly recommended, which guarantees absolutely safety work. Contrary to
most of existing fuel cells, the use of non-precious metal catalysts for
electrode production sufficiently lowers the price of DeMi Cell.
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Fig.1: View of DeMi Cell: a) detached; b) assembled.

3.DEMONSTRATIONS AND EXPERIMENTS WITH DEMI CELL

Initially, we have wused the developed prototype mainly for
demonstrating operational principles of fuel cells. Typical demonstrations
are conducted in the following steps:

1) DeMi Cell is detached to its parts, which are then displayed in a
manner ensuring that all people could observe the procedure. As mentioned
above, the cell is composed of two removable parts — transparent body and
lid, on which two electrodes put separately into special bags, and
connectors are assembled.

2) The function of each component is explained in details. It can be
pointed out that the used bags, in which the electrodes are put, serve not
only as separators, but they also hold the generated gases near and on the
electrodes’ surface in this case.

3) The working electrolyte is prepared — 5 to 10 g sodium bicarbonate
(1-2 tea spoons) are put into a 400 ml beaker, 200 ml distilled water is
poured into the beaker and then the mixture is stirred till the solid is fully
dissolved. Thus prepared electrolyte is enough for filling up 2 cells.

4) 100 ml of the electrolyte is measured by using a measuring cylinder
and poured in each cell used. Otherwise, the electrolyte prepared in point 3)
should be divided into two equal portions.

5) The separate cells are covered with lids, on which the electrodes are
assembled, and afterwards the cells are connected in series with the help of
cables.

6) The cell voltage, which is near OV in the initial moment, is measured
by digital voltmeter.

7) The end electrodes of the constructed stack cell are connected to the
solar element (or 9V battery) terminals. It is important to connect the
negative and the positive terminal of the external power source to the (-)
and (+) marked electrode outlets of the tested cell, respectively.
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8) Electrolysis is carried out for several (3 to 5) minutes. During the
electrolysis, bubbles of evolved gases can be observed on the electrodes’
surface. This observation is related to the following reactions taking place
on the corresponding electrodes:

cathode (-): 4 H,O +4e” — 2H, +4 OH
anode (+): 40H - 4e > O,+2H,0

9) After producing remarkable amounts of gases on the electrodes, the
used external power source is disconnected from the electric circuit.

10) Depends on the number of connected cells, different consumers
can be powered to demonstrate the principles of operation of thus prepared
fuel cell prototype.

In case of a single cell, the terminal voltage and the generated current is
able to power up an electronic calculator (1.5 V). It is just necessary to
replace the battery from the calculator with the fuel cell, connecting the
corresponding outlets with proper cables. If you don’t mistake the poles, the
calculator display should be lightening on after pressing “ON” button and
you can make some calculations during next several minutes. In most
cases, the operating time is almost the same as the time of electrolysis
carried out.

If use two or three connected in series single modules, the fuel cell may
supply other consumers such as LEDs or even some alarm clocks.

11) In other set of experiments, after generating hydrogen and oxygen
by water electrolysis, you may measure the terminal voltage and generated
by the fuel cell current. Normally, the measured voltage is about 1.2 V for a
single cell (3.6 V for three connected in series cells) and the current is in the
range of some tenths milliamps.

You may also investigate the dependence of the electric characteristics
(voltage, current, power) on the electrolyte concentration, temperature and
the way of connection between separate cells.

12) After finishing demonstration, the fuel cell should be again detached
to its components. All components should be gently washed with water and
dry after it. If not used during next few days, the electrolyte is not necessary
to keep. Otherwise, it can be stored for several days in a glassy or plastic
bottle.

Later on, we developed a set of experiments, which can be carried out
in universities, schools or even independently by students. The description
of each experiment contains its aim, short theoretical background,
necessary equipment, experimental procedure, typical results and
discussion. Some of the basic experiments are published elsewhere [7].
Base on this, we prepared a specialized handbook [8] in collaboration with
our German partners, which is under edition. Except experiments, the
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handbook contains overview of fuel cells, extended description of DeMi Cell
and safety operation precautions section.

We believe that the developed prototype as well as the handbook with
experiments will be a useful tool for easier understanding of fuel cells — a
milestone technology of the future energy system.

4. CONCLUSIONS

A prototype of reversible fuel cell for demonstrations and training
purposes was developed. Based on numerous tests, a handbook including
set of experiments was also prepared.

An educational kit and program for learning of fuel cell and related
technologies for green energy production by Bulgarian students are under
development. The program will be focused to extracurricular activities, but
separate elements should be successfully used in classes of chemistry and
physics at the secondary schools or universities.

5.REFERENCES

[1] Mitov, M., Kondeyv, |., Petrov, Y., Bliznakov, S., Popov, A. (2003) Fuel
cells: achievements and perspectives. Chemistry 12 (6), 455-466.

[2] Rifkin, J. (2002) The hydrogen economy. New York, US: Jeremy
P.Tarcher/Penguin.

[8] EG&G Technical Services, Inc. (2004) Fuel Cell Handbook (Seventh
Edition). Morgantown, West Virginia: U.S. Department of Energy.

[4] Bagotzky, V. S., Osetrova, N.V., Skundin, A. M. (2003) Fuel Cells:
State-of-the-Art and Major Scientific and Engineering Problems. Russian
Journal of Electrochemistry 39 (9), 919-934.

[5] Eco Soul, Inc. (2002) National Fuel Cell Education Program Pilot
Project. Santa Barbara, California.

[6] http://www1.eere.energy.gov/hydrogenandfuelcells/education/

[7] Mitov, M., Hristov, G., Hristova, E., Manev S (2007) Experiments with
demonstration fuel cell DeMi Cell. In: Proceedings of 35" national
conference on physical education problems “The experiment in the training
on physics”. Pleven, Bulgaria: Union of Bulgarian physicist, pp.106-109.

[8] Mitov, M. (2009) DeMi Cell Handbook (in preparation).

250


http://www1.eere.energy.gov/hydrogenandfuelcells/education/�

Section: “Methodology in Education”

Tasks in “BULGARIAN ARITHMETIC” issued in
1856 — one example for forming key competen-
cies

Stefan Manev, Velichka Dimitrova, Maria Vakarelska, Radoslav
Chayrov, Georgi Avramov, Diana Arsova

SWU “Neofit Rilski”, Blagoevgrad, Bulgaria

Abstract: Some of the tasks in “BULGARIAN ARITHMETIC” issued in
1856 and connected with natural sciences, are reviewed In the analyses be-
low. The review shows that the education in the middle of 19 century in Bul-
garia assured of the students knowledge that was easily and directly applied
in the everyday life. At the same time using that method of combination of
different subject connections and real situations were formed key compe-
tencies that are also valid and important today. The reviewed tasks as well
as their development could be used as a successful example for using ma-
thematical abilities and knowledge, connected with the practice. This inter-
active and practical approach could be successfully used and implementing
in all natural sciences for raising the interest and motivation of the students.

Keywords: education during 19 century, natural sciences, intersciences
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1. YBO[

Mpe3 cpemata Ha 19 Bek y4yebHMUMTE 3a CPEAHOTO yuyunuuwe B
Bbnrapua Beye ca O6nM3kM OO0 3anagHOEBPONENCKUTE  y4yebHUUM W
ocurypseaTt KayecTBeHO obyyeHune Ha yydyeHuumte. OTnuuMTenHa yeprta Ha
Te3an y4yebHMUM € npuroxHata MM HacOYeHOCT W  W3MON3BaHETO Ha
MeXaynpeaMeTHU BPb3KU.

Hactosawara pabota uma 3a uen ga aHanuaupa HSKou OT 3ajaduTe,
CBbp3aHW C npupogHuTe Hayku oT ,bonrapckas aputmetuka” ot CTosH
Hwukonos unagageHa npe3 1856 r. [1]. [llo To3n HauumH LWe morat ga ce
OLEHAT KayecTBaTa Ha 3ajadnTte, a Ce CPaBHAT C Te3nM B cerawHuite
y4yebHuuM n pasrnefat Bb3MOXHOCTUTE 3a M3MNOM3BaHETO Ha noaobHu
3afjayu B gHelwHo Bpeme. EgHa noaxogsilia Bb3MOXHOCT € U OUPEKTHOTO
npunaraHe Ha HAKOW OT 3agadquTte B y4yebHusa npouec. Mo To3M HauuH ce
NpoBOKMPAT ydYeHNUUTE da ce CrnpaBsAT C HeTpaauMuUMOHHA no BUA 3ajava,
noBuwaBa ce WHTepeca M ce oboraTaABaT 3HaHMATA Ha YyyeHuuuTe. B
CbLLOTO BpeEME Ce paskpuBaT Bb3MOXHOCTM 3a dhopMuMpaHe Ha KNH4YOoBM
KOMMNETEHTHOCTW, BaXHW 3a peanu3aumsata Ha YoBeka B MpakTukaTa B
MWHanNoTO 1 AHeC.
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2. PE3YNTATU U ANCKYCUA

MpenctaBa 3a ydebHMka MoXe Oa ce nonydn oT (pOoTOTMMHOTO
nu3gaHue, Koeto npegctonm pga 6vbaoe nybnukysaHo. B yyebHuka ce
pasrnexgat OCHOBHUTE apuTMETUYHW OEeNCTBUs: CbbupaHe, usBaxpaHe,
JerneHue, YyMHOXeHWe, cTeneHyBaHe MU KopeHyBaHe, NpeMuHaBaHe OT eHu
eouHuun B Apyru, paborta ¢ gpobu, NpoCcTo U COXHO TPOMHO NPaBMIIO.
Bcuykn 3agaun, € M3KIMKOYEHWE Ha HavanHuTe npuMmepu, ca CBbp3aHu C
npakTukaTa unu 3HaHnsa ot obnacTtTa Ha NpUpPoAHUTE Hayku. B HacTodAwaTa
nybnukaums we pasrnegame u AOMCKYTMpamMe npeau BCUYKO HSAKOM OT
3aga4vnTe, CBbpP3aHU C NPUPOAHUTE HAyKW.

2.1. 3ada4u om obnnacmma Ha ¢huzukama u UH)XXeHepHuUme Hayku

MpeacTtaBa 3a 3agadnte CBbp3aHM C pu3nkaTa e 3agadara, NokasaHa
Ha cour.1.

,EOuUH kambKk nada om eOHa 2osiAMa eucoyuHa. B nbpsama cekyHOa
usmuHasa 15 5/8 apwuHa, 88 emopama — 46 7/8 apwuHa, 8 mpemama —
78 1/8 apwuHa, 8 yemebpmama — 109 3/8 apwuHa, 8 nemama — 140 5/8
apwuHa u 8 wecmama — 171 7/8 apwuHa. Konko apuwuHa e npemuHarsn 3a 6
CeKyHOu?”

PewaBaHeTo Ha 3agadarta M3MCKBa MPOCTO CbOupaHe Ha HenpaBWUITHU
apobun. Bmwxpa ce obaye, Ye nagaHeTo Ha Kambka € CbobpaseHo Cbe
3akoHa Ha HoToH, BNMAHMETO Ha  3eMHOTO  MpuUTErfsiHE 1
pPaBHOYCKOPUTENHOTO ABWXKeHMe. Mo TO3n HauMH ydeHuuuTe nony4yasat U
3HaHWs, CBbP3aHN CbC CBOGO,D,HOTO nanaHe Ha TenaTa.

B. BAAHE KAMHKZ ndpa G G AHA roat-
MA ERIOTA EX 1- TA uKprA 15 3- APUIHHA,
HA 2-TaA ther A8 L, A Bora 8 &

()

Ha 4&-TA 109 —g‘, HA 5-Ta 140 E H 6-Ta
ces¥nTa 171 . Komso Afumu,\ ﬂfEMHHA 34

6 tek¥HTm? )
odur. 1.

Kbm 3HaHusaTa B obnactta Ha dwuaukata cnagat U U3MepuTenHuTe
eanHnun. Kou ca eguHMUMTE M3MOM3BaHM MO TOBa BpeMe MoOXe [na
HamMepuM B criegHus TekcT /our. 2/.

,Kou ca Hal-ynompebseaHume eduHuyu? Had-ynompebseaHume
eOQuUHUYU ca apWuH, OKa, pasmea U epow. Ha Konko Yyacmu ce nodpa3soerns
ecssika om msx. Okama ce pa3dens Ha 4 numpu, numpama Ha 100 dpama,
e8ceKku Opam Ha 2 rnosioeuHU usu Ha 4, koumo ca OeHKoge, 8ceku OeHK Ha 16
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XUmHU 3bpHa. powsbm ce paszdens Ha 40 napu, a napama Ha Oee
rnonosuHuU unu Ha mpu dykama Pasmeabm ce pas3desnis Ha 8 nedu, ecsika
nedsi Ha 10 npbcmu, eceku npbcm Ha 10 Yepmu unu nPLYKU. APWUHBM ce
pasdesnis Ha 8 pbra, pbra Ha 2 epexa, epexa Ha 2 Kpama”.

ToBa, KOETO MOXe Aa ce Kaxe 3a MepHuTe eanHuum e, Yye pabotaTa C
TsX e O6una cnoxHa. Hama n cnega ot xybaBata geceTuyHa cUCTeEMa, C
KOSITO CMe CBUKHanNu aHec. B pasrnexgaHata apuTMeTvka ca M3Mnoni3BaHu
ABE pasnuyHM cUCTeMM 3a M3MepBaHe Ha AbJbkuHa. [MpaBu BnevatneHue,
ye Hal-MasnkuTe eguHUUM ca B3ETU OT XKMBOTA — XUTHU 3bpHa, MPbLCTH,
Kneykn. B kHurata e otaeneHa rnaea u 3a AeceTu4HU Opobu U NpPOLEHTH,
HO nopaaM ocoDOeHOCTTa Ha WU3MEPUTENHUTE EAVHULUN, TAXHOTO
npuroXeHue No oHosa Bpeme e 6uno orpaHN4eHo.

G. Kotica HAD B?now*rssﬁw*muu éAH’HI’IU'N?

W. Han ayno'rfeaurrmuu e,a,mmq& ta
Afumnz Om, ’m'rsl“s ] rfomz

G. Ha Kdako vAcTH th no,s,fag‘s,'{mhm\

BEEO 0 Tuia?

CORATA CA pazAkAABA Ha & AT, AR-
TIATA HA 100 Afémoss, BLEKTH AAMZ  HA
2 NoAcBHHN RAN HA 4, KOHTO (A AfWKOEE,
BUEKTA ACHIKE HA 16 MHTHM Bepnd .

(. I‘fo'mo (A fag,g'ﬁz\/ﬁ\m\ HA 40 ﬂo\fl\‘l,

A m\jwm HA 2 NOACKHHBI HAl rrfu AYI(A'TA.

PACTErO (A PAg,s,rkAMA HA 8 népl, BIEKA
ana HA 10 nffﬂ‘hl, A BCEKTH neym‘z Ha 10
HEPT faii nfm\mu.

dfumuo A fas,s,'{;zmm HA 8 PXnom p¥no
HA 2 !‘f"lixa oo Ha pgA KJATA .
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owur. 2.

KbM pusmnyeckmTe 3agaum morat a ce oTHecaT 1 3agadvmTe 3a MbIIHEHe
N nNpasHeHe Ha 6aceriHu, eqHn OT Har-HeobmyaHUTe OT yYyeHnumTe 1 gocera
3agaun /dur. 3/.

~EOUH pesepsoap uma mpu mpubu. lNbpeama nbriHU pe3epsoapa 3a 6
yaca, emopama 3a 5 ', a mpemama 3a 4 2/8. Ako ce nycHam u mpume
mpbbu da mekam eOHOBPEMEHHO 8 pe3epeoapa, 3a KOJIKO epeMe We 20
HanwAHIM?”

£ gHA égna fma 3 'rfgsu*], NEPRAT A
NOAWH YIHATA 6% 6 MA(OBE, BTOJATA E%
8'/, A wpirara T¥ea 6% &7/ AR ca n8-
ipaTE @ 'rft't're' AA TEMETE  SAEAHAK AR BX
qn'fumrra 34 KdAKO sre'ms e A HANdARATR?

) o our. 3. -

OkasBa ce, ye B 1956 rogmMHa OOpu yyYyeHuuuTe moraT da nnaHuvpart
npokornaeaHe Ha KaHan oT [JyHasa go YepHo mope 1 10 3a 210 gHu /dour.4/.

,3a 0a ce Hanpasu KaHan om [JyHasa 0o YepHo mope, kbOemo
Msicmomo e Hal- msCcHO u paeHo, mpsibea Oa ce npokonasm 150000
Kpayku ObrmxuHa, 120 wupuHa u 60 kpayku 0bnboyuHa. EOUH YogeKk MoXe
0Oa usKoriae Ha 0eH 15 kpayku ObiKUHA, 3 Kpayku Obnbo4YuHa U 3 WupuHa.
Konko dywu mpssbeam 3a Oa ce 3asbpwiu KaHasa 3a 210 OHu?”
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Ba pa ta nangagn npexdng T pA¥nax g%
Yo moge, abro ¢ mberoro nan o
B NpABO, TPFROBA AA ch RekondaTz  go
130000 néze poamnna, 120 wHpnna i 60
HOZE AOARHHA. éAl’igg HeAOB'EKE MOxe pa
REkonae HA Afnk 13 HORe AoAKHHA, 3 HORe
ACAEHHA it 3 wHpnHA.  Kéako weaosEuw
TPBEXEATE 34 AA OKOHYATE ngeksna  3a
210 pAnn?

owur. 4.

PewaBaHeTo Ha 3agayaTta nokassa, Yye ca Heobxoaumum okorio 38000
aywu. 3agayata nokasBa Ha Yy4YeHuuuTe, Yye morat u Tpsibea ga O6baaTt
NOArOTBEHM [a y4acTBaT B CEPUO3HM MPOEKTU HE CaMO KaTO M3MbIHUTENMN,
HO 1 B MPOEKTUPAHETO UM.

MHTepecHa e 3agadyarta, CBbp3aHa C W3MepBaHe BUcoYMHATa Ha
HeJOCTbMNHU 06EKTH, MOKa3aHa Ha dwur. 5.

,EOHa npwbyka 4 1/2 apwuHa 8ucoka, rnpasu csiHka 3 apwuHa. Korko e
BUCOK epadcKusim 4aCco8HUK, CsiHKama Ha kotimo u 153 apwuHa?”

> ’ - [} - N
- BAANE npATE B/, hpuidina BndK, npd-
I o ’ ’
gn chuka 3 Apuitina; KOAKO ¢ BBIOKE TpAA-
(KiO MA(SBHHKZ HA KorédTo ¢ cKukaTa 133
ApwAna ?
®ur. 5.
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3apgayaTa naBa 3HaHMA, KOMTO  MO3BONSABAT 4pe3 MPOCTO TPOMHO
npaBuno Aa Ce M3MepBa BUCOYMHATA Ha HeQOCTbMHW 06eKkTW, KaTto ce
n3nons3saT eneMeHTapHN U3NYECKM 3aKOHU, CBbP3aHU CbC CBETNNHAaTA.

2.2. 3ada4u om obnacmma Ha 6uonoaussma

Mo ToBa Bpeme OwuonornaTa KaTo Hayka He e Ouna pasBuTa
poctaTbyHo. Cneppawata 3agada Bce MNak € CBbp3aHa Cc GuonorusaTa,
Makap 1 no gocra HeobunyaeH HaunH (Pur. 6.).

,EOUH (4osekK) umawe 46 oku cupeHe 8 e0HO Kaye, Koemo Kamo 20 CKpu
cned 3 meceua Hamepu edHa oOka cupeHe, a Opysomo 20 bsxa ussnu
muwkume. Y xeaHa eOHa MuliKa, pasnpa s U Hamepu 6 Hess 5 Opama
cupeHe. Vicka Oa 3Hae 110 KOJIKO MUWKU ca AU (om cupeHemo) Ha 0eH?

gaunz fimawe 46 Oxu coigene 6% & AND
KAME, KOETO KATO ro i'o'xfh‘l akaz 5 mbice-
liq‘umvggu 30 6ana Ora. IU'PEH'IE A ppSro-
TO svﬂx. A3fAn Mulukn, A KBAHABE EpHA

—
KLl

)
MuIIKA pACNpA A R HARAE BZ HEm 3 ApAma
m'fem: fika Aa 3HAe no KOAKY Mblwkn ca

L J ’ ?
RAH HA AEHB !
owur. 6.

2.3. 3ada4yu om obnacmma Ha Xumusima

CTygoeHTuTe No XuMKs ydaT NpaBuioToO 3a CMECBaHe Ha pa3TBOPU, KaTo
LenTa e Aa ce U34NCNM NIECHO KOMKO € KOHLIEHTpauusaTa unm macosara yacT
Ha nonyyeHus pasTeop. ToBa NpaBumo nva Buaa:

O1-Mppt) + @2-Mpp2) = @(Mp-p1) + Mipp2)),

KbOETO @ U @, Ca MacoBUTE YaCTU Ha U3XOAHWUTE PasTBOPU, Mp.p1) U
Mpp2) Ca MacuUTe Ha U3XoauTe pasTBOpW, a @ € MacoBaTa 4acT Ha
nosny4eHns pasTBop.

ETo kakBO ca uayyaBsanu ydeHuumte npegun 160 rogunHu, 3a ga morat
npakTuyeckn ga uanonssart Toea npasuno /dwur. 7./.

LI Ipasuromo 3a cmecegaHe ce yriompebsiga, koeamo mpsibea da cmecum
0ea mpu suda 8UHO, Xumo, unu dpy2o0 Hewo om eduH 8ud, u da 3Haem o
Konko mpsibea 0a ce rnpodasa masu cMmec.

Edun euHonpodasey ucka Oa cmecu 3aedHO 4yemupu euda BUHO C
pasfiu4yHa yeHa, Kkamo om OHoea, koemo rpodaesa o 36 napu da cmecu 48
OKU, om oHoesa, Koemo ripodasa rno 28 napu da cmecu 64 oku, om OHoe8a,
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koemo rnpodasa ro 24 napu - 38 oku U om oHoea, o 16 napu — 24 okKu.
Ucka Oa Hay4u o Kosiko rnapu Oa rpodasa okama (om cMeceHomo 8UHo)”.

. CmEwenHoTo npABHA® OYNOTERA ABA-
ME KOTATO N THEOBATE A4 tkinmz pg)
TfH BHAORE BHHA, HHTO, HANM Afgf‘oz n-&',_o
B% GAHHE BAAZ, BAJAAH AA BHACMZ MO KOA-
Ko .M ﬂfO,&,AKAMs OHOBA tEuenie
£ Az B’iuonfoAimu,z fika ga ke
HAEAHD METHIgH BHAA gino @ pagari ub-
M, Lpérro % Ounosa AkTo (A nfoMm 36
na’m\ aa emkicn 48 drn, & Ouosa ,a,:li'q'o
th npoadea 28 nags pa cmken 64 Orn,
@ Onosd AkTo A npopdsa 24 nags 38
B Onced 16 napsl 24 Okn. Heka AA th
AWM RO KOAKO NapRl Aa ngoAABA OKATA.

owur. 7.

MHTepecHOTO B criyyas €, 4e no oHOBa BpeMe He e 6uno BaxHO Ada ce
Hamepu MacoBaTa 4acT Ha cmecTa. Ha npaktMka BMeCcTO macoBa 4acT
MOXe Aa Cce BKIoYM BCSKaKBa Apyra nponopuMoHarnHa Ha Hes BenunyuHa. B
crnyvas ToBa € LeHaTa Ha nony4yeHata cmec. 1o TO3M HayuH 3apadarta
npvaobvBa OUPEKTHO NPaKTUYECKO MPUMOXEHNE BbB BCEKUOHEBHUS XUBOT
T.€. TOBA € Kto4oBa KOMNETEHTHOCT.

[pyra MHOro nHTepecHa npakTuyecka 3agada oT obnacrtra Ha xumudaTa
€ W3Mon3BaHeTo Ha peuenTu 3a fnosflydaBaHe Ha MO-foflieMn KOnvyecTBa
cmecwu, nokasaHa Ha ¢ur.8.

» EOUH 4oeek ucka 0a cu Harnpasu 100 oku 6apym u He 3Hae KOJIKO My
mpsbea cenumpa, KOMIKO 8bafieH U KOMKo cspa.Tpsbea nbpeo Oa Hamepu
3a 100 dOpama bapym o Korko mpsibea om 8CSKO U rnocre Moxe 0a
Hamepu 3a KOJIKOmO cuU OKU ucka.Hanpumep 3a Oa Harnpasum 100 dpama
6apym mpsbea da mypum mam:
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72 dpama cenumpa
18 dpama ewbereH
_6 dpama cspa

96”

Batins virogBKE fuKa A HANpABH 100
Oxu mf%"'rz, i HeHAe K6AKO M8 TpEBORA
CEARTPAX], KOAKO BErAMYA B KSaKO cannSps*™].
Tféson nfrso AA n}u"i,a,e 34 100 APAMA
uarerz no KOAKO Afmm -rfmou it mmo,
fi nocak Aéeno uAM"kaKA 34 KOAKOTO OKn
m'u. 8a ﬂfHM'EPE AA nanpasnmz 100 Mm-
ma Baf¥TE THBORA AA 'ranmz ThiA:

*)Tuaegyeat. **)dan cumnSps wan obga, Tpomn wukioprs,
14 ’
72 AfAMA LEAHT(A
18 .. . BArAuya.
6 ... cann¥ps

R ————————

96
dur. 8.

B cnyyas Hai-MHTEPECHOTO €, Ye OCBEH MPaKTUYecKUTe 3HaHWA 3a
paboTa cbC cmecu, ce OaBa €4HO BaxHO 3a ObnrapuTe OHOBa Bpeme
3HaHMWe — Kak ce npasu GapyT. Taka Ha NpaKkTUKa BCeku BbrapyH € MOXerno
[la HanpaBu necHo 6apyT 1 Aa y4acTBa B 0CBOGOAMTENHOTO ABMKeHMe. U B
TO3U crnyvai ce ycBOsIBa KM4yoBa KOMMETEHTHOCT, pa3bupa ce, 3a OHOBa
BpeEMe.

2.4.06w0MemoOOuUYHU yKa3aHUsl.

KakTto BbB BCEkM y4eBOHUK OT OHOBa Bpeme M TyK ca HaMepunu MsCTo
HSAKOW yKa3aHusa 3a TOBa Kak yuntenute Tpsabea ga paboTar ¢ yyeHuuumTe.
Tyk He ce NOBTapAT yKasaHUATa, KOMTO MOXeM Aa Hamepum B «PubHuS
O6ykBap» Ha lNeTbp BepoH [2], kossTo e nybnukyBaHa okorno 25 roguHu no-
paHO, M KOWUTO ca OunM npueTu KaTto 3agbimkmtenHu. Tyk ce obpblia
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BHMMaHue camMo KbM OCOBEHOCTMTE Ha MpenogaBaHETo Mo MaTtemartuvka
/owr. 9./.

«Yyumenume ca OnbXHW O0a nokaxam ro eOuH NpuMep Ha y4YeHuyume
om apummemukama, 0a au kapam da ripassm rnodobHuU npumepu camu, 3a
da mMozam necHo 0a Ce BKOPEHU BCEKU rMpumMep 8 2rasama U maka
(y4eHuuume) da Hanpedsam rocmereHHO om fPUMepP Ha rpumMep.

’OY‘{HT!AHT! (4 AOAKHH, KATO (IOKAKATZ GAHHZ
npuavkps wa oyuemnuwTe W fHTMETHKATA, Ad TH
KAJATE AQ NPABATE MOAORHA npumkp W camore-
EECH, R4 AQ MOKE AEIHO A4 HMR (A OYROFEHH OHLIA
nprahps BZ CAMEATA, n TAKO  Aa MEHAABATA M4
HADPEAZE CrEneuno @ npumbex ua npamhgz .

our.9.

Kakto ce Bmxga OT npumepa, ykasaHUeTOo 3By4M CbBCEM CbBPEMEHHO U
MOXe [a Ce CBbpXe C WMHTepaKTMBHUTE MeToau Ha npenojasaHe [3,4], B
KOUTO ydeHuLMTe ca akTMBHa 4YacT B obyyeHneTo. Moxe ga ce npueme, ye
TOBa ca M Mariku y4eHU4eckn npoekTu [5].

3. BAKINKOYEHUE

PasrnegaHuTte 3agayn no aputMmeTmka oT 19 Bek ca MHOMO CMUCIIEHU U
cbabpxartenHu. PasrnegaHnar yy4eGHMK MnokasBa, 4Ye oule ToraBa B
CpedHoTO yuyunuiie ca M3Mon3BaHu Hskou 3abpaBeHW, HO B MOMEHTa
OTHOBO aKTyallHW efieMeHT Ha 0by4YeHneTo:

1. O6y4yeHneTo No MaTemMaTuka He e BuMno camouenHo. Beska 3agava
umMa “gywa” [6], KOeTo M3KMYBa YecTO 3adaBaHusl OT ydeHuuuTe
BbMNpoc — “A 3a KakBO MM € BCUYKO ToBa?”.

2. B y4ebHuKa ca BKITHOYEHW 3HAHMS U YMEHUsI, KOUTO MoraTt ga ovaar
nonesHn B Obaewmsa xmBoT. ToBa ca Taka HapevyeHuTe [OHeC
KNHOYOBM KOMMETEHTHOCTMW.

3. B yyebHuTEe npegmeTy ca 3acTbMNEHM LUMPOKO MEXAynpeoMeTHU
BPb3KU.

4. OOGy4yeHVMETO € OpraHu3MpaHoO Taka, Ye yyYeHuuuTe fa yyacrtear
aKTMBHO B y4ebHMSA npouec — npenopbyBaT Ce WHTEPAKTMBHU
MeToaun.

5. B pesyntar Ha BCWYKM TOBa ydeHULUMTe ca OUNM MOTUBMPaHU U
y4yeHeTOo e G1no yaoBoncTamne 1 NOoTpebHOCT, a He 3aabIKeHMe.

Bcuyko TOBa He BMHarM MoXe ga ce OTKpuMe B TakaBa CTeneH npu

cerawHoTo 0byyeHne B cpegHoTO yunnuule. Hagssame ce, ye HacToswara
paboTa wWe MOTMBMpPA Yy4yuTeENUMTE Ada W3NOoN3BaT MexXaynpeameTHuTe

259



Faculty of Mathematics& Natural Science — FMNS 2009

BPb3KU U MHTEPAKTUBHUTE METOAM, Aa OOpbllaT BHUMaHME Ha KMNOYOBUTE
KOMMNETEHTHOCTM B paboTaTa CM MNOHE MO HayuHa, KakTo Te ca oGunu
dopmupaHu npes cpegarta Ha 19 Bek 4Upes oby4eHMeTo No apuTMeTuKa.
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Reasoning on a Problem

Julia Ninova
University of Sofia, julianinova@hotmail.com

Abstract. The article offers several groups of problems generate on
the basis of a concrete competition task.

MOTIVES

According to I. Sharigin [2] one of the sources of problems is the
practice. In this case too, problems are derived from the practice. The
environment in this case is the campaign of students applying and sit-
ting for entrance exams for Sofia University “St. Kliment Ohridski” of the
year 2006, the written exams and the personal contact.

On July 18, 2006 the following problem was given in the written
exam of mathematics.

In an acute AABC the point D is the intersect point of the altitude
through the vertex A with a segment BC, H is the intersect point of the
altitudes of the triangle and the points M and N are the midpoints re-
spectively of the segments AB and CH.

The task is to find out the area of AMDN , C
in the case when AB=4 and #ACB=30". |

Here is the solution proposed by the E
authors of the exam problem. |

Since /ABC =B, LACB=y (figure 1). / N \

Since DM is the median in the rectangular / '. \D
AABD,  /MAD=/ADM=90°-f  and '5

DM=%AB=2.

Figure 1

Analogically, from the rectangular AHDC we obtain

ZNDH = Z/NHD = and DN = %CH . Thus we obtain

/NDM = Z/NDH + /ZHDM =+90° —p=90°. From the rectangular ADCH

C_D = AC(_:OSY . From the
2sinf 2sinf

and AACD we obtain gradually DN:%CH =
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sine theorem A—C = ﬁ where DN = 1AB.cotgy = 1.4.cotg30° =23.
sinf  siny 2 2
For the area of AMDN we obtain S,,,5y :%DM.DN = %.2.2\/5 =23,

In the works of the students-candidates one could come across the
variants of a rectangular or an isosceles triangular, and in these variants
the answer 23 was the same. This fact generates the following ques-
tions.

What are the reasons for that? What does the area of this triangle
depend on?

The competition problem proposed allows reasoning in different di-
rections — either by using the cognitive methods generalization or con-
cretization or by using theoretical knowledge from different levels.
These possibilities of reasoning have been formed into several items in
the part of the exhibition here below and problems have been formu-
lated adequate to the reasoning.

THE FIRST GROUP OF PROBLEMS
The first generaliza-
tion of the problem by
which we shall try to find
partial answers to the
qguestions poised may
be obtained by means of
parameterization of the
situations, i.e. by means
of generalization. In
such case the question
to the problem can be
formulated in the follow-
ing way.

Find out the area of
AMDN, in the case
when AB=c and
ZACB=y.

Figure 2

To come to the conclusion on the type of AMDN in a more rational
way one can make use of the knowledge on the circumference of the

nine points. Let us mark the circle by kq (Egj .
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This is the circumference, which passes through the midpoints of
the sides, the intersect points of the altitudes of a triangle with opposite
sites and through the midpoints (the points of Qiler [1]) of the segments,
connecting the intersect point of the altitudes of the triangle with its ver-
texes (figure. 2). The center E of this circumference is the midpoint of
the segment OH , where O is the circumcenter of k(O,R) and H is the

intersect point of the altitudes of the triangle. The radius of the k, (Egj

is g For that circumference the points M and N, described in the text
of the competition problem, are diametrically opposite, i.e.

MN = 2.% =R. Since MN is a diameter for kg, it follows there from that

AMDN is rectangular and S,,,py =M (figure. 2).

By means of the given parameters the segments MD and ND are
expressed in the following way - MD :%, ND :CTH = 2RZOSY =Rcosy,
_L: 2R and = CC(_)SV :Ecotgy. The result is that
siny 2siny 2

2
SvoN = MD2.ND = %.%.%cotgy :%otgy_(*) Ifc=4, and y=30°, then

SAmDN :%:2\5 is the answer to the competition problem dis-

cussed.
On the one hand it becomes obvious from the result (*) that similar

in their complexity problems can be derived from the competition prob-
lem by changing the given elements and preserving the aim of the
search.

Here we can quote such a set of problems.

In an acute 1ABC the point D is the intersect point of the altitude
through the vertex A with the segment BC, H is the intersect point of
the altitudes of the triangle, and the points M and N are respectively
the midpoints of the segments AB and CH. Let us find the area of
AMDN , in the case when:

a) R,y b) CH,y c) OM, y

d) R,.v e)a, b,y f)a, b, c,
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are given, where R is the radius of the circumcircle k(O,R) for
AABC and R, is the radius of the circumference of the nine points for

OABC.

The solutions of these problems are obtained after transformations
which are not too complex by the use of already known dependences
between basic or not basic elements of the triangle. Part of these de-
pendences (as per the designations on figure 2) are -
CH =2Rcosy=20M =c.cotgy, in the case when AB=c and

ZACB =v,y<90°.

a) Since ﬁ =2R, then ¢ =2Rsiny . After replacing in (*) the result
iny

2 qia2 2 o
obtained is that: S,y = N ¥ cosy _ R7sin2y

8  siny 4
b) Since CH =c.cotgy (AABC according to the condition is acute
2 2
CH
angular), then S,ypy =—————.cotgy =——.1gy.
8cotg-y 8
CH _ 40M?tgy  OM?tgy

c) Since OM:T’ then S,,py = 5 5

d) Since R=2R,, then after the replacement in the formula

2 .
Simon = % the result obtained is that

4R?, sin2y ,
Simpon = + = Rzkg sin2y .
e) From the given elements a,b and y by means of a cosine theo-
rem it is possible to find out the side c, i.e.c? =a® + b?> —2abcosy. Then

(a2 +b? —2abCOSy)cotgy
Savon = 8 .
f) If aband ¢ are the sides of UABC gnd S=S asc, then

abc
=45 and it follows from the cotangent theorem that

a® +b? - c? o
cotgy =~ _ and then, after replacing in the formula (¥), the re-
2 2 2 2
sult  obtained is  that Sy :%.%, where

$=\p(p-a)(p-b)(p-c).
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By the formulae obtained, after concretization of the parameters it is
possible to obtain the solutions for a number of concrete problems.

SECOND GROUP OF PROBLEMS
It follows from the result obtained (*) that in case of a fixed side
AB, when the point C outlines an arc of the circumference, of which
the segment AB is to be seen at an angle vy, then the area of OMDN is
preserved.

Up to this point we have used the fact that D e ky . It is also true that
De E(M, %j (figure.3).

Consequently for each
point D;, corresponding to
these conditions, its re-
spective point N, is ob-
tained through the follow-
ing transformations.

k
D—Li_,p— 5N,

c
k:MN:B: 2siny _ 1
MD ¢ c siny
2 2
’ 1
K ol

ie. D P 5N,

figure 3.
c c
2 2 : I . T
where cosp=-“%= =siny=cos| ——v |, i.e. =|—-
¢ R C Y (2 Yj ¢ 2 Y‘
2siny

By the symbols pf, and y}, have been designated respectively the
rotations with center M of an oriented angle ¢ and a homothetia with

center M and coefficient k . The points D, belong to BD, of the circum-
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1

ferenceE(M;%j. Their image at 5" o p¥, is the set of points, formed in

this case by the points N,. The ends B and D, of BD, correspond to
the limit positions of DABC , in which cases DABC is rectangular (figure.
3). These limit cases are eliminated, according to the text of the compe-
tition problem given, perhaps due to the reasoning that in these cases
the areas of UMBN, and OMAN, (figure. 3) are to be found compara-
tively easier than in the cases when [ABC is acute angular. Then

s _MBBN, 1cc .. ¢ .
AMBN; =5 _E'EECO gv —?CO gy

The triangles AMD,N;, when Ce€{C,C, (figure.3), are equal and

consequently with equal area, because the points N; are obtained from
the points D, by means of one and the same transformation, and the

segments MD, are equal. For this set of triangles (p:%—y. This pro-

vides the answer to the problem why the private cases of an isosceles
triangle (AABC,) and an rectangular triangle (AABC, and AABC,) the

answer to the problem remains the same (figure. 3).
Consequently the other generalization of the competition problem
can contain the following requirement.

To prove that IMD,N; have an equal area when C < E/C,C, .

In the case when C eBC1 UAC2, not containing point C, (figure 3),
then UABC; are obtuse angled, but y<90°. For this set of triangles

0 =g—y . Then S,y is calculated again by means of the formula (*).

On figure. 4 has been depicted such a triangle -0ABC’ . If C € 4B, which
does not contain point C, (figure. 3), then UABC; are obtuse angled,

¢*|cotgy|

and S,y = . On figure. 4 has been depicted such a triangle -

OABC". For this set of triangles ¢ = y—g. The intersect point of the alti-

tudes of these triangles lie on a circle with center the point O, symmet-
rical to point O in respect of the straight line AB, and radius, equal to
the radius of the circumcircle drawn around the given triangle. This
theoretical knowledge is known to the students from the school course
of mathematics — special profile education.
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It follows there from
that the correctness of the
statements formulated in
the context of the situa-
tion, described in the
competition problem and
using the designations of 3
the first generalization of -
the problem. e ' \
The area of UMDN is Y

2 ” - ‘1.
M, when //( e I
‘ g oo 1

Cek,C=A and C#B. P ™ S S ——, S —

The circumference of Ve S e ey
the nine points for AABC;, : ' \
in the case when Cek, ok’
C=2A and C=B, pass N
through one and the "
same point.

The circles, on which
the points D;, N; and E;
lie, are concentric.

equal to

Figure 4

THIRD GROUP OF PROBLEMS

The sets of points obtained by means of this reasoning, formed by
the points D;, N; and E;, provide the opportunity, by means of some
metric dependences between elements of the triangle to find out some
other sets of points. Parts of these dependences are related to the loca-
tion of important points of the triangle on the Oiler straight line for the
triangle.
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1
Since at y3 (C;)=M,, where M, are the centroids of 0ABC;, then
1 3
with this homothetia X,?,,(k(O,R)):kMI (Ogj Since at ¥3(M;)=E;

i

where E; are the centers of the circumferences of the nine points for

3
ABC,, then 13 (ka [o’,gn ~ ke (M,gj . At

x5 (ke, (M%D = ky, (O",R) . The circumferences k,, , k; and k, do not

contain the points of crossing with the straight line AB, because these
points are the images respectively of the points A and B at the homo-
thetias specified, and in such case 1ABC does not exist. Since as per
the text of the competition problem we are discussing only acute trian-
gles, then

ce€lc,c, (figure. 0 M E H

3) and then the im- I I i I

ages of this arc from
k(O,R) at the
homothetias speci-
fied, are the arcs
MM, , EE, and AB
respectively from
the circumferences

R
k O,,_ ’
M"( 3j
ke [M,Ej and
i 2
ky (O".R) and con-
taining internal

points for AABC.
When defining the
images of these cir-
cumferences the fol-
lowing knowledge is
used. The centroid
M of DABC divides
the segment OH in
a ratio 2:1, consid-

Figure 5



Section: “Methodology in Education”

ered from H . The center of the circumference of the nine points is the
midpoint of the segment OH (figure.5).

The sets described analytically have been depicted on figures 6, 7
and 8. The graphic images obtained generate new problems.

In the case when y=60" (figure 6), then COSVI%,

CH=2Rcosy=R, 20M =R and O0"=CH =R. E
2
Besides OO':EOMzg.Bzﬂ
3 32 3

The arcs of the specified circumferences, which are the sets of points
respectively of the centroids, of the centers of the circumferences of the
nine points and of the intersect points of the altitudes of JABC;, pass

through the center O of the circumcircle. The straight lines of Oiler for
these triangles form a bundle of straight lines having as center the point

O and containing the points from MMZ . The straight lines OA and OB
define the boundary cases of the rectangular triangles.

When 0<y<60° o,
(figure 7) , then

cosy > % , 2Rcosy>R,

CH > R , OM > R and

2 2 2
O0"=CH, CH>R.
Besides,

OO':EOM>§. 00’ >

R

3 2’

This means that the ; E“f .

point O s internal for / _ \l..

the circumferences [y ,7":'“""
kM(. [Or,gj kEI_ (M,gj ’t'_‘kﬁ ‘-"‘\lz_‘____._'_‘_,_,-/

and  k, (O,R). The

straight lines of Oiler for :

the acute triangles dis- ’

cussed form again a

bundle of the straight

lines with center the point O and containing the points %Mz. Beside

the characteristics of the straight lines from the bundle as specified in
269
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the preceding case, in this case the three circumferences have two
common external tangents from point O. That can easily be grounded
and explained by the homothetias, which transform these circumfer-

3
ences one into another, because X%[k,\,,l_ (O',En:ka (M Rj and

3 "2
R
& [k (M’ED =ky (OR)

In the case when 60°<y<90° (figure.8) , then 003y<%,

2R003y<R,CTH<§, OM<§ and O0"=CH, CH<R.
. , 2 2R ., R . .
Besides OO =§OM <35 00 <3 This means that the point O g

. R R p
internal for the circumferences Ku, [O,g) ke [M’Ej and k, (O".R).

The straight lines of Oiler for the discussed acute triangles form again a
bundle of straight lines with center the point O, which bundle does not
possess the properties described in the preceding case.

The last reasoning
shows that the following
construction problem can
be solved.

Let us discuss the cir-
cumference k(O,R) and

points A and B of the cir-
cumference. On one of the

circumferences k), (Ogj

R "
(ke (M,E] .k (O'R))
has been given point
M;(E;,H;). To construct
IABC;, if Cek. Figure 7

CONCLUSION

It becomes obvious from the above that the concrete competition
problem discussed generates new specific or more general problems
(problems of proving, of calculation or of construction), which problems
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can be discussed with different students depending on their theoretical
knowledge.
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271



Faculty of Mathematics& Natural Science — FMNS 2009

Table of contents

EKONOTUA N YCTONUMUBO PA3BUTHE.....c..eeeeereereeieeeissesesesesesesesesssssesssesssessssssssssssasssens 3
AKAZEMUWK TogopP HMKO/10B3

STRUCTURAL PROPERTIES OF FUNCTIONS.....ccccctteiirmeirennerenceeaserenserensernscssnsssnsssnserenseses 17
K. N. CHIMEV
ON THE NUMBER OF FUNCTIONS IN A CLASS OF IEE'-VALUED LOGIC.....ccccetvunrrenrrnncrennenes 22

SLAVCHO SHTRAKOV

DUAL METHODS FOR SOLVING VARIATIONAL INEQUALITIES.....ccceceeeeencrencencracencenccnnnes 27
STEFAN M. STEFANOV

ON THE CARDINALITY OF SOME CLASSES OF DISCRETE FUNCTIONS......ccccceceeuereerencennenne 40
DIMITER STOICHKOV KOVACHEV, MALINKA [IVANOVA

THE MAXIMAL SUBSEMIGROUPS OF THE IDEALS OF THE SEMIGROUP OF ALL ISOTONE
PARTIAL INJECTIONS. ... iteiiitiitniieniiteneieneransesnssssnssressssasssssssssssssnssssnsssassssassssnssssnsssnsans 45
ILINKA DIMITROVA, JORG KOPPITZ

ON FINDING A PARTICULAR CLASS OF COMBINATORIAL IDENTITIES.....ccceteeeeeereerencennenne 50
DIMITER STOICHKOV KOVACHEV, KRASIMIR YANKOV YORDZHEV

NUMERICAL MODELLING OF HUMORAL IMMUNE RESPONSE TO VIRUS. ......ccccceeenreenennnee 55
MIKHAIL KOLEV, ANA MARKOVSKA

MODELS FOR MEASUREMENT OF BULGARIAN SPEECH RHYTHM .....cccceuiieiencrncrencenncnnnes 61
S.R.VEZENKOV, E.L. KARASHTRANOVA

A RELATIONAL MODEL OF PERSONALITY PSYCHOLOGICAL TESTS ...cccueeuerenrenceecencenncanes 69
KRASIMIR YORDZHEV, IVELINA PENEVA, BOGDANA KIRILIEVA-SHIVAROVA

SIGNALING DELAY IN WIRELESS NETWORKS WITH SESSION INITIATION PROTOCOL OVER
USER DATAGRAM PROTOCOL ...cuciiiiiiiiiiisiisssssssssssssssssssssssssssssssssssssssssssssssssssssssnssssssssnes 78
VALENTIN HRISTOV

EXPERIENCES WITH THE FACEBOOK API: A CASE STUDY ....ccceoirmueinrnnnsninnnsssnmensssssnnsscnns 86
KIRIL STANOEV, JOHN GALLETLY 11eitieieieieeeieeeeieeieeeeeeeeeteeeeeeeeeeeeesesesesesese s e nnnnnnnnnnnnnnnnnnnns 86

STIMULUS-RESPONSE RELATIONS OF DEEP TISSUE PAIN OBTAINED WITH COMPUTER-
CONTROLLED PRESSURE ALGOMETRY ...ccciteuiituernniirnnciancransssaserssscrsssesnssssnsssnssssasssssseses 92
SToILOV A., PENCHEVA N., TRENCHEV |., GRANCHARSKA K

AN INTEGRATED SYSTEM FOR UNIVERSITY COURSE TIMETABLING........ccccccevureencencennnenes 98
VELIN KRALEV, RADOSLAVA KRALEVA, NINA SINIAGINA

ON MODEL ARCHITECTURE FOR A CHILDREN’S SPEECH RECOGNITION INTERACTIVE
DIALOG SYSTEM ....cuuiieniinniineiinnnnieneienicresissnssssssssassssnssssssssasssssssssssssnssssnssssssesassssnsssans 105
RADOSLAVA KRALEVA, VELIN KRALEV

LEARNING PROCESS MANAGEMENT IN MOODLE ......ccccoiiiiiiiiiiiiiniiniiiisiiisssnnsnsssssssssnns 111



Faculty of Mathematics& Natural Science — FMNS 2009

GEORGI TUPAROV, DANIELA TUPAROVA, TCVETAN TOSHEV

PREDICTION SECONDARY STRUCTURE OF RNA.......cctceettuiereniirnniirnnciensrassssasssssscssnsssnns 116
BLAGOVEST KASABOV, IVAN TRENCHEV, GRIGOR ILIEV, ANTON STOILOV, FAIK BOSHNAKOV

DESCRIPTION OF THE BIOLOGICAL DATABASES.......cccccetteiiieniirneiienciencsrassssasesssscssssssnns 122
SVETOSLAV SLAVKOV, KIRIL GASHTEOVSKI, IVAN TRENCHEV, ANTON STOILOV, NADEZHDA BORISOVA

COMPUTER ADMINISTERING OF PSYCHOLOGICAL TESTS....cccteeerecencraeencennrancencenncenens 128
IVELINA PENEVA, KALIN GAIDAROV, KRASIMIR YORDZHEV

RESERCH OF THE EFFECTIVENESS OF THE PARAMETRICAL ALGORITHM BASED ON BINARY

IMATRICES ...ttt ettt sse e sane e s sas e s e sas e e s e s as e s s s sane e ssssnnessnsnnes 135
MARGARITA TODOROVA
SOFTWARE FOR BUILDING LOAD CALCULATIONS........cccceetrninntiinnineeninnneeesssneesessaneenas 143

STANKO VL. SHTRAKOV

NETWORK ACCESS. ACTUAL SITUATION AND GROWING TENDENCIES IN
SOUTHEASTERN PART OF ALBANIA. ......cittiiiitmuiiitinisiiinnisiiassisissssssssssssssssssssrsssssssens 150
RAFAIL PRODANI, SONELA DEDO, SOTIRAQ FILO

CONTACTLESS SYSTEM FOR A TEMPERATURE MEASUREMENT.......ccccivuciienirinncrenncnennes 157
LJUDMILA TANEVA

OPPORTUNITIES OF DIGITAL SIGNAL PROCESSORS FOR ARITHMETIC CODING............. 163
DIMITAR MANOLEV, EMIL FRENSKI, VENTSISLAV PETROV

REDUCING THE IMPACT OF THE GENERATED NOISES BY THE INTEGRAL SCHEME 1SD1400
IN THE PROCESS OF SIMULATION OF TRANSITIONAL MAGNETIZATION OF ELECTRICAL
TRANSFORMERS........citiiieiiiniitniitniitaeienietesiernsetsnsrsssssasssassssassessssssnssssssssnssssnsessnsenas 171
VAsIL MILOVANSKI, EMIL RADEV

OUTPUT SIGNAL OF A TRANSFORMER EDDY CURRENT TRANSDUCER WITH
RECTANGULAR COILS.....ciiiiiiiiiiiniiinsississsssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnss 177
VALERY IVANOV

ESTIMATION OF THE ERROR OF THE SILICON BASED PRESSURE SENSOR MPX4115A AT

ROOM AMBIENT TEMPERATURES.......ccccotiiiiiiiiiiiiiiiiiiisssssissssssssssssssssssssssssssssssssssnnssnes 184
IvO ANGELOV
TMS320 — SIMPLE APPLICATION .......cuuuummiiniinninniiininniinniinniisinisssssssssssssssssssssssssssssssses 190

DUSHKO KARAMANOLEV, EMIL FRENSKI, DIMITAR MANOLEV

ABOUT NEW SOFTWARE AND HARDWARE TOOLS IN THE EDUCATION OF
"SEMICONDUCTOR DEVICES" .....ccevuueeereenerreeneerensseeernnseesssnsessesnssessssssesssnssesssnnsesssnnnns 197
LIUDMILA TANEVA, BISTRA BASHEVA

SCIENCE COMMUNICATION IN EUROPEAN PROJECTS ...cciteuiiencrenicrnncinnncrancssassssnnessnnes 203
BOYKO VACHEV, JORDAN STAMENOV

273



Faculty of Mathematics& Natural Science — FMNS 2009

THE CONCEPT SET IN THE PROGRAMMIING .......ccoovveiiiiintiiininttninnntennnneeesssnesesssnnees 209
MARIYA PALAHANOVA

RESERACHING THE REPETITION’S ACCURACY WHILE POSITIONING A TRANSLATION
MODULE OF THE TYPE ADP 30-2000......ccccctuuettunertancrenierenserancssnssnssssasssssssssssesnssssnsssnne 215
ALEKSEY RAIKOV, EMIL RAIKOV, TATIANA VAKARELSKA

DESCRIPTION OF THE DIGITAL FORMATS OF ELECTRONIC DOCUMENTS USED IN DIGITAL
LIBRARY .uiiiiiiiieiiiuiiniiniieiieniianiesiesiscsssionsessiostassssssasssssssssessssstassssssasssssssssassssssasssnssnns 221
SEVDALINA GALABOVA, TEREZA TRENCHEVA, IVAN TRENCHEV

STANDARDIZED STRUCTURE OF ELECTRONIC RECORDS FOR INFORMATION EXCHANGE

SEVDALINA GALABOVA, TEREZA TRENCHEVA, IVAN TRENCHEV

POSSIBILITIES OF USING COMPUTER ANIMATIONS FOR TEACHING THE SECTION
“ELECTRIC CURRENT IN VARIOUS MEDIA” .....ctucttreirrnerenierenierenierenersesesnesrsnssssnsersssesnnes 233
RADOST VASSILEVA, RUMYANA POPOVA, RADOSLAV MILADENOV

ECOLOGY OF THE MIND AND NEUROETHIC ........ceiiiiieiiiiinttiininnenicnnnenncanesscsnnsesnennne 240
GERGANA PENCHEVA-APOSTOLOVA

DEMONSTRATION FUEL CELL IN CHEMICAL EDUCATION....cccctutierencenecencrecencencrencencenns 246
MARIO MITOV, YOLINA HUBENOVA, STEFAN MANEV

TASKS IN “BULGARIAN ARITHMETIC” ISSUED IN 1856 — ONE EXAMPLE FOR FORMING KEY
COMPETENCIES ....cocieuiiieniitnniiennirnnsirnneiesieressesssssssssssssssnssssssssssssssssssnssssssssnssssnsssansesnsss 251
STEFAN MANEV, VELICHKA DIMITROVA, MARIA VAKARELSKA, RADOSLAV CHAYROV, GEORGI AVRAMOV,
DIANA ARSOVA

REASONING ON A PROBLEIM.....c.cituiiitniiieniiencienniianeieneresnerasssssssssnsssnssssnsssssssssssesnssssns 261
JULIA NINOVA

274



	1. INTRODUCTION
	2. MAIN RESULTS
	3. REFERENCES
	REFERENCES
	REFERENCES
	1. INTRODUCTION
	  After the proper choice of the most important populations involved in the interactions, one usually tries to describe the time dynamics of their distribution densities, by including in mathematical equations respective gain, loss and conservative terms describing possible production and destruction of individuals as well as change of their activation states. 

	2. DESCRIPTION OF THE MATHEMATICAL MODEL
	3.  NUMERICAL RESULTS AND DISCUSSIONS
	4. CONCLUSIONS
	5. REFERENCES
	1. INTRODUCTION
	2. METHOD
	3. MODELS
	4. EMPIRICAL ESTIMATION OF THE DEPENDENCE MEASURES BETWEEN TWO RANDOM EVENTS
	5. CONCLUSIONS
	6. REFERENCES
	1. GENERAL CONCEPTS AND DEFINITIONS
	2.  SETS OF VALUES OF PERSONALITY PSYCHOLOGICAL TEST 
	3. RELATIONS, RELATIONSHIPS AND FILES IN A SOFTWARE - GENERATOR OF PERSONALITY PSHYCHOLOGICAL TESTS
	3.1. The file is a text file, a linear list containing the set  of all possible answers to various items. For convenience it is good to write down the number of those answers at the beginning. 
	3.2. The file , which contains all information about the relation  described in section 2.2. It’s convenient to index this file in ascending order concerning the field , i.e. in ascending order of the item numbers and this field to be set out visually before the field  .

	4. REFERENCES
	1. INTRODUCTION
	2. SIP OVER UDP
	3.  TRANSMISSION DELAY FOR SIP OVER UDP
	4. NUMERICAL RESULTS
	5. CONCLUSIONS
	6. REFERENCES
	1. INTRODUCTION
	2. LIMITATIONS OF THE CURRENT FACEBOOK INTERFACE
	3. THE FACEBOOK API
	4. FACELIFT DESIGN AND IMPLEMENTATION
	5. CONCLUSIONS AND FUTURE WORK
	6. REFERENCES
	1. INTRODUCTION
	2. METHODS
	2.1. Experimental set-up for computer-controlled pressure algometry
	2.2. Subject and experimental protocol
	2.3. Data fitting
	2.4. Statistics

	3. RESULTS AND DISCUSSIONS 
	3.1. Computer-controlled pressure algometry
	3.2. Experimental results and Stimulus-response relations

	4. CONCLUSIONS 
	5. ACKNOWLEDGMENTS
	6. REFERENCES
	1. INTRODUCTION
	2. FUNCTIONALITY REQUIREMENTS TO THE SYSTEM
	3. A CONCEPTUAL MODEL OF THE INFORMATION SYSTEM
	4. THE INFORMATION SYSTEM
	5. INFORMATION SYSTEM DEVELOPMENT
	6. CONCLUSION
	7. REFERENCES
	1. INTRODUCTION
	2. MODEL ARCHITECTUE FOR CHILDREN’S SPEECH RECOGNITION SYSTEM
	2.1. Simple analysis for speech recognition
	2.2. Description of the model architecture

	3. CONCLUSIONS
	4. REFERENCES
	1. INTRODUCTION
	2. ANALYSIS OF THE POSSIBILITIES FOR MANAGING THE LEARNING PROCESS IN MOODLE
	3. AN APPROACH FOR LEARNING PROCESS MANAGEMENT AT THE CURRICULUM LEVEL
	4. CONCLUSIONS
	5. ACKNOWLEDGMENTS
	6. REFERENCES
	1. INTRODUCTION
	2. VISUALIZATION OF THE SECONDARY STRUCTURE OF RNA
	3. . HISTORICAL REVIEW
	4. COMPUTER PROGRAMS WHICH PREDICT THE SECONDARY STRUCTURE OF RNA
	5. REFERENCES
	1. INTRODUCTION
	2. REVIEW OF BIOLOGICAL DATABASES
	3. EXAMPLES 
	4. KNOWLEDGE 
	5. REFERENCES
	1. INTRODUCTION
	2. HISTORICAL OVERVIEW
	3. ADVANTAGES AND DISADVANTAGES OF COMPUTER TESTING
	4. SOFTWARE FOR COMPUTER ADMINISTERING OF PSYCHOLOGICAL ASSESSMENTS
	5. REFERENCES
	1.  DESCRIPTION OF THE MODEL
	2. CRITERION FOR CORRECT RECOGNITION
	3. STRUCTURE OF THE SETS AND 
	4. CONCLUDING REMARKS
	5. REFERENCES
	Introduction to CDLoad
	Computer Platform

	1. Introduction
	2. NETWORK ACCESS
	 Bandwidth valuable for individuals’ local connections as for the Internet connection of the community determines the number of users and the kind of network activities that this line supports. Activities which intensively use bandwidth as for transferring big files and video streaming can be worthless to the limited network accessed communities. 

	3. Assessment for Network Access
	3.1 Technologies penetration for the network access.
	3.2 Network connection
	3.3 Network affordability
	3.4 ICT market and services

	4. CONSLUSIONS
	5.  LITERATURE:
	1. INTRODUCTION
	2. DESCRIPTION OF THE NONCONTACT IR THERMOMETERS
	3. ARCHITECTURE OF MULTI POINT SYSTEM FOR TEMPERATURE MEASUREMENT
	3.1. The SMBus protocol
	 3.2. Signal processing principle 
	3.3. Computation of ambient and object temperatures 
	 3.3.1. Ambient temperature Ta 
	3.3.2. Object temperature To 
	3.3.3. Calculation flow 



	4. CONCLUSIONS
	5. REFERENCES
	1.INTRODUCTION
	2. FORMULATION OF TASK 
	3. ARITHMETIC CODING WITH DIGITAL SIGNAL PROCESSORS - ISSUES AND SOLUTIONS
	3.1 Arithmetic coding algorithm

	5. RESULTS, DISCUSSIONS, CONCLUSIONS 
	4. REFERENCES
	1. INTRODUCTION
	2. REZULTS OF NUMERICAL EXPERIMENTS
	2.1. The angle of the direction of the velocity  to the axis OX -
	2.2. The angle of the direction of the velocity  to the axis OX-
	2.3. Dependence of the output signal of the ECT on the direction of velocity  

	3. CONCLUSIONS
	4. REFERENCE
	1. INTRODUCTION
	2. THE DEVELOPED INSTRUMENT.
	2.1. Temperature drifts.
	2.2. Resolution and noise considerations.
	2.3. Other details. Software. 

	3. RESULTS
	4.  CONCLUSIONS
	5. REFERENCES
	INTRODUCTION
	1. FEATURES OF THE DSP
	2. THE SEQUENCE OF WORK
	2.1. Creating the program
	2.2. Assembling the program
	2.3. Starting the program

	3. BRIEF DESCRIPTION OF PROGRAM
	4. CONCLUSIONS
	1. INTRODUCTION
	2. THE GOAL OF THE COURSE 
	 3.1. Hardware lab tool
	3.2. Software animation tool

	4. RESULTS
	5. REFERENCES
	1. INTRODUCTION
	2. CIENCE COMMUNICATION IN SELECTED INRNE BAS PROJECTS FROM 6-TH AND 7-TH EU FRAMEWORK PROGRAMMES
	2.1. INRNE – JRC NUSES FP5 project [1,2,8]
	2.2. HIMONTONET FP5 and BEOBAL FP6 projects [3,4,5,6,8,9]

	3.  “INRNE EUROPEAN PROJECT” INITIATIVE
	4. INNOVATIONS IN SCIENCE COMMUNICATION IN INRNE EUROPEAN PROJECTS
	5. REFERENCES
	REFERENCE:
	1. INTRODUCTION
	2. METHODOLOGY FOR EXPERIMENTAL ASSESSMENT OF THE REPETITION ACCURACY OF POSITIONING
	3.2. Experimental research of the vertically positioned module’s accuracy

	4. CONCLUSIONS
	5. REFERENCES
	1. INTRODUCTION
	2. MULTIMEDIA DIGITAL LIBRARIES
	3. SEMANTIC WEB
	4. EXAMPLES
	5. REFERENCES
	1. INTRODUCTION
	2. DEVELOPMENT AND USE OF COMPUTER ANIMATIONS IN THE SECTION “ELECTRIC CURRENT IN VARIOUS MEDIA”
	3.  METHODICAL ADVANTAGES OF THE WORK WITH THE PROPOSED PACKAGE OF ANIMATIONS
	4. REFERENCES
	1. INTRODUCTION
	2. SPECIFYING OUR PROBLEM
	2.1. Further specifications
	2.2. What has been done in the field of Neuroscience
	2.3. Ethics v/s Statistics

	3. DISCUSSION AND RESULTS
	4. CONCLUSION: EDUCATION NEXT
	5.  PERSPECTIVE IN OPERATING THE EXTENDED MIND
	6. REFERENCES 
	1. INTRODUCTION
	2. DEMI CELL DESCRIPRION
	3. DEMONSTRATIONS AND EXPERIMENTS WITH DEMI CELL
	4. CONCLUSIONS
	5. REFERENCES
	MOTIVES 
	THE FIRST GROUP OF PROBLEMS
	SECOND GROUP OF PROBLEMS
	THIRD GROUP OF PROBLEMS 
	CONCLUSION
	LITERATURE USED

