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A Novel Approach to the Fuel Cell Technology

Mario Mitov', Rashko Rashkov?, Stoyan Hrsitov®, Anastasia
Kaisheva’®

1- Department of Chemistry, South-West University, Blagoevgrad, Bulgaria
2- Institute of Physical Chemistry — BAS, Sofia, Bulgaria 3-
Institute of Electrochemistry and Energy Systems — BAS, Sofia, Bulgaria

Abstract: In this paper, results from implementation the first year pro-
gram of a project “Metal Hydride — Air Cell” are presented and discussed.
Conventional and newly synthesized materials have been studied as anode
and cathode electrocatalysts for borohydride oxidation and oxygen reduc-
tion reactions, respectively. Initial tests with experimental fuel cell were also
conducted. Based on analysis of results, some of studied materials are pro-
posed for further investigations during next stages of the project.

Keywords: metal hydride electrodes, alkaline borohydrides, electrooxi-
dation, air gas-diffusion electrodes, Direct Borohydride Fuel Cell.

1.INTRODUCTION

A new generation of devices and technologies aiming to overcome the
disadvantages of existing energy system is under intensive research and
development.

Among the most perspective technologies is that of fuel cells [1-3].
These are electrochemical devices that convert the energy of chemical re-
actions similar to combustion processes into electricity.

The mostly developed types are fuel cells using hydrogen as a fuel.
However, various problems connected with technologies for hydrogen pro-
duction, storage and transportation, as well as use of expensive electrocata-
lysts and, in some cases, electrolytes, exist and should be overcome for
commercialization of the technology.

Although hydrogen is the fuel of choice, other hydrogen-rich compounds
such as alkaline hydrides, borohydrides, alanates, etc. are also of interest
[4,5].

Sodium borohydride is one of the most intensively investigated among
other hydrides. Besides high hydrogen content among its advantages are it
high solubility in water, easy stabilization by addition of alkaline base, con-
trollable generation of hydrogen by catalyzed hydrolysis reaction:

(1) BH + 2H,O — BO + 4H,
The formed borates are environmental safety and can be regenerated.
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In addition, sodium borohydride can undergo electrochemical oxidation
via following reaction:

(2) BH4 + 80H > BO’; + 6H,0 +8¢’

The big number of participating electrons as well as highly negative po-
tential of above reaction makes it very useful for practical application in
electrochemical power sources. However, proper electrocatalysts are re-
quired for the effective borohydride oxidation.

Two important applications can be realized based on upper discussed
reactions - hydrogen-on-demand (HOD) generators [6] and Direct Boro-
hydride Fuel Cells (DBFC) [5,7].

Based on our previous experience in the fields of metal hydride and air
gas-diffusion electrodes [8,9], we have started a project aiming at develop-
ment of metal hydride — air fuel cell, using sodium borohydride as a fuel. In
this paper, we summarize some of major results obtained during the first
year of the project.

2.EXPERIMENTAL

2.1. Materials and reagents

Two types of materials have been principally studied as potential anode
materials for direct borohydride oxidation — commercial metal hydride alloys
and newly synthesized Co-based hydrogen-absorbing nanocomposite elec-
trodeposits.

Except conventional Co-Ni and CoTMPP catalysts, other multicompo-
nent systems (NiCoMnB, NiWTiOx, NiMoW) have been obtained by
electrodeposition for testing as catalysts for air gas-diffusion electrodes.

Several plastics have been chosen for construction of experimental fuel
cell - PVC, PMMA and polycarbonat Macrolon®. Chemical resistance in
concentrated base solutions, wide temperature range operation (up to 80-
100 °C), transperancy, etc. were among the leading criteria for chosing
these materials.

Various separators and membranes as polyethylene separators DA-
RAMIC®, plastic separators DARAK®, cellulose separators ARMORIB®, Na-
fion™ membranes, etc. have been tested for effective separation of the ano-
lyte and catholyte in the experimental cell.

Sodium borohydride (purum p.a., Fluka) was used for preparation of the
anolyte. Potassium or sodium hydroxide solutions were used as alkaline
media.

2.2. Electrodes
Different technologies have been used for preparation of electrode
samples.
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Electrodes for borohydride electrooxidation were produced by following
methods:

Pre-determined amount of a metal hydride alloy was mixed at various
proportions with additives for increasing conductivity (nickel powder, gra-
phite or VULCAN 72 hydrophobized carbon black) and binding agent (PTFE
emulsion, PTFE paste or polyvinyl alcohol solution). After homogenization,
the mixture was cold- or hot-pressed on Ni-foam.

Cobalt-based nanocomposites were directly electrodeposited on Ni-
mesh or Ni-foam and pressed after that.

Air gas-diffusion cathodes were made in a following way:

Double layer tablets, comprising a porous hydrophobic gas layer made
off a carbon material, modified by PTFE, and a catalytic layer made from a
mixture of the same hydrophobic material and porous catalyst [10], were
pressed on the both sides of Ni-mesh, used as a current collector, at 200
kg/cm? and 280° C for 2 minutes.

2.3. Methods

A set of electrochemical methods has been used for characterization of
electrode performance in borohydride solutions.

The tested electrodes were polarized anodically in base-stabilized so-
dium borohydride solutions at varying constant currents. Simultaneously,
the kinetics of hydrogen evolution due to borohydride hydrolysis was moni-
tored by means of water displacement method [11].

In other set of experiments, galvanostatic discharge curves were taken
with the same electrodes in stabilized borohydride electrolytes and in 6M
KOH electrolyte after overnight immersion of electrodes in borohydride —
containing solution.

The electrochemical experiments were carried out in a specially con-
structed hermetic water-jacketed three-electrode cell with an outlet for gen-
erated gases. The tests were performed using PJT 35-2 potentiostat-
galvanostat (Radiometer Tacussel) with IMT 101 electrochemical interface
and Volta Master 2 software.

Steady-state polarization characteristics of investigated air gas-diffusion
electrodes were obtained when operating with air or with pure oxygen in
strong KOH electrolyte, using a half-cell arrangement. The potentials of air
electrodes were measured against Zn reference electrode.

Volt-ampere characteristics of an experimental two-electrode metal hy-
dride-air cell were taken using varying resistances. Metal hydride electrode
prepared from commercial ABs-type alloy and air gas-diffusion electrode
with CoTMPP catalyst were used as an anode and a cathode, respectively.
The geometric area of both electrodes was 6 cm?. The anode and cathode
compartments were separated by DARAMIC® separator, pre-treated with
Nafion 117 (Fluka). Borohydride-containing 6M KOH electrolytes were used
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as an anolyte and the cathode compartment was filled with 6M KOH solu-
tion.

3.RESULTS AND DISCUSSION
3.1. Studying of “metal hydride electrode - borohydride
electrolyte” system
Anodic polarization curves, obtained with metal hydride electrodes in stabi-
lized borohydride solution, are presented on figure 1:
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Fig. 1: Polarization curves obtained with studied electrodes.

Typically, the open circuit potentials (OCP) stabilized at more negative val-
ues than the equilibrium hydrogen potential in strong alkaline electrolytes
(-0.926 V vs. Hg/HgO). In addition, the OCP shifted to more negative values
with increasing borohydride concentration, which indicates its dependence on
borohydride content.

Overpotentials fewer than 100 mV were observed with most of studied
electrodes at current loadings up to 50 mA/cm?, and even to 100 mA/cm? for
some CoNiMnB compositions.

Over all electrode materials noticeable hydrogen evolution has been
observed when the electrode sample was immersed in the borohydride
electrolyte. At these conditions, hydrogen is generated by the borohydride
hydrolysis reaction (1). The rate of hydrogen generation is highest on
CoNiMnB nanocomposites (~6.5 ml/min) and lowest on ABs metal hydride
electrodes (~1.5 ml/min).
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When applying polarization, however, the rate of hydrogen generation de-
creases and tends to constant values at higher current densities - figure 2:

0 mA
30 mA
60 mA

130 mA
150 mA

éo0o4d >

V(H,), ml

0 T T T T T T T T T T T T T T
0 20 40 60 80 100 120 140

t,s

Fig. 2: Decrease of hydrogen evolution rate with increasing current loading.

The later result may be assigned to a competition between borohydride
hydrolysis (1) and electrooxidation (2) reaction.

The observed decrease of hydrogen evolution rate is most significant for
CoNiMnB electrodes, where the rate of hydrolysis reaction is highest at the ab-
sence of polarization.

Discharge curves, obtained with studied materials in stabilized boro-
hydride electrolyte and in 6M KOH electrolyte after immersion in borohydride
solution are shown on figure 3.

The curves, taken in 6M KOH after treatment in borohydride solution
are rather similar to the characteristic discharge curves of metal hydride
electrodes, obtained after electrochemical charging. Previously, a metal hy-
dride formation as a result of immersion of ABs-type alloy in borohydride so-
lution was demonstrated by means of XRD [12]. Thus, the observed dis-
charge in 6M KOH most probably takes place via electrochemical hydrogen
desorption and the calculated discharge capacity may be used as a meas-
ure of absorbed hydrogen quantity.

Quite longer plateaus than those observed in strong alkaline solutions are
visible on the discharge curves obtained in borohydride-containing electrolytes.
Taking into account much higher discharge capacities and more negative po-
tentials, at which these plateaus occur, the observed performance may be as-
signed to borohydride electrooxidation.
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Fig.3: Discharge curves obtained with AB;5 electrode in 5% NaBH,/KOH electrolyte
(lgisch-=20 mA) and in 6M KOH (lgisch-=5 mA) after pre-treatment in sodium borohy-
dride — inner graph.

The highest discharge times in borohydride solutions were obtained with
ABs (~75 hours at 20 mA/cm?) and CoNiMnB (~ 30 hours at 20 mA/cm?) elec-
trodes. The estimated discharge capacities from the curves, obtained in 6M
KOH are ~300 mAh/g for ABs and ~150 mAh/g for CoNiMnB electrode.

3.2. Air gas-diffusion electrode investigation

Promising results, comparable with those of highly-performance
CoTMPP and Co-Ni catalysts, were obtained with CoMnB electrodeposits
for oxygen reduction reaction (ORR) [10]. However, when using air, signifi-
cant polarization due to transport hindrances has been observed at current
densities higher than 10 mA/cm?.

Investigations with newly synthesized nanocomposites are in a
progress.

3.3. Studies with experimental fuel cell
Initial results, obtained with the experimental fuel cell, are presented on
figure 4.
Typically, with increasing of borohydride concentration the polarization be-
comes smaller at the same current loadings and the maximum power increas-
es.
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Fig. 4: Volt-ampere characteristic and power curve, obtained with the experimental fuel
cell.
Further improvement of operational characteristics is required for
practical application of this fuel cell.

4. CONCLUSIONS

The studied hydrogen-absorbing materials (mainly ABs metal hydride alloy
and CoNiMnB electrodeposits) exhibit low overpotentials at relatively high cur-
rent densities as well as long-term discharge capability, which makes them
proper candidates for application as anodes in Direct Borohydride Fuel Cells.

Taking into account simultaneous hydrogen generation, especially on
CoNiMnB nanocomposites, they can be also used in a hybrid fuel cell-
hydrogen generator system.

Several new materials will be tested as anodic and cathodic electrocata-
lysts. Further investigations with newly designed cells will be also conducted.

Acknowledgements This study was supported by the National Science
Fund of the Ministry of Education and Science of Bulgaria through contract
D01-368/2006.
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Cleavage Of 1,3-Dithianes via Acid-Catalyzed
Hydrolysis of the Corresponding 1,3-
Dithianemonooxides

Stephan Cludius-Brandt and Karsten Krohn
University of Paderborn, Warburger Straf3e 100, 33098 Paderborn

Abstract: The hydrolysis of 1,3-dithianes to their parent carbonyl com-
pounds via their corresponding monosulfoxides was systematically investi-
gated. The oxidation of the 1,3-dithianes was carried out in high yields using
tert-butyl hydroperoxide. Acid-catalyzed hydrolysis of the resulting 1,3-
dithiane-1-oxides was then performed in excellent yields.

Keywords: 1,3-dithianes, dithioacetals, 1,3-dithiane-1-oxides, clea-
vage, dethioacetalization

1.INTRODUCTION

Dithioacetals are useful protecting groups for carbonyl compounds due
to their ease of formation and their stability under acidic and basic condi-
tions.!" In addition, they are also umpolung reagents'? that play an increas-
ing role in natural product synthesis. However, their deprotection often re-
mains a problem in spite of the large number of published methods."®! Many
of these procedures have considerable drawbacks such as the use of toxic
reagents, long reaction times, harsh reaction conditions, expensive cata-
lysts, or the occurrence of undesired side reactions that are not compatible
with functional groups present in the substrates. Thus, there is still a need
for generally applicable and mild methods for the cleavage of dithioacetals
to their parent carbonyls. In 1961, Kuhn et al. reported that the monosulfox-
ides of 1,3-dithianes undergo easy cleavage to the carbonyl compounds in
acidic methanol under reflux.”! However, this very convenient method did
not find many applications and was not included in the latest review article
on deprotecting methods for 1,3-dithianes.*® Therefore we initiated a sys-
tematic investigation with a representative number of 1,3-dithianes varying
in steric demand and electronic properties in order to probe the scope and
limitations of this dithiane cleavage methodology. The reaction pathway is
shown in figure 1.

2.SYNTHESES OF THE SUBSTRATES

2-alkyl-1,3-dithianes (1) were synthesized using known methods by
reaction of the corresponding carbonyl compounds with 1,3-
propanedithiol®. As substrates we selected aromatic, olefinic and aliphatic
aldehydes and ketones. The subsequent oxidation to the corresponding

11
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monosulfoxides (2) was carried out using fert-butyl hydroperoxide (TBHP) in
dichloromethane and catalytic amounts of camphorsulfonic acid (CSA). The
yields in this transformation were nearly quantitative and the formation of
higher oxidation products (sulfones or disulfoxides) was not observed. 2-(1-
hydroxyalkyl)-1,3-dithianes were prepared by addition of lithiated 1,3-
dithiane to aldehydes or ketones.

m m o
s._s —= s_sy. —
>< ~0 R R,
R R, R R,
1 2
R, = Alkyl; R, = Alkyl, H

Fig. 1 Hydrolysis of 1,3-dithianes (1) via their monosulfoxides (2)

()\\/\ HO\@ HO\ HO\
RS H* RS R S R S
X ) ——= X ) —=| 0y —— X
R s R s R s R s
®

0O

H™ ~H

HO\
R_ S R OH
H R'(s R

Fig. 2 Assumed mechanism for cleavage of 1,3-dithiane-1-oxides in acidic
acetonitrile

3. RESULTS AND DISCUSSION

The acidic hydrolysis reactions of 1,3-dithiane-1-oxides (2a-g) (see ta-
ble 1) were perfomed in acetonitrile (1 mmol substrate in 10 mL acetonitrile
to which 0.3 mL of 6 N HCI was added) and conducted overnight for rea-
sons of convenience and in order for the reactions to reach completion. Al-
ternatively, complete conversion could be achieved by heating at 30-40 °C
for several hours. The conversions were quantitative by TLC comparison
and no side products were formed. The isolated yields were in a range of
83-95 %. Figure 2 shows the assumed mechanism for the cleavage reaction
in acidic acetonitrile. In the first step, the addition of a proton to the oxygen
atom of the sulfoxide leads to the formation of a sulfonium ion. Subsequent

12
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ring-cleavage gives an open-chain sulfur-stabilized carbenium ion, which is
then transformed into the corresponding carbonyl compound by nucleophilic
attack by water.®

Tab. 1 Acidic cleavage of 1,3-dithiane-1-oxides in acidic acetonitrile

However,
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not only 2-alkyl-1,3-dithianes but rather the 2-(1-

hydroxyalkyl)-1,3-dithianes, formed by addition of 1,3-dithianes to aldehydes
and ketones are the most important intermediates in umpolung chemistry.
While investigating these substrates we found some very interesting con-

versions which are currently under further investigation.

In summary, we have shown for a representative number of examples
that this two step cleavage methodology for 1,3-dithianes via the corres-
ponding monosulfoxides is a straightforward and high yielding process. The
method does not seem to be restricted by electronic or steric effects and

13
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can be considered as an economic and environmentally friendly alternative
to existing methods.
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Obtaining of Active Silica from Rice Husk
Ranko Adziski, Emilija Fidancevska, Venceslav Vassilev

Faculty of Technology and Metallurgy, Rudjer Boskovic 16, Skopje, R.
Macedonia
University for Chemical Technology and Metallurgy, Dept. of
Semiconductors,
8 Kliment Ohridski Blvd., Sofia, Bulgaria

Abstract: Rice husk is an attractive abundant source for active silica
production. Silica with 98.4 % purity was obtained by pretreatment with hy-
drochloric acid at 9045 °C and combustion at 600 °C. This silica remained in
amorphous form and possessed specific surface area of ~300 m?/g. It is
constituted by particles with indefinite geometry and expressed relief. The
particle size ranged from 2 to 8 mm. An agglomerated silica powder with
specific surface area of ~180 m?/g was obtained by mechanical activation-
wet milling for 3h. The agglomerates size ranged from 10-30 um, and they
were constituted by primary particles of ~20 nm.

Keywords: rice husk, acid treatment, mechanical activation, active sili-
ca

1.INTRODUCTION

Since 1934, Japanese scientists have observed that silicon is beneficial
in the normal growth of rice. Lanning studied the silica content of various
parts of the rice plant. He classified the silica in rice as biogenetic opal [1].
Depending of the variety, climate and geographic location, rice husk (RH)
produces ash content by combusting, varying from 13-29 wt. % [2]. The ash
is predominantly composed of silica (87-97%), with small amounts of inor-
ganic compounds and unburned organic materials. Due to the high silica
content, RH becomes a source for preparation of elementary silicon, oxide
ceramic [3], SiN; [4], SiC [5] , high purity SiO, nanoparticles [6], active silica
[7], low cost absorbents for absorption of various polar and no polar mole-
cules from water solutions [8], photo catalysts [9], etc. Patel et al. [10] ob-
tained SiO, by 99% purity at low temperature by acid leaching of the RH.
Della et al. [7] showed that calcination of rice husk ash (RHA) at 700 °C for
6 h followed by milling for 80 min is an effective procedure for producing ac-
tive silica. The elimination of metallic impurities in RH samples treated with
1 mol/dm® HCI at 60 °C for 4 h is reported in Ref [11]. By treating the RH
with 3 mol/dm® HCI and combustion at 600-700 °C, the formation of black
particles can be avoided [2]. SiO, with high purity (~99.5%) and high specif-
ic surface area (~260 m?/g) can be produced by combustion of previously
HCI treated RH at 600 °C [12]. A 99.9% SiO, with average particle size of

15
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15 nm can be obtained from rice husk treated with lignocellulolytic enzymes
[6].

Processing and characterization of pure active silica from RH are pre-
sented in this paper. The purity of the RHA silica was increased by acid pre-
treatment and the activity of the obtained silica was improved by mechanical
activation.

2.EXPERIMENTAL PROCEDURE

The raw material used for the experiment was RH obtained from a local
rice milling industry (Zrnovci, Kocani, Macedonia).

RH was treated in hydrochloric acid for 2 h at 90+5 °C. Acid concentra-
tions of 0.5, 1, 5, and 10 wt% were used. The treated RHs were washed
with deionized water and dried at 105 °C. Combustion was realized at 600
OC for 1 h in air atmosphere.

RH and RHA powder morphology were observed by Scanning Electron
Microscope (SEM) (Leica S 440i) on samples covered with gold. Energy
Dispersive X-Ray Spectroscopy (EDS) was used for quantitative analysis-
chemical composition of the powders.

The phases present in the RHA sample were identified by X-ray diffrac-
tion (XRD) (Bruker D8 Discover). CuKa radiation at 40 kV and 40 mA was
used. The 20 interval was ranged from 15 to 65 °.

Mechanical activation-wet milling of the RHA was realized in attritor mill
(Netzsch) for 1, 2, and 3h using circonia balls. The ball-to-powder weight ra-
tio was 10:1, and the milling speed was at 1200 rpm. The milled suspen-
sions were dried in porous plates at RT and 105 °C, followed by milling in
agate mortar.

Specific surface area was measured using nitrogen gas adsorption (5
point BET method), (Gemini, Micrometritics USA).

Powder morphology of the mechanically activated RHA was followed by
Transmition Electron Microscopy (TEM) (JEOL 3010).

3.RESULTS AND DISCUSSION

Spectral analysis-chemical composition of the inorganic part from differ-
ent parts of RH is shown in Tab. 1. Silica was present all over the RH but is
concentrated in protuberances and in hairs (trichomes) on the outer epi-
dermis, Fig. 1b, and also in the inner epidermis, Fig. 1a. The inorganic im-
purities were mostly concentrated in the inner epidermis of the RH, Tab. 1.

Upon heating to 600 °C the non treated RH yielded ashes grey in color
with considerable amount of black particles. The black particles were col-
lected separately and analyzed through EDS, Table 2. An increased con-
centration of inorganic impurities, especially potassium oxide was noticed.
The potassium must be accelerating the carbon fixation in RHA [11]. Potas-
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sium oxide (K,0), which dissociates upon heating at 347 °C, forms elemen-
tal potassium whose melting point is 63.8 °C.

Tab. 1: Spectral analysis-chemical composition from different parts of RH.

Spectral analysis SiO, K,O MgO SOy
Spectar 1 84.12 7.33 4.00 4.56
Spectar 2 (hairs) 99.68 0.32

Spectar 3 (protuberances) 100.00

Spectar 1

Fig. 1: SEM micrographs of the: a) inner epidermis of RH (x50), b) outer epi-
dermis of the RH (x50) and RHA combusted at 600 °C (x50).

As the temperature raised, there is occurrence of simultaneous oxidation of
carbon formed from decomposition of organic matter and dissociation of
K.O followed by surface melting. Once carbon is entrapped in the potas-
sium rich melt, it cannot be oxidized as it is not in direct contact with air [2].
As the temperature of combustion increases, the tendency of carbon fixation
increases. Therefore, a large number of black particles were observed in
the RHA samples combusted at 700 and 800 °C.
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Tab. 2: Spectral analysis-chemical composition of black residue and RHAs ob-
tained at 600 °C

Material SiO, K, O CaO MgO MnO Na,O SO,
Black particles 7917 1459 2.04 2.79 0.64
RHA-Owt’ 9481 268 0.88 058 0.32 0.61
RHA-0.5wt 100.0

0
RHA-1wt 100.0

0
RHA-5wt 100.0

0
RHA-10wt 100.0

0

'Awt means the concentration of the hydrochloric acid (0, 0.5, 1, 5, 10 wt%) used
for the pretreatment.

White coloured ashes were obtained by combustion of acid treated RHs
at 600 °C. A slight gray hue was noticed in RHA pre-treated with 0.5 and 1
wt.% HCI. This was as a result of uncompleted combustion of organic mate-
rials [7]. The lost on ignition was ~1.60 wt.% for both ashes. Although the
EDS results of these ashes showed no presence of inorganic impurities,
Tab. 2, few black particles were detected. Complete white colour was ob-
tained from all the acid treated RHs by increasing the temperature of com-
bustion to 700 °C. With further increase of the temperature of combustion to
800 °C, the brightness of the white colour increased.

Patel et al. [10] reported that the temperature of combustion should be
preferably below 700 °C to avoid any transformation of SiO, from amor-
phous to crystalline form.

Taking into account Patel's conclusion and considering the spectral
analysis-chemical composition, Tab. 2, RHA pre-treated by 1 wt.% HCI ob-
tained at 600 °C (RHA-1/600) was chosen as a material for our further in-
vestigation.

XRD investigations of the RHA-1/600 showed that the SiO, remained in
amorphous form.

From the SEM micrograph, Fig. 1¢c can be noticed that the RHA-1/600
was constituted by particles with indefinite geometry and expressed relief.
The particle size was approximately 2 mm in tick and 8 mm in length. The
RHA-1/600 possessed specific surface area of ~300 m?/g. Real et al. [12]
reported specific surface area of ~260 m?g for RHA obtained at similar
conditions.

The specific surface area of the RHA-1/600 was 147 m?/g after 1h of
mechanical activation. Further, the specific surface area started to increase
reaching maximum for 2 h of mechanical activation (184 m?g), and de-
creased to 177 m?/g after 3 h of mechanical activation.
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An agglomeration occurred in the mechanically activated RHA-1/600.
As the time of mechanical activation increased, the agglomerate size in-
creased too, probably because of increased surface energy of the particles.
From the micrograph of the RHA-1/600 mechanically activated for 3h, Fig.
2., can be seen that the size of the agglomerates ranged from 10-30 um.
The agglomerates were constituted of nanosized primary particles (~20 nm)
nearly spherical in shape, Fig. 3.

Fig. 2: SEM microphotograph of me- Fig. 3: TEM microphotograph of me-
chanically activated RHA-1/600 for 3h chanically activated RHA-1/600 for 3h
(bar 10 um) (bar 20 nm)

The RH represents a cheap source for active silica production. This ac-
tive silica can be used in a wide range of applications, as well as production
of porous silicate compacts, binder in refractory industry, catalysts supports,
cheap absorbents, etc.

4.CONCLUSION

¢ RH is an abundant annual source for active silica production.

e The inorganic impurities in the RH were effectively removed after
treatment with hydrochloric acid. White silica ash with specific surface area
of ~300 m?/g was obtained after combustion at 600 °C for 1h. The silica ash
particles were with indefinite geometry, expressed relief and their size
ranged from 2 to 8 mm.

e The thermal treatment of the RH at 600 °C does not affect the structure
of its ash-silica, i.e. the silica remained in amorphous form.

¢ Ash silica powder in agglomerated form with specific surface area of
~180 m%*g was obtained by mechanical activation-wet milling. The
agglomerates size ranged from 10-30 um, and they were constituted by
primary particles of ~20 nm.
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Abstract. This work deals with the preparation of powders and trans-
parent yttrium aluminium garnet (Y3AlsO;, - YAG) from nanopowders.
Stoichiometric amounts of nanocrystalline Al,O3 and Y.O3; were mixed and
chemically pretreated using different basic agents and using ultrasonic
bath. Resulting mixture was dried, pressed and heated up to 1750°C. Final
material was characterized by X-ray diffraction, DTA and optical and elec-
tron microscopy.

1.INTRODUCTION

Yttrium aluminium garnet (Y3Als042 - YAG) is the material, which is of-
ten used for the production of scintilation detektors and solid state lasers.
In industry, it is produced by monocrystal drawing from melting (Czochral-
ski method) and consecutive mechanical working (cutting, grinding, and
polishing). However, this production process is very difficult due to high
temperature of melting mixture (melting point of YAG = 1970°C) and need
for resisting noble metal crucibles, which give the very high production
costs.

The effort of research teams is now oriented in the direction of decreas-
ing of production costs, i.e. decreasing of temperature needed for YAG
preparation. The most simple and the cheapest method seems to be the
preparation of transparent YAG ceramics from Al,O; and Y,O3; nanopow-
ders [1].

2.EXPERIMENTAL

The respective stoichiometric amounts of Al,O; and Y,03; were
weighed out in beaker. Two basic agents were used for chemical pretreat-
ment - 10% solution of tetramethylamonium hydroxide (TMAH) and amo-
nium hydroxide respectively. In order to improve the transparency, the
small amount of tetraethoxysilane (TEOS) (molar ratio YAG:SiO, = 1000:1)
was added to this mixture. The suspensions were treated in ultrasonic bath
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with high energetic ultrasonic power of about 50 W. Then, the samples
were dried and thermally pretreated at 800°C. Resulting powder was
pressed using cold or heat isostatic pressing and then heat treated in fur-
nace at 1750°C.

Final samples were tested for transparency and characterized by X-ray
diffraction, DTA and electron microscopy. X-ray patterns were measured at
ambient temperature using a diffractometers Phillips and Bruker. Two type
of scanning electron microscopes were used: electron microscope PHILIPS
XL 30 CP for orientation observation and AQUASEM - (Tescan) - low-
vacuum scanning electron microscope for detail observation of the samples.

3.RESULT AND DISCUSSION

All samples treated at maximal temperature of 1750°C prepared using
both TMAH and amonia contained transparent crystals of 2 um in diameter
with defects. These transparent crystals were embedded in the YAG with
poor crystallinity and for this reason the entire samples were not transpar-
ent.

The powder diffraction pattern revealed that the only phase present in
the sample seems to be YAG (Figure 1). But the detailed view shows that
the samples contained also some small amount of non-reacted alumina (in-
setin Figure 1).

Scanning electron microscope (SEM) images revealed that the structure
contains the crystals of the size of several microns (Figure 2). These crys-
tals are directly connected having gap smaller the 10 nm. This is favourable
findings, because this size of pores does not raise the light diffusion and
that samples are then transparent. But, unfortunately, at the same time we
can observe the greater pores of the size of microns that have spurious ef-
fect to the sample transparency.

SEM images revealed that the main reason of the non-transparent as-
pect is porosity of the sample. This porosity can be due to the water ad-
sorbed on the nanopowders surface or insufficient pressure during the
isostatic pressing.

4. CONCLUSION

Small transparent crystals of the size of 2 ym were prepared using
nanopowder Al,O; and Y,0j3, but these crystals were embedded in non-
transparent phase. Other experiments with vacuum and heat pretreatment
and using higher isostatic pressure must be done in order to avoid the
large porosity and prepare transparent samples.
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Figure 1. XRD pattern of the 1750°C heat treated sample. Inset represents detailed view
(circle denote the most intensive peak of Al,O3).

Figure 2. SEM image of the 1750°C heat treated sample.
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Abstract: Energy generation from renewable sources and effective
waste treatment are two key challenges for the sustainable development.
Microbiological (or Bio-) Fuel Cells provide an elegant solution by linking
both tasks. Biofuel cells, which can directly generate electricity from biode-
gradable substances, have rapidly gained increasing research attention.
Widely available fuel sources and moderate operational conditions make
them promising in renewable energy generation, wastewater treatment,
power sources for remote devices, etc. This paper reviews the use of mi-
croorganisms as biocatalysts in microbiological fuel cells. The principle of
biofuel cells and their construction elements are discussed.

Keywords: alternative power sources, biofuel cells, biocatalysts.

1.INTRODUCTION

The need of using alternative power sources, which can gradually re-
place the traditional energy fuels, is widely discussed. At the present, fossil
fuels such as coal, oil, natural gas and their derivatives satisfy almost 85%
of the energy demands. Unfortunately, the earth reserves of these fuels are
limited. As a result of technical revolution and increasing people’s popula-
tion, exploitation of these sources intensified, and for about one and a half
century almost a half of the existing fossil fuels on our planet have been
consumed. The conventional carbon fuels shortage combined with the rising
content of greenhouse gases in the atmosphere, leading to global warming,
enforce the necessity of new alternative energy sources utilization. From
another hand, the increasing consumption of petrol products leads not only
to energy crisis, but also to decrease of the raw materials for synthesis of
carbon-containing products such as polymer materials, food, drugs, etc.

Biofuel cells, more popular as microbial fuel cells (MFCs), could be a
potential solution of all these problems. MFCs possess a number of advan-
tages over the currently used technologies for generating energy from or-
ganic matter [11]. The most important is that, they use substrates from re-
newable sources and have high conversion efficiency. The MFCs operate at
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ambient temperatures and do not pollute the environment. This is the rea-
son why they have the potential for application in locations lacking electrical
infrastructure. Except for getting energy, in the same time, they can be used
for wastewater treatment; powering marine devices with oxidation of sea
sludge; as bio-batteries; in space crafts, etc.

For the progress of this innovative technology, which is most intensively
developed in the last five years, the generalization of achievements is of a
big importance. In this paper, the principles and construction elements of
biofuel cells are reviewed and discussed.

2. MFC BASIC PRINCIPLES

MFCs are devices that convert the chemical energy of natural available
organic substrates directly into electricity by using different microorganisms
as bio-microreactors [9, 11]. The most investigated bacteria for application
in biofuel cells are Escherichia coli [12, 13], Geobacter sulfurreducens [7,
12, 13], Pseudomonas aeruginosa [7, 12, 13], Rhodoferax ferrireducens [12,
13], Shewanella oneidenis, Shewanella putrefaciens [12, 13], Enterobacter
cloacae [9, 13], etc.

In principle, biofuel cells can be divided into three major components:
anaerobic anode chamber, cathode chamber and separator (fig. 1). In the
anode compartment the organic matter is oxidized through the catabolic me-
tabolism of the microorganisms and the gained electrons are then trans-
ferred to the electrode [12]. Abundant organic substances such as carbohy-
drates, organic acids, methanol, etc., can be used as substrates for the
oxidation process [1, 2]. The electrons that reach the anode pass through
the external load circuit to the cathode, where the electron acceptor is re-
duced. The protons diffuse from the anode through a separator to the cath-
ode, where with oxygen, provided by air, produce water [6]. In most cases,
the resulting products are carbon dioxide (at the anode) and water (at the
cathode). Other oxidizers such as hydrogen peroxide, potassium ferricya-
nide, etc., can also serve as final electron acceptors.

The operational characteristics of biofuel cells, as other electrochemical
power sources, depend on numerous factors including anode potential, ca-
thode potential, internal cell resistance, etc.

The anode potential controls the liberation of electrons from different
stages of metabolic pathways. Changing the anode potential we could vary-
ing the amount of electrons flow, produced in vivo in the processes of glyco-
lysis, fermentation or respiration, to the electrode.
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Anode / Cathode
Membrane

Fig. 1: The working principle of a two-chamber microbial fuel cell

The dependence of the anode potential upon material determines the
type of material used. The anodic material of MFC must be conductive, bio-
compatible and chemically stable. The most appropriate one is the carbon.
Graphite plates, rods, felt, cloth, paper, fibers are performed. The conduc-
tion characteristics of carbon electrodes are arranged in the ascending or-
der: graphite plates and rods< carbon cloth< carbon foam< carbon felt, be-
sides current density increase with the overall internal surface area [6]. It is
supposed, that carbon felt has the best characteristics. Modifications includ-
ing electrocatalysts performance such as Mn(lV), Fe(lll), Pt, tungsten car-
bide, polyanilins/Pt composites, covalently linked mediators [6, 12] could in-
crease the anode quality. However, difficulties concerning the
biocompatibility of the electrocatalysts, chemical and electrochemical stabili-
ty and cellular non toxicity are lowering their widely utilization.

From one hand, the choice of anode material, leading to suitable anode
potential will increase the electrical current. The decrease of the anode po-
tential forces the microorganisms to give electrons via taking part of com-
plexes with low potentials. The aim is to apply such an anode potential by
which the cells grow and develop normally, i.e. to use the electrons from the
terminal stages of their metabolic pathways. However, for higher current
density generation the electrochemical rules require lower anode potential
in comparison with the cathode one [1, 12]. From the other hand, the com-
position of the anolyte is from crucial meaning. The select biocatalysts and
substrates necessary for microorganisms’ development are of primary signi-
ficance. The nutrition ingredients include sources of organic carbon, nitro-
gen, phosphorus, sulfur and metal ions. A lot of varying parameters such as
medium components proportion, cell density, carbohydrate exhausting dur-
ing cultivation, etc., influence the MFCs-performance. The maintaining of
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suitable pH, once for the growth of microorganisms, and second for increas-
ing the solution conductivity, requires a buffer solution usage. Neutral phos-
phate buffer (pH 7,0) is the most appropriate and commonly used for a two-
chamber MFCs.

The choice of a proper cathode is also of big importance for the perfor-
mance of MFCs. In general, for obtaining good operational characteristics,
the cathode should possess high positive potential, which provides a high
voltage of the power source. The oxygen is the most suitable electron ac-
ceptor for biofuel cells. It has high oxidation potential, availability, low cost
and gives as end product water. To increase the rate of oxygen reduction,
Pt catalysts could be applied. However, the high price of the product makes
it inapplicable in the non labor production. [6]. Replacing Pt catalysts, the
potassium ferricyanide acts as an oxidant [2, 10] and increases the power
by 1.5 to 1.8 times compared to a Pt-catalyst cathode [6]. Using permanga-
nate as the cathodic electron acceptor, a two-chamber MFC generate 4.5
and 11.3-folds higher maximum power density than that produced by using
ferricyanide and oxygen, respectively [15]. The cathode reaction kinetics
can be improved once, by choosing the suitable electrolyte and second, by
electrode modifications incorporating metals, surfactants, organic sub-
stances or addition of mediators [10].

The separator is the third important component in MFC. It connects and
at the same time physically separates the anode and cathode compartment
while allowing protons to pass through to the cathode in order to sustain an
electrical current. The major requirement to the separator is to allow the
passing through only of the protons arresting other substances. Examples
for separators most commonly used are the proton exchange membrane
such as Nafion, the cation exchange membrane such as Ultrex or a simple
salt bridge [2, 5, 6, 8].

Many different configurations are possible for MFCs. A widely used and
inexpensive design is a traditional two-chamber MFC. It is constructed from
two separate chambers, connected with a tube containing a separator or a
salt bridge. The improved construction today leads to distribution of the sin-
gle-chamber MFC with air-cathode. In this case the cathode is placed in di-
rect contact with air, either in the presence or absence of membrane, so
that the anode and the cathode are in the same compartment.

Other types of biofuel cells are those using enzymatic electrodes, the
so-called enzymatic microbial fuel cells [4, 11]. The redox enzymes from the
main metabolic pathways - oxidases, dehydrogenases, etc., can be isolated
and purified from living cells and immobilized on the electrode surface. In
such a manner the enzymes serve as biocatalysts rather than whole micro-
bial cells.

Independently on the MFC type, the improvement of the electron trans-
port efficiency takes an important part of investigations in the field. Three
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mechanisms of electron transfer from living cells to the anode are possible
[6, 12]: by artificial exogenous mediators; by using natural mediators pro-
duced by bacteria; direct electron transfer - by bacterial nanowires or respi-
ratory enzymes. The oxidized and the reduced forms of the mediator should
easy penetrate the cell membrane, should possess potential positive
enough to pro-vide fast electron transfer and of course be non toxic [6, 12].
The most common used organic compounds as electron transport media-
tors are: thionine, methylene blue, neutral red, viologen, etc. [3, 4, 14]. Their
concentration should not cause bacteria poisoning and apoptosis.

The examinations of natural mediators are in progress. Microorganisms
such as Shewanella putrefaciens, Geobacter sulfurreducens, Geobacter
metallireducens and Rhodoferax ferrireducens have active redox enzymes
in their outer membrane, which can transfer electrons directly to the anode
and because of that they do not require the use of exogenous mediators.
These preferable biofuel cells are called mediatorless MFCs.

3.PERSPECTIVES FOR MFC APPLICATION

In principle, the current and power density output of MFCs is much low-
er than those of chemical fuel cells such as hydrogen-powered ones, so it is
unrealistic to expect that they will have a large input in the future energy
budget. However, the extremely increasing R&D in this field is indicative for
its perspectives.

MFCs can potentially be used for different applications. The most realis-
tic of them are as power sources for implantable devices within humans and
as power supplies for use in remote areas. For large-scale applications
such as wastewater treatment and remediation, development of inexpensive
large surface area electrodes that resist fouling is needed.

A lot of further R&D, concerning improvement of current and power
density output, cell design, long-life operation, etc., is required for the real
commercial application of this innovative technology.
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Abstract: Chalcogenide glasses from the As,Ses—~Ag.SSe-CdTe
system were synthesized. The basic physicochemical parameters such as
density (d), microhardness (HV) and the temperatures glass transition Tg4
were measured.

Compactness (C) and some thermomechanical characteristics such as
volume (V) and formation energy (E;) of micro-voids in the glassy network,
as well as the module of elasticity (E) were calculated. A correlation be-
tween the composition and properties of the As,Se;—Ag,SSe—CdTe glasses
was established and comprehensively discussed.

Keywords: chalcogenide glasses, density, microhardness, compact-
ness, elasticity modulus, thermomechanical characteristics.

1.INTRODUCTION

In the last two decades a new direction in the modern materials science
is developing rapidly - physics and chemistry of disordered media. The
chalcogenide glassy semiconductors excert significant influence on the de-
velopment of the investigations in the field of disordered substances. This
new class semiconductor materials unites the characteristic properties of
both crystalline and glassy semiconductors. Furthermore, some of these
substances depending on the synthesis method exist both in glassy and in
crystalline state. This allows investigating fully the electronic processes ob-
jectives on one and the same objects in ordered, as well as in disordered
state. The interest on the chalcogenide glassy semiconductors is also due
to the fact, that they find more wider practical application, especially in the
IR techniques, in the integral photoelectronics, as photosensitive elements
of various photoelectrical systems for recording of optical images (photo-
thermoplastic systems for optical images recording, electrophotography, op-
tical windows and filters), as medium for holograms recording and creation
of multifunctional elements for the integral optics, as materials for sensors,
protective layers, switchers, electrochemical power supplies, etc.
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The region of glass formation in the three-component system
(As,Ses)«(AgsSSe),(CdTe),, where x +y + z =100 and m = y/(x+y), was out-
lined by us (Fig. 1) and is described in a previous work.

It is extended to the area rich of As,Se; and lies on the faces As,Ses—
AgsSSe (from 0 to 25 mol % Ag,SSe) and As,Se;-CdTe (from 0 to 10 mol %
CdTe) on the Gibbs’ concentration triangle. The maximum solubility of CdTe
in the glasses is 17.5 mol %.0On the side Ag,;SSe—CdTe glasses were not
obtained.

CdTe

0 50
As2Sex mol % AgiSSe ——m= AgiSSe

Fig. 1. Glass forming region in the As,Se;—Ag,SSe—CdTe system.

The aim of the present work is to investigate the main physicochemical
properties of chalcogenide glasses from the As,Se;—Ag,SSe—-CdTe system.

2.EXPERIMENTAL PROCEDURES

The source compounds and the glasses (4 g) from the
(As,Ses)«(AgsSSe),(CdTe), system are produced via direct single tempera-
ture synthesis in vacuumed and sealed in vacuum 1.10° Pa quartz am-
poules. The source materials used for the synthesis of As,Se; and Ag,SSe
are Ag, S (4N-Fluka) and As, Se (5N-Fluka). CdTe produced by BALZERS
with a purity “Coating material” is used. The characteristics of the syntheses
(temperatures and the duration of the isothermal steps; the speed of heating
between them) have been conformed by the physical and chemical features
of the source components and the intermediary and final phases. The
maximum temperature of the synthesis of the glasses within the investi-
gated system is 950 + 10 °C where, in the course of 2 hours a vibration agi-
tation of the smelter is included. The last has been tempered at a tempera-
ture of 850 + 10 °C and quenched in a mixture of water and ice with a
cooling rate of 10-15 °C s™.

31



Faculty of Mathematics& Natural Science — FMNS 2009

The density (d) of the samples have been measured by the hydrostatic
method using toluene as immersion fluid and the microhardness (HV) — by
the Vickers’ method (a metallographic microscope MIM-7 with built in micro-
hardnessmeter PMT-3 has been used at load of 20 g).

The elasticity module (E), the minimal volume of the micro-voids (Vy),
the energy for their formation (Ey) and the compactness (C) were calculated
by the Egs. (1) — (2) [1]:

-
(1) E=15HV, V, = 5.04—, E, = 30.729T,
HV
-1
2) c =l $MiXi _ § Mix; {iM,-X,} 1
i-1 d; iz d Lz

where Ty is the temperature of glass transition and M; and x; are the molar
weight and fraction of the i"" component, respectively.

3.RESULTS AND DISCUSSION
The microhardness of the glasses varies in the range 75-98 kgf/mm?
and decreases with the increase of CdTe, as HVg,s5e <HV e <HVg,se, -

respectively 24 [2], 60 [3] and 150 kgf/mm? [4] — Table 1. Despite the lower
value of HV g sse With the increase of the Ag,SSe content, the microhard-

ness weakly increases. Most probably it is due to a congestion of the
glasses' structure.

Table 1. Physical and thermomechanical properties of samples from the
(As,Ses)(AgsSSe),(CdTe), system.

Composition, mol % HV, d E En,

) , Vh,
X y z m kgf/mm® | glem® | kgf/mm® | kJ/mol | 10°A° C
90.25 14.75 |5 0.05 75 4.86 1125 | 5070 | 11.09 | -0.0087
855 |95 5 0.1 98 4.94 1470 | 5070 8.49 | -0.0161
76 19 5 0.2 98 5.15 1470 | 4179 6.99 | -0.0211
855 |45 10 0.05 77 4.91 1155 | 4456 9.49 | -0.0055
81 9 10 0.1 95 5.00 1425 | 4333 7.48 | -0.0103
76.5 |85 15 0.1 94 5.06 1410 | 3718 6.49 | -0.0050

The density of the glasses changes between 4.86 and 5.06 g/cm® and
logically increases with the increase of the Ag,;SSe and CdTe content
(das,se, = 4.75 glem’ [5]; dag,sse = 7.40 g/cm’ [2]; dcgre = 6.20 glcm® [5]) —

Table 3.

The compactness of the investigated samples (Table 1) depends of
the CdTe content (expressed by z at m=const), as well as of the proportion
between As,Ses/Ag,SSe (expressed by m = y/(x + y) at z = const).
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The elasticity module (E) follows the course of HV and varies in the
range 1125-1470 kgf/mm? and the energy for formation of micro-voids (Ex)
is in the limits of 3718-5070 kJ/mol and repeats the course of T, — Table 1.

The micro-voids volume (V,) alters between 6.49.10° and 11.09.10
A3 (Table 3). V), decreases with the increase of the Ag,SSe content (z =
const), as well as of the CdTe content (m = const).

The linear fragments of CdTe (—Cd—Te-) can build in the glass' net-
work on two places: 1) tear the bonds between the trigonal pyramides
AsSe;; lying on one plane, build in between them and prolonging linearly
the chains in one flat; 2) tear the bonds between the trigonal pyramids
AsSesp, lying on neighbor planes and build in between them. In both of the
cases the micro-voids volume increases (mechanism I).

During the formation of the chalcogenide glass the Ag,SSe decom-
poses on two linear fragments—S—Ag (—Se—-Ag) and Ag—, which tear the
network of the glass (in plane and between planes) and as a result the vol-
ume of micro-voids decreases (mechanism II).

When increasing the AgsSSe and CdTe content both of the mecha-
nisms could be predominant. In the concrete case predominant is mecha-
nism Il (Vy, decreases; C increases; HV and d increase). And in opposite,
when increasing the As,Se; content and decreasing the Ag,SSe content,
the mechanism | is determinative. When increasing the Ag,SSe+CdTe con-
tent, with faster increase of CdTe, is possible to be predominant mechanism
l.

4.CONCLUSIONS

Chalcogenide glasses from the As,;Se;-Ag4SSe-CdTe system
were synthesized.

A number of physicochemical (density, microhardness, com-
pactness) and thermomechanical (elasticity module, micro-voids vol-
ume and energy for their formation) properties of the obtained glassy
phases were studied. A correlation between these properties and the
composition of the glasses from the investigated system was estab-
lished and a method for its explanation has been proposed.
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Abstract. Calibration procedure is an important part of instrumental
analysis. Usually it is not the major uncertainty source in whole analytical
procedure. However, improper calibration might cause a significant bias of
the analytical results from the real (certified) value. Standard Gaussian lin-
ear regression is the most frequently used mathematical approach for esti-
mation of calibration function parameters. In the present article are dis-
cussed some not quite popular, but highly recommended in certain cases
methods for parameter estimation, such as: weighted regression, orthogonal
regression, robust regression, bracketing calibration etc. Some useful ap-
proximations are also presented. Special attention is paid to the statistical
criteria which to be used for selection of proper calibration model.

Standard UV-VIS spectrometric procedure for determination of phos-
phates in water was used as a practical example. Several different ap-
proaches for estimation of the contribution of calibration to the general un-
certainty of the analytical result are presented and compared.

1.INTRODUCTION:

The analytical methods can be classified in two general groups: abso-
lute and relative methods[1-3]. Most of the classical analytical methods (e.g.
various gravimetric and volumetric methods) are absolute. They are based
on simple measurement of quantity - mass of the sample or reagent volume
and subsequent calculations based on fundamental relations. Most of the
instrumental methods for analysis are relative. In such case the relation be-
tween analyte content and directly measured analytical signal is either com-
plicate, or different from case to case, or dependent on factors which are
impossible to control. Such methods required calibration. According to the
official definition calibration is: “Set of operations that establish under
specified conditions the relationship between values of quantities in-
dicated by the measuring instrument or measuring system, or values
represented by a material measure or reference materials, and the cor-
responding values realized by standards.”[4]. More simply said the cali-
bration is a comparison between two quantities — analyte content and the
analytical signal. The aim of this comparison is to evaluate parameters of
empirical mathematical function, allowing estimation of the analyte content
in unknown sample.

According to the temporary metrological requirements, all sources of
uncertainty should be taken into account when the uncertainty of the final
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analytical result is being estimated. Typical uncertainty sources for a relative
method are presented graphically in Fig. 1.

Subject of the present work is the contribution of calibration procedure
to the general uncertainty. Due to the complexity of the problem, only the
simplest linear calibration model will be discussed.

Sampling Calibration Calculation

AN \ AN
/. /

Sample preparation = Measurement

Fig. 1: “Fish bone” diagram presenting typical sources of uncertainty for relative
analytical method.

2. USE AND ABUSE OF LINER REGRESSION

The most frequently used approach in calibration procedure is the well
known linear (Gaussian) regression [5,6] using calibration function:

(1) y=aptax

In most of the cases the response for concentration 0 is expected to be
0. Thus, the commonly used form of linear calibration function is:

(2) y=ax

where: x is independent variable (analyte content), y is function of x
(analytical signal).

Equation 2 should be used as a calibration model after proving the sta-
tistical insignificance of a,, .

Regression parameters ap and a4 are evaluated using equations:

(3) a, = " " 2
i3 —(inj
i1 i1
Zyi -4, in
(4) a() — i=1 . i=1
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Most popular and disputable characteristic of the quality of linear regres-
sion is the correlation coefficient R, calculated according to equation:

n n
nzxiyi - inyi
i=1 i=1

o515

However, this calibration approach implies fulfilling of number of re-
quirements, which are not widely known and usually not tested (Fig. 2)[7-
10]. Such detailed statistical analysis of the calibration function has to be
done only during analytical method development and validation procedures.
Once proved applicability of Gaussian regression, it can be applied in rou-
tine analysis without further tests. Alternative methods for linear calibration
parameters calculation will be discussed in further.

Calibration data

(5) R=

Robust regression

Orthogonal regression

Weighted regression

yes

Matrix effects

Gaussnan regression

Standard addition

Fig. 2: Flow chart diagram presenting the requirements for proper application of
standard linear regression procedure for calibration. Of course, all tests have to be
done after proving linearity of the calibration function.

3.UNCERTAINTY ESTIMATION
Other unsolved problem remains the estimation of the uncertainty, in-
troduced in the final result by the calibration procedure.
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It should be noted that besides the regression procedure itself, the
calibration standards preparation and measurements are also contributors
to the uncertainty of calibration.

There are three different approximations most frequently to estimate
calibration contribution to the uncertainty of the results.

4. APPROXIMATION 1 - GAUSSIAN STATISTICS.
This approach is based on suggestion that the only source of uncer-
tainty is the spread of the experimental points around the calibration line.
Standard deviation of the regression (Sg) is a basic characteristic of the
uncertainty introduced by the regression procedure. It might be estimated
according to the equation:

Where y, are the measured analytical signals for standard solutions;

y,are the values calculated according to the calibration function for corre-
sponding concentrations.

In case of good agreement between experimental points and calibra-
tion (regression) function the value of S, is close to 0. The §, value is es-

sential for further steps in uncertainty estimation.
Uncertainty of the calibration procedure presented as standard devia-
tion might be calculated according to equation:

S_R l+l+ (y_yavg)2

a, m n "( )2
a, Z X; = Xy

i=1

Where: S is standard deviation of calculated concentration corre-

7) S =

sponding to analytical signal y; a, is the slope of the calibration line, y,,
and x,, are the average values of analytical signals and concentrations of

all calibration standards; x,is the concentration of the standard i; n is

number of standards and m is number of parallel measurements of the
sample resulting the analytical signal y .

The confidence interval (Ax) of the obtained sample concentration,
taking into account only S, can be calculated using t-test of Student with
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probability «; and degrees of freedom v =n—c¢ (n — number of standards;
c- number of coefficients in the calibration equation):

8) Ax= Sxt(a;v)

The specified above confidence interval has a specific hyperbolic
shape (Fig. 3, line 1) depending on the value of S, and number of stan-

dards. It should be noted that the best, in terms of precision, is the middle
part of working range.

5. APPROXIMATION 2 - SIMPLIFIED UNCERTAINTY PROPAGATION
APPROACH
The standard deviation of the coefficient g, (S, ) can be calculated ac-

cording to:

1
R n n 2
le.z —(le.) /n
i=1 i=1

The uncertainty of sample concentration, presented in form of standard
deviation, is calculated according to the uncertainty propagation law [1-3]
using equation:

g\ 2
o AT
Yy a

This equation corresponds to one coefficient calibration model (Eq. 2).

=S

Sa
@ ¢

6. APPROXIMATION 3 - BRACKETING CALIBRATION APPROXIMATION

Bracketing itself is a simplified calibration method. The concentration of
the sample is calculated according to Eg. 1 with slope and intercept esti-
mated using only two closes neighbor standards. This method is especially
useful when the analyte contents in many samples vary in a narrow concen-
tration range. It is also applicable as approximation in case of complex
nonlinear relation between concentration and analytical signal. Calibration
using two standards makes easier application of the uncertainty propagation
law and thus, to take into account the uncertainties of concentrations and
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analytical signals for standards. Analyte concentration in the sample is cal-
culated according to the equation:

(xhigh ~ Xiow )
(y high — Yiow )

Where: X, , Vipw @and X0, , V5o are the corresponding concentra-

(11) x:xlow+(y_ylow)

tions , analytical signals for the lower and higher standards.
4. Comparison between uncertainty estimation models

The comparison is based on standard UV-VIS method for determina-
tion of phosphates in water [11].

7. ANALYTICAL PROCEDURE

The method is based on a reaction of orthophosphate ions with acidi-
fied solution containing molibdate and antimony ions, forming an antimony
phosphomolibdate complex. After reaction with ascorbic acid a blue colored
molybdenum complex is formed. The quantification is carried out using
spectrophotometer at wavelength 880 nm.

Six standard solutions are used for calibration covering concentration
range from 0.05 to 2.50 mg/l calculated as phosphorus content. The uncer-
tainty of concentration was calculated using uncertainty propagation law
and precision data for the primary standard solution and all volumetric de-
vices used. Uncertainties of analytical signals were estimated from six inde-
pendent parallel measurements of each standard. Results are presented in
Table 1.

In order to compare the different approaches, the calibration uncertainty
was estimated for virtual samples covering the working range from absorb-
ance 0.01 to 0.12 with increment 0.01. Uncertainty of absorbance was sug-
gested as equal to 0.0004 (the average of corresponding values for meas-
ured standards). Results are presented in Figure 3.

The Approximation 1 shows quite even uncertainty distribution along the
working range. Most probably the calculated values are underestimated
since uncertainty of analytical signals and concentrations of the standards
are not taken into account. On the other hand, this is the only approach
demonstrating the typical for regression hyperbolic distribution of the uncer-
tainty. This approach seems to be the best for cases with very good linearity
(low value of S;) and low values of concentration and analytical signal un-
certainties for all standards.

Table 1: Concentrations, absorbance and corresponding uncertainties for 6
standard solutions used for calibration.
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Concentration /| Uncertainty | Absorbance | Uncertainty
mgh P (%) | (5:) (¥:) (5,)
Standard 1 0,05 0,01 0,0057 0,0004
Standard 2 0,12 0,02 0,0256 0,0003
Standard 3 0,25 0,04 0,0537 0,0005
Standard 4 0,50 0,06 0,1050 0,0002
Standard 5 1.00 0,08 0,2218 0,0008
Standard 6 2,50 0,10 0,4526 0,0005
a3
3
0,25 4
0,2
E 0,15 +
3
0,1 4
2
oos4 1 — 1]
3
u} 2 T T T T T T
a o0z 0,04 006 0,05 0,1 a,12 0,14
A {a.u.)

Fig. 3: Uncertainty of calibration, presented as a half width of the confidence in-

terval, estimated using three different approaches:
1 - Approximation 1 — according to Equation 7.

2 - Approximation 2 — according to Equation 10.
3 - Approximation 3 — step by step uncertainty propagation approach for the
uncertainty of x calculated by Equation 11.

In case of Approximations 2 and 3 there is a clear underestimation of
the uncertainty in the lower part of the working range. The trend for increas-
ing the width of the confidence interval wit increasing of concentration is
also very clear. Approximation 3 shows inadequately high uncertainty val-
ues in the higher concentration/signal range of the calibration graphics. This
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is also the approach which is most sensitive to any fluctuations in the stan-
dards because only two of the standards are used in calculations.

In order to achieve most precise uncertainty estimation is necessary to
modify the Approximation 1 in order to implement in the model the uncer-
tainties of concentrations and analytical signals of calibration standards.
This will be a subject of further works.
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1.INTRODUCTION

At present some 40 antiviral drugs have been licensed for use in hu-
mans, mostly for the treatment of infections with the immunodeficiency virus
(HIV), hepatitis B virus (HBV), herpesviruses and influenza. Unfortunately,
human enteroviruses comprising more than 200 medically important viruses
in the family of picornaviruses, are not in the list. Despite the fact that en-
teroviruses are widely spread human pathogens associated with diverse
morbidity, up to date there is no enterovirus-specific drug available. The
need for development of new compounds which would be active against the
replication of the numerous members of the enterovirus genus still exists.
Natural products have inspired many research initiatives in organic chemis-
try leading to advances in synthetic methodologies and to the possibility of
making analogues with improved properties. The beneficial effects of phe-
nolic phytochemicals are long known and lay in the basis of many comple-
mentary and alternative medicinal prescriptions. Cinnamic acid derivatives
exert a well documented antiviral [1, 2, 3], antimicrobial [4], antitumour [5],
antioxidant [6] and anti-inflammatory [7] effects. The esters and amides of
cinnamic acids are no exception. While cinnamoyl esters are abundant in
the plant kingdom, cinnamoyl amides are more rarely found. Nevertheless
N-substituted cinnamoyl amides are isolated form higher plants in different
forms. The amides are considered to be protective agents against viral or
other infections and against intoxication with ions of heavy metals. If com-
pared to the ester group the amide group in either natural or synthetic cin-
namoyl amides possesses a greater metabolic stability [8], which is an ad-
vantage from a pharmacological point of view. That is why there is an
increased interest in the bio-medical properties of such compounds. The
design of new cinnamoyl derivatives based on the presence of a stable am-
ide group may be expected to result in compounds with better biomedical
properties. The antiviral activity of cinnamoyl esters against the replication
of picornaviruses in particular is a well proved fact [1, 2]. Relatively scarce
data is available concerning the antiviral activity of cinnamoyl amides.
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Aporphine alkaloids, on the other hand, also possess a wide variety of
beneficial activities. Glaucine, the main alkaloid isolated from Glaucium fla-
vum Crantz (yellow horn poppy) is an important representative of this group
of compounds. Recently, the antienteroviral effect of glaucine and especially
of its derivative oxoglaucine has been established [13]. Coupling cinnamoyl
and glaucine moieties could be expected to result in an enhanced antiviral
activity.

In this paper the synthesis and the antiviral effects against the enterovi-
rus replication of cinnamoyl- and hydroxycinnamoyl amides of natural and
fluorated aromatic amino acids, amides of substituted cinnamic acids with
aliphatic monoamines, as well as cinnamoyl- and hydroxycinnamoyl amides
of glaucine are described.

2.MATERIALS AND METHODS

Compounds

The new compounds were dissolved in ethanol to a concentration of 20
mM and kept as a stock solution at -20°C. Stock solutions were ex tempore
diluted to the necessary concentrations in the maintenance medium.

Cells and viruses

Poliovirus type 1 (LSc-2ab) (PV-1), coxsackievirus B1 (CV-B1) and
echovirus 13 (EV-13) were grown in FL cells. Human rhinovirus 14 (HRV-
14) was grown in HelLa Ohio-1 cells. PV-1, CV-B1 and EV-13 were grown at
37°C and HRV-14 was grown at 33°C.

Cytotoxicity test

Cells were seeded in 96-well plates. After formation of the cell
monolayer, growth medium was discarded and 0.2 mL containing 0.5 Ig
concentrations of the tested compounds diluted in a maintenance medium
was added, followed by further incubation of cells and monitoring the micro-
scopic cytotoxic effect after 24 and 48 hours. The highest concentration, at
which no visible cytotoxic effect had been recorded, was considered as the
maximal tolerated concentration (MTC). After the microscopic evaluation
cells underwent the neutral red uptake procedure and the 50% cytotoxic
concentration (CCsp) was determined by regression analysis.

Cytopathic effect (CPE) inhibition test

Monolayer cells in 96-well plates were inoculated with 0.1 mL virus
suspension containing 100 CCIDsy. After an hour for virus adsorption (2
hours in the case of HRV-14), excessive virus was discarded and cells were
inoculated with 0.2 ml of maintenance medium containing serial 0.5 Ig dilu-
tions of non-toxic concentrations of the compounds tested. The virus CPE
was scored daily till the appearance of its maximum in the virus control wells
(no compound in the maintenance medium). Then cells underwent the neu-
tral red uptake procedure and the percentage of CPE inhibition was calcu-
lated by the following formula: %CPE = (ODest sample — ODuirus controt)/(ODioxicity
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control — ODvirus control)- 1he concentration of the tested compound which inhib-
ited 50% of the virus induced CPE was defined as the 50% inhibitory con-
centration (ICsp). The selectivity index was expressed as the ratio between
CCsp and ICsp (SI = CCs/ICs). In the cases when ICsq could not be deter-
mined but nevertheless a minor inhibitory effect was observed, the antiviral
activity was expressed as percentage of the inhibition of the virus CPE.

3.RESULTS AND DISCUSSION

The antiviral effects of all novel compounds were tested against two
very important representatives of the enterovirus genus of the family of pi-
cornaviruses — PV-1 and CV-B1. Some of the compounds were additionally
tested against two other enteroviruses — EV-13 and HRV-14. Results for the
antiviral effects and the selectivity indices of the most promising newly syn-
thesized compounds are presented on Table 1.

3.1. Antiviral effect of cinnamoyl- and hydroxycinnamoyl
amides of fluorated aromatic amino acids.

N-substituted cinnamoyl-, feruloyl-, sinapoyl- and o- and p-
coumaroyl amides of 3-fluorophenylalanine, 3-flurotyrosine and 6-
fluorotryptopahan had been synthesized and tested for their antienteroviral
activity against the replication of PV-1 and CV-B1. The newly synthesized
cinnamic acid amides of fluorated amino acids revealed rather weak antivi-
ral effect against the replication of both viruses, observed only at the maxi-
mal tolerated concentrations (MTCs) (data not shown).

3.2. Antiviral effects of cinnamoyl- and hydroxycinnamoyl
amides of aliphatic monoamines.

N-substituted buthyl, hexyl or heptyl cinnamoyl, feruloyl and sinapoyl
amides have been synthesized and tested for their antienteroviral effects. In
general, the activity of the new cinnamoylamides of aliphatic monoamines
against the replication of PV-1 (LSc-2ab) and CV-B1 is very weak. Only N-
buthylcinnamoylamide could be considered as an exception. The compound
inhibited the replication of PV-1 and the 50% inhibitory concentration (I1Csp)
was determined to be 86 uM. CV-B1 was inhibited to a lesser extent and the
inhibitory effect was revealed only at MTC.

3.3. Antiviral effects of cinnamoyl- and hydroxycinnamoyl
amides of amino acids.

The newly synthesized cinnamoylamides of amino acids possessed
higher antienteroviral activity in comparison to the cinnamoylamides of ali-
phatic monoamines. PV-1 was more sensitive to the antiviral effect of the
new compounds than CV-B1. The cinnamoyl amides of amino acids were
endowed with though slight antiviral effect in contrast to the sinapoyl am-
ides. The greatest attention deserved N-cinnamoyl-valine methyl ester. In
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an experimental set-up which allowed the estimation of the effect against
several different virus doses, 1C5, against the replication of PV-1 was de-
termined to be 70 yM and 276 pM against CV-B1. The greater sensitivity of
PV-1 is noticeable. Having determined the 50% cytotoxic concentration for
FL cells a selectivity ratio above 7 is established in the case of PV-1.

3.4. Antiviral effects of cinnamoyl- and hydroxycinnamoyl
amides of glaucine.

The absence of an appropriate functional group in the molecule of
glaucine for accomplishing linkage with cinnamic acids imposed the intro-
duction of an amino group. The low reactivity of 3-aminoglaucine necessi-
tated the synthesis of the more reactive 3-methylglaucine.

Tab. 1. Antienteroviral activity of the newly synthesized amides.

Compound PV-1 (LSc-2ab) CV-B1 EV-13 HRV-14
P ICs® % SI 1Ce % SI ICsxy % S| ICxp % Sl
N-buthyl- >2
cinnamoyl- 86 n.a’ >4 na. 5 na. nd® na. na nd. nd. -

amide
N-cinnamoyl-
valine methyl 70 na. 8.2 276 n.a. 2 nd? na. na. nd nd. -
ester
Feruloylamide
of 3- 0
aminomethyl-
glaucine
Sinapoylamide
of 3- 0
aminomethyl-
glaucine
o-
coumaroylamide
of of 3- na. <25 na. na. 0 n.a. n.a. 0 na 15 na. 103
aminomethyl-
glaucine
p-
coumaroylamide

n.a. n.a. 0 na. na. <25 na. 12 na. 94

n.a. n.a. 0 n.a. n.a. 0 na. 28 na. 4.5

of of 3- na. <50 n.a. n.a. 0 n.a. 32 na. 5 13 na 11
aminomethyl-
glaucine
Oxogiaucne 12 na. 433 25 na 21 05 na. 140 03 na 170
Disoxaril 2 na. 125 2 na. 125 13 na. 19 15 n.a. 14

®50% inhibitory concentration values are expressed in yM and represent the mean
values in two different experiments with 4 replicates in each experiment.
bPercentage of viral cytopathic inhibition as compared to the untreated virus control.
CS' = CC50/|C50

n.d. — not done

°n.a. — not applicable
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The latter was linked to ferulic, sinapic and o- and p-coumaric acids.
The four newly synthesized amides were tested for their antienteroviral ef-
fects against PV-1, CV-B1, EV-13 and HRV-14. All new compounds dem-
onstrated the highest antiviral activity against the replication of HRV-14. The
best antirhinoviral effect was manifested by both o- and p-coumaroyl amides
revealing a selectivity ratio above 10. Moderate antiviral activity against the
replication of EV-13 was demonstrated by p-coumaroyl amide with a selec-
tivity index 5. The MTC of the compound (100 puM) had some minor effect
against the replication of PV-1. CV-B1 was relatively resistant to the antiviral
effect of p-coumaroyl amide. Minor inhibitory effect against PV-1 was de-
tected also for o-coumaroyl amide. CV-B1 was insensitive to the activity of
all the new amides from this group.

Nevertheless that none of the newly synthesized compounds exceeded in
its antiviral activity the effects of the positive drug controls, several of the
new cinnamoyl- and hydroxycinnamoyl amides revealed moderate an-
tienteroviral effects. Given the promise of these results further directed syn-
thesis of new compounds of this class with optimized chemotherapeutic
characteristics is worth continuing.
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New Routes to Anthrapyrane Antibiotics
Hoang Trang Tran-Thien and Karsten Krohn
University of Paderborn, Warburger Straf3e 100, 33098 Paderborn

Abstract: The 4-H-anthra[1,2-b]pyranes are well known for their anti-
bacterial and antitumoral activity. Their chemistry, biochemistry and biologi-
cal activity was extensively reviewed. In most cases, the angulary con-
densed benzo[aJanthraquinone skeleton was constructed by a Diels-Alder
reaction. It is anticipated that a series of Claisen condensations give mole-
cules with B-polyketone functionalities (polyketides), whose inframolecular
condensation and enolization generate aromatic nuclei such as naphthale-
nes, anthracenes, benz[a]-anthracene and anthrapyranes. Therefore we
used the methodology of Yamaguchi to construct anthraquinones with ester
functions in the side chain.

Keywords: Total synthesis, Anthrapyrane antibiotics, y-Indomycinon,
Baker-Venkataraman rearrangement, biomimetic dianion reactions.

1.INTRODUCTION

y-Indomycinon ™M is a member of the large family of anthrapyran antibiot-
ics which mostly occur as the C-glycosides such as the pluramycines,
hedamycines, riboflavines, altromycines and indomycines.”* ® These antibi-
otics found renewed interest in structural biology ! due to their selective
binding to DNA and their specific alkylation of guanine. > ® In addition to the
C-glycosides, a number of aglycones with the anthra[b]pyran skeleton are
also found in nature. Some of these have a C-6 side chain at C-2 such as f-
indomycinone(1)"! and d-indomycinone (2)"® or or a C-4 side chain, exem-
plified by y-indomycinone (3),!" kidamycinone™™ the antihepatitic antibiotic
AH-1763 lla ® 1'% and the neuroprotective espicufolin (6)""! (Figure 1). The
remarkable biological properties of some derivatives have aroused great in-
terest, which recently resulted in several syntheses including those of pre-
mithramycinone,!'? espicufolin,™*'  altromycinone and kidamycinone,!™
and AH-1763 11a.l'¥ The recent publication of the synthesis of ent-y-
indomycinone by Tietze et al.l"! prompted us to disclose our alternative syn-
thesis of rac-3. In the syntheses published to date, the construction of the
appropriately substituted skeleton and the attachment of the C-2 side chain
have found different solutions. Diels-Alder reactions!">'* '® ' or biomimetic-
type dianion condensations!"?"*! were mainly used for the construction of the
anthra[b]pyran skeleton. Carbanion methodology, not possible at the an-
thraquinone level, was often employed on naphthalene derivatives for the
attachment of the side chains.!"*""! Alternatively, in our approach, we used
an acyl transfer of the Baker-Venkataraman-type for chain elongation to
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avoid the reduction and/ or oxidation steps connected with the organometal-
lic reactions on the anthraquinone skeleton.!""®

kidamycinone (4) AH-1763 (5) (R)-espicufolin (6)

Fig. 1Representative anthrapyranone antibiotics with C-6 or C-4 side chains.

2.SYNTHESES OF THE SUBSTRATES

The total synthesis of racemic y-indomycinone (rac-3) was achieved by
Baker-Venkataraman rearrangement of ester 11 to the diketone 12, acid-
catalyzed cyclization to the anthrapyranone 13, followed by methyl ether
cleavage and acetylation to 16, selective bromination of the branched side
chain with simultaneous Sy1-type hydroxyl substitution to 23 and transeste-
rification to rac-3. The corresponding y-indomycinone 11-methyl ether (rac-
20) was prepared in asimilar reaction sequence.

3.RESULTS AND DISCUSSION

The synthesis of rac- y-indomycinone started from the known 2-acetyl-1-
hydroxy derivative 7, prepared in a biomimetic-type dianion reaction during
the synthesis of aklanonic acid.'” The first task was the saponification of
the tert-butyl ester 7 in trifluoroacetic acid, followed by decarboxylation in
dried DMF solutions to obtain the methyl group at C-5 as present in y-
indomycinone (3). The poor nucleophilicity of the strongly chelated phenolic
hydroxyl group at C-1 in 9 in the esterification with the racemic a-branched
acyl chloride 10 was overcome by addition of 4-(dimethylamino)pyridine
(DMAP) to afford the ester 11 in 95% yield. The key step was the subse-
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quent Baker-Venkataraman rearrangement induced by heating of the ester
11 under reflux with lithium hydride to afford the anthraquinone 12 with a
branched p-diketo side chain in 97% yield. Simple solution in trifluoroacetic
acid induced the transformation and the 2’-deoxy- y-indomycinone methyle-
ster 13 was isolated in 75% yield. At this point, we wanted to test the clea-
vage of the methyl ether at C-11. Interestingly, using boron tribromide, the
bromination product 15 (56%) was isolated in addition to the expected phe-
nol 14 (34%). Acetylation of the phenol 14 afforded the acetate 16 in 95%
yield, providing another molecule in addition to 13 for subsequent bromina-
tion experiments. A key feature of our synthesis was the exploiation of se-
lective bromination of the side chains of 13 to introduce the missing hydroxyl
groups. We expected that the tertiary position of the branched side chain at
C-2" would be attacked more rapidly than the C-5 methyl group. In fact, this
assumption turned out to be true, in agreement with theory.

OCH; 0 OH OCH;0 OCH, 0
‘O ‘O G oo
89‘3\'r 40°C,12h
79 %
. LiH, 20 h
reflux in THF
———
97 %
OH O OAc O
BBry DMAP v
HO e, O‘O iy O‘O
%
86 °/ for 14 95 %
o [3
13 14:R=H 16
15: R=Br

Fig. 2 Synthesis of the basic anthrapyranone skeletons 13-16 by Baker-
Venkataraman rearrangement of 12.
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OCH;0 0™ OCH;0 07 OCH;0 07
Bl'z hv
P ‘O O‘O Q‘O
(mmst CCly)
17:33 %
20: 38 %
17 (3 3) AQOAC 18 (2 3) 19 (1)
OH 85 %
OCH; 0 OCH30 0] OAc O 0
MeOH
OI.O KoCOs O‘O O By, in coly O‘O
hv
(quant.) (50 %)
20
OH OH Br2 hv Br
' (moist CCly)
OH O MeOH OAc O
ch03
(0]
(quant)
0]
rac-3 23 (24 %) 24 (20 %)

Fig. 3 Synthesis of rac-20 and the natural product rac-3 by transesterification
in basic methanol of 21 and 23.

We tried two different conditions for the bromination reactions. In the
first experiments, rigorously dried terachloromethane and a sixfold excess of
bromine was used in the light induced bromination. After consumption of the
starting material, an approximate 3.3:2.3:1 ratio (45, 32, and 13% yield) of
the monobromide 17, the dibromide 18, and the tribromide 19 was isolated
(Fig. 3). In the second series of experiments, moist tetrachloromethane was
used as a solvent, only a twofold excess of bromine was used, and the ir-
radiation time was limited to ca. 90% of starting material conversion. Under
these conditions, in addition to the expected monobromination product 17,
the y-indomycinone methyl ether (20) was simultaneously formed (38%). An
alternative exchange of the bromine atom in the monobromine 17 was rea-
lized by the two step procedure via the acetate 21, formed by treating bro-
mide 17 with silver acetate in DMF (85%)., followed by transesterification
with basic methanol to yield y-indomycinone methyl ether (15) quantitatively.
Having established a route to the rac-y-indomycinone methyl ether (20), the
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final task was the methyl ether cleavage in 20 to yield the natural product
rac-3.

In summary, using Yamaguchi-dianion reaction, Baker-Venkataraman
rearrangement and radical bromination we have shown total synthesis of
rac-y-indomycinone in 19 steps.
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Spectroscopic and structural elucidation of
codeinium violurate monohydrate
R. Bakalska', T. Kolev
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stry, Plovdiv 4000, Bulgaria

Abstract: The structure and spectroscopic properties of codeinium vi-
olurate monohydrate (1) were studied, using methods of linear-polarized
infrared (IR-LD) spectroscopy of oriented as suspension in nematic liquid
crystal and UV-VIS spectroscopy, HPLC tandem mass spectrometry and
thermal methods. Data obtained are compared with results of other codeine
derivatives, where the absolute structures have been elucidated crystallo-
graphically.

Keywords: codeinium violurate monohydrate, UV- and IR-LD spectros-
copy.

1.INTRODUCTION

As a part of our systematic study of derivatives of codeine [1-4], we
are presented the structural and spectroscopic elucidation of codeinium vi-
olurate (1), depicted in Scheme 1, using Iinear-polariz1ation IR-(IR-LD)
spectroscopy of oriented colloids in nematic host, UV-spectroscopy, HPLC
tandem mass spectrometry (HPLC ESI MS/MS) and thermal methods. The
correlation structure-spectroscopic properties is elucidated comparing the
spectroscopic data with the experimental crystallographic ones of other de-
rivatives of codeine [5-14]. The structural investigations of codeine derivates
are rare and every examination giving that kind of information is reasonable.

(l) Q Iill _|®

0
SN
0 0
0 ®

NH HN_ _NH g

Yy

HO™ N

(1)

Scheme 1. Chemical diagram of (1)
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2.EXPERIMENTAL
Synthese

To a solution of 1.0 g (3,3 mmol) of codeine in 6 ml water was added
5 ml violuric acid (0.3500 g (3.3 mmol) under continuously stirring at 40°C.
The obtained violet solution was remaining 2 weeks at room temperature in
the dark. The solvent was evaporated and the rest precipitate was filtered
off, washed with methanol and dried on air. (C;,H26N4O7 found: C, 55.71; H,
5.55; N, 11.84; calcd.: C, 55.69; H, 5.52; N, 11.81. The most intensive signal
in the mass spectra of (1) is the peak at m/z 300.81, corresponding to the
singly charged [C1gH22NOs]" ion with the as m/z value of 300.38. The ther-
mal analysis of (1) in 200 — 500°C temperature range show a weight loss at
128°C, of 2.81 % corresponding to one water molecule included in (1). The
enthalpy effect of 6.32 sack/mol is obtained.

3.MATERIALS AND METHODS

Conventional and polarized IR-spectra were measured on a Thermo
Nicolet 6700 FTIR-spectrometer (4000 — 400 cm™, 2 cm™ resolution, 200
scans) equipped with a Specac wire-grid polarizer. Non-polarized solid-state
IR spectra were recorded using the KBr disk technique. The oriented sam-
ples were obtained as a colloid suspension in a nematic liquid crystal ZLlI
1695. The theoretical approach, experimental technique for preparing the
samples, procedures for polarized IR-spectra interpretation and the valida-
tion of this new linear-dichroic infrared (IR-LD) orientation solid-state
method for accuracy and precision has been presented [15-18]. The posi-
tive and negative ESI mass spectra were recorded on a Fisons VG Auto-
spec instrument employing 3-nitrobenzylalcohol (Sigma-Aldrich) as the ma-
trix. Ultraviolet (UV-) spectra were recorded on Tecan Safire Absorbance/
Fluorescence XFluor 4 V 4.40 spectrophotometer operating between 190
and 900 nm, using solvent acetonitrile (Uvasol, Merck product) in concentra-
tion of 2.5.10° M, using 0.0921 cm quarz cells. The thermal analyses were
performed in the 200 — 500°C region on a Differential Scanning Calorimeter
Perkin-Elmer DSC-7, and a Differential Thermal Analyzer DTA/TG (Seiko
Instrument, model TG/DTA 300). The experiments were carried out with
scanning rate of 10K/min under an argon atmosphere. The elemental analy-
sis was carried out according to the standard procedures for C and H (as
CO,, and H,0) and N (by the Dumas method).

4. RESULTS AND DISCUSSION

The UV-spectrum of (1) in methanol, depicted in Fig. 1 is character-
ized with bands at 235 nm (' = 10100 . mol".cm™), belonging to transitions
of the aromatic fragment in the molecule. The observed violet colour of the
(1) in solution and in solid-state is explain with the band at 551 nm ([ = 988
l.mol™.cm™), corresponding to n—[1* transition in the O=N- of the violurate
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fragment, formed as a result of deprotonation of the acid and formation of
the codeinium cation. These data are similar to other reported salts of vi-
oluric acid [19].

0.4

0.35
0.3 1
0.25 1

< 0.2 A
0.15 4
0.1 1

0.05

0 T T T T T
400 450 500 550 600 650 700

A [nm]

Fig. 1. UV-spectrum of (1) in methanol

The compound (1) is characterized with the underlined degree f ma-
cro-orientation of suspended particles [15-18] (Fig. 2), thus allowing a pre-
cise interpretation of the corresponding polarized IR-LD spectra. The IR-
spectrum of (1) is characterized with an intensive doublet of bands at 3536
and 3485 cm™ belonging to absorption maxima of the stretching vibration
(Cony) of the included solvent water molecule and the OH group of code-
inium cation (Fig.2). The vc-c and 8a vibration is observed at 1614 cm™. The
typical for other derivatives IR-bands about 1500 cm™ (19a in-plane (A;)
phenyl modes) in the case of (1) is low intensive and practically undefini-
tived. To Lc=c can be assigned the maximum at 1624 cm’”

In the 1200 — 800 cm™ region a series of in-plane peaks of 1,2,3,4-o-
tetrasubstituted benzene about 1150 cm™ and 1050 cm™ are observed. Be-
low than 1000 cm™ intensive maxima at 783 and 756 cm™ are observed,
assigning to 17b and 11-[icy out-of-plane (0.p.) modes of aromatic frag-
ment. A direct evidence of this assumption follows by the obtained the eli-
mination of these maxima at equal dichroic ratio in corresponding polarized
IR-LD spectra (Fig. 3). The discussed reduction leads to an appearance of
the maxima for other different disposed molecules in the unit cell of (1). This
phenomenon can be illustrated using the reduced IR-spectrum in Fig.3,
where the elimination of the band of o.p. bending vibration at 756 cm™ in the
“inflex point” (Fig.2.2) is previously investigated [18] and confirmed of the
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Davydov splitting effect as a result of the presence of different oriented mo-
lecules in the unit cell. As for example case of codeine-N-methyl iodide [4],
crystallizing in orthorhombic space system and noncentrosymmetric P2,242,
space group [4]. Unfortunately the polycrystalline character of the sample
obtained from different solvents difficult the obtaining of the absolute struc-
ture of (1) by single crystal X-ray diffraction. Intensive IR-characteristic
bands of the anion anionic violuric acid are at 1710 cm™ and 1688 cm™, with
the combination Ug=o + Un_y Vibrations [19].

2)

1624

3485

3536
1710

75g83

T T T T T T
3500 3000 2500 2000 1500 1000 500
Absorbance / Wavenumber (cm-1)

Fig.2. Non-polarized IR- (1) and difference IR-LD (2) spectra of (1) in nematic host;
the self-absorption of the orientation medium is presented by gray rectangles

5.CONCLUSIONS

The correlation structure/spectroscopic properties of novel derivative
of codeine, i.e. codeinium violurate monohydrate is elucidated by means of
linear-polarized infrared spectroscopy of oriented as suspension in nematic
host, UV-VIS spectroscopy, HPLC ESI MS/MS and thermal methods. The
obtained data are compared with analogous one of other codeine deriva-
tives, where the absolute structures have been elucidated by single crystal
X-ray diffraction. Underlined Davydov resonance effect is observed in the
solid-state IR-spectra. The phenomena are proved by polarization IR-
spectroscopy, as far as the polycrystalline character of the sample avoid us-
ing an absolute method for determination of the structure.
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Fig.3. Non-polarized IR- (1) and reduced IR-LD spectra of (1) after conse-
que1ntly elimination of the sub-maxima (2) and (3) at the bands at 783 cm™ and 756
cm .
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Abstract: Using the AM1 semiempirical quantum-chemical method
some 3D and 2D descriptors were calculated for two series of papain sub-
strate analogues - N-mesylglycine phenyl esters and N-benzoylglycine
phenyl esters. Calculated energy of LUMO and the 2D parameter lipophilici-
ty, log P, correlate well with the affinity of the compounds to the active site
of the papain expressed by the logarithm of reciprocal values of Michaelis-
Menten constants (Km).

Keywords: quantum-chemical methods, LUMO, log P, QSAR, papain.

1. INTRODUCTION

The construction of receptor/ligand interaction models is an actual chal-
lenge of the theoretical chemistry. The usage of computers with higher and
higher computational resources allows fast improvement of quantum-
chemical methods to be used for this purpose that increases substantially
the reliability of the obtained results. The usefulness of the results obtained
by the latter methods can be evaluated via their comparison with experi-
mentally obtained data, for the affinity of ligands to receptors. The most
convenient models for the investigation of the ligand/receptor interactions
are those arised between enzymes and substrates (or inhibitors). Of impor-
tant convenience in the process of study of ligand/receptor interactions is
the fact that such kinetically measureable characteristic as the Michaelis
constant shows directly the affinity of a given substance (substrate or sub-
strate analogue) to the enzyme center.

Over the last years there are a lot of QSAR investigations using numeri-
cal kinetic descriptors of the ligands/enzymes interactions, obtained via
quantum-chemical modeling. Usually a series of substrate analogues of a
given enzyme are modeled [4].

Papain is a proteolytic sulfhydryl protease. Its molecule consist one
polypeptide chain with 212 amino acid residues. The spatial structure of pa-
pain is folded into two domains with the active site in a groove between the
domains [3]. Its catalytic triad is made up of 3 amino acids — cysteine-25,
histidine-159, and asparagine-158. The function of papain is performed via
nucleophile attack of cysteine sulfure to amide carbon. The polypeptide
chain is oriented with its amino end towards the active center of papain. As-
paragine-158 and histidine-159 are involved in spatial interactions and aid
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the realization of reaction between enzyme and substrate. The interaction
of the enzyme chain amino acids (receptor) and the amino acids of the hy-
drolysable protein chain (ligand) determines affinity between them and the
effectiveness of the enzyme, which quantitative measure is the Michaelis
constant.

The purpose of the present work is to look for relation between experi-
mentally obtained values of the Michaelis constant and theoretically calcu-
lated descriptors of two series of papain inhibitors.

2. THEORY AND METHODS

In the present paper we are searching for a relation between the activity
of papain against two groups of investigated compounds (Fig. 1) and its
structural indices calculated quantum-chemically.

The optimal geometries of the investigated compounds were obtained
by structure optimization employing the restricted Hartree—Fock theory at
the semi-empirical AM1 level [5]. The AM1 method is chosen due to the size
of the compounds under study and limited computing resources. Further-
more, AM1 is a method of choice in the articles of Raczynska and cowork-
ers [6, 7] for calculation of microcharacteristics of compounds which are
similar to those considered in this paper. The used software was MOPAC
2002 [11].

The investigated groups are: (i) compounds with amide bond (glycine X-
phenyl ester amides) and (ii) compounds with amide-like bond (glycine X-
phenyl ester sulfonamides), both differ with respect to the substituents in
their phenyl ring.

We have been looking for a relationship between the enzyme activity
and several chosen descriptors, namely log P, the molecular refraction,
LUMO, and the Hammet constant. The values of the activities (log }; ), the

molecular refraction (MR) and the parameter of Hammet (o) are taken from
[2].

The evaluation of log P is performed by the use of atomic parameters
obtained by Ghose, Pritchett and Crippen [1] and extended later by Ghose
and coworkers [9, 10].

3. RESULTS AND DISCUSSION
In Tab. 1 are presented the logarithms of reciprocal values of Michaelis
constant (log }; ) and the values of structural descriptors of compounds

from the first group (i): with amide bond. The difference between com-
pounds in both groups is in the substituent X in the phenyl rings.
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Fig. 1: General structure of the investigated compounds

Tab. 1: Descriptors for the compounds from the subgroup (i).

X R log1/Km MR o logP LUMO

1 4-NH, COCgHs 3.58 0.54 -0.66 1.61 -0.183
2 4-Me COCgHs 4.02 0.56 -0.17 2.85 -0.316
3 H COCg¢Hs 3.77 0.10 0.00 2.38 -0.306
4 4-CI COCgHs 4.00 0.60 -0.23 2.91 -0.636
5 4-F COCg¢Hs 3.69 0.09 0.06 2.52 -0.640
6 3-NO, COCgHs 4.74 0.74 0.71 -1.53 -1.567
7 4-NO, COCgHs 4.85 0.74 0.78 -1.53 -1.645
Ir| >0.7540.714 0.892 -0.867 -0.940

Significant linear correlation between seven values of independent and
dependent variables at confident level of 95 % is observed when the sample
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correlation coefficient is greater than its critical value of 0.754, i.e. when |r| >
0.754 [8]. Therefore, we have a significant linear correlation between the lo-
garithm of the reciprocal value of the Michaelis constant and the s-constant
of Hammet, log P and LUMO energy.

For the sake of tightness graphical presentation of the correlation are
missed.

The regression equations between the activity of the enzyme papain
and the descriptors are:

log )i =-0.22031log P +4.3828

log V%, = 0.89460 +3.9868
log Y, = —0.7849LUMO +3.4994

It is obvious that, the decrease of log P increases the affinity to the en-
zyme active site. The more hydrophilic the compound is, the higher its affini-
ty to the enzyme is. The observed linear dependence can be described by
the narrow interval of values of log P of the investigated compounds. Cer-
tainly, with the decreasing of the hydrophobicity of the investigated com-
pounds their affinity towards the enzyme increases. This relation is easy to
be commented having in mind the polar medium in the active site of enzyme
formed by the amino acids cysteine, asparagine and histidine.

We have obtained a linear correlation between the activity and the o-
parameters of the substituent in the aromatic ring of the ester group. With
the increase of o, the affinity to the active center of the enzyme increases.
The increase of o corresponds to the ampilification of electron acceptor
properties of the substituent X. From the correlation dependence it can be
concluded that compounds with more than one electron acceptor group
should have higher activity to the active center of papain. The distance be-
tween aromatic ring and hydrolysable amide function is large enough. It
means that the correlation between Hammet constant and the affinity of the
compounds to the enzyme active site is due to the stronger attraction be-
tween histidine nucleophylic atoms and electorphylicity of the ester carbon
atom.

We have obtained a linear dependence with highest correlation coeffi-
cient between LUMO energy and the logarithm of the reciprocal value of the
Michaelis constant. Interestingly, the value of the sample correlation coeffi-
cient r > 0.940 is sufficient to assure the significance of the linear correlation
even on confidence level of 99 %. [8]. Moreover, with increasing of LUMO
energy the affinity towards the enzyme increases as well. The LUMO ener-
gy shows the electrophilicity of the investigated compound. This correlation
confirms the former one. The stronger electrophilic properties are, the high-
er affinity to the enzyme is.
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The second group of compounds (ii) is the compounds with amide-like
bond — sulfonamide group. Tab. 2 presents the values of log %<M and the

calculated descriptors for the second group. The compounds have amide-
like bond and differ with respect to the substituent X in the phenyl ring.

Tab. 2 Descriptors for the second subgroups of compounds.

X R log1/Km MR o logP LUMO
4-OH SO,Me 2.05 0.28 -0.37 0.44 -0.829
4-OMe  SO,Me 2.13 0.79 -0.27 0.47 -0.784
4-Me SO,Me 2.08 0.56 -0.17 1.19 -0.796
3-Me SO,Me 2.23 0.56 -0.07 1.19 -0.798
SO2Me 1.79 0.10 0.00 0.72 -0.817

©CONOORAWN-=
I

4-F SO,Me 1.95 0.09 0.06 0.86 -0.897
3-OMe  SO;Me 2.29 0.79 0.12 0.47 -0.822
4-CHO SO;Me 2.33 0.69 0.42 0.40 -1.069
4-Cl SO,Me 2.38 0.60 0.23 1.24 -0.890
10 3-F SO;Me 1.98 0.09 0.34 0.86 -0.905
11 4-COMe SO,Me 2.57 1.12 0.5 0.03 -0.995
12 3-NO, SO,Me 2.53 0.74 0.71 -3.19 1497
13 4-NO, SO, Me 2.71 0.74 0.78 -3.19 1442

Ir| >0.5530.813 0.730  -0.677 -0.720

The presented results show that there is a significant linear correlation
between log )i ~and all of the investigated independent variables. The re-

gression equations are as follows:
log )% =—0.1208log P +2.2462

log V%, = —0.8109LUMO +1.4500
log Y. =0.54376 +2.1370
log V%, = 0.6834MR +1.8564

The values of the sample correlation coefficients allow the conclusion
that there is significant linear correlation between log P of the investigated
analogues of the substrates and the activity of the enzyme papain at confi-
dence level of 95 % and between the activity and the LUMO energy, the
Hammet parameter o, and the molecular refraction even at confidence level
of 99 %. [8]

The obtained correlations for the second subgroups of compounds (ii)
support the correlations obtained for the first subgroup and can be inter-
preted by the same way.

There is a significant linear correlation between local descriptor of subs-
titute (-X) influence and the receptor/substrate affinity, as far as between
global parameter of electophylicity (energy of LUMO) and the affinity, be-
sides there is a correlation of the affinity and molecular refractivity. All the
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obtained relations are in excellent accordance with the relations obtained for
the first subgroup.

The correlation of any biological answer with log P usually shows how
the penetration through the biological membranes is connected to the bio-
logical activity of the compounds under consideration. When we look for the
structural features of compounds responsible for affinity to enzymes, log P
is demonstrative for the correspondence between enzyme active site polari-
ty and the polarity of the substrate analogue. As better the correspondence
is, as higher the affinity between them is. What was important for us in the
present investigation is that there is a strong accordance between structural
desctiptors obtained experimentally and descriptors obtained quantum-
chemically, using semi-empirical quantum-chemical methods. This finding
demonstrates the reliability of the used theoretical methods.

ACNOWLEDGMENTS

This work was supported by the project “Bioinformatic investigations on
the structure and activity of proteins and drug-receptor interactions”
DVU/01/197 - SWU "Necfit Rilski".

4. REFERENCES
[1] Ghose, A., Pritchett, A., Crippen, G., (1988) Atomic physicochemical pa-
rameters for three dimensional structure directed quantitative structure-
activity relationships lll: Modeling hydrophobic interactions, J. Comp. Chem.
9, 80-90.
[2] Hansch, C., Calef, D. F. (1976) Structure-activity relations in papain-
ligand interactions, J. Org. Chem. 41, 1240-1243.
[3] Kamphuis I. G., Kalk, K. H., Swarte M. B., Drenth J. (1984) Structure of
papain refined at 1.65 A resolution, Journal of Molecular Biology, 25,
179(2), 233-56.
[4] Lepp, Z., Chuman, H. (2005) Connecting traditional QSAR and molecular
simulations of papain hydrolysis—importance of charge transfer, Bioorganic
& Medicinal Chemistry 13 3093-3105.
[5] Le Questel J., Berthlot M., Laurence Ch. (1997) Can semi-empirical cal-
culations yield reasonable estimates of hydrogen-bonding basicity? The
case of nitriles, J. Chem. Soc., Perkin Trans. 2, 2711-2717.
[6] Raczynska E. D. (1997) Application of semiempirical method (AM1) to
the study of tautomeric equilibria in the gas phase for simple compounds
containing the amidine group: 4(5)-substituted imidazoles, Anal. Chim. Acta
348, 431-441;
[7] Raczynska E. D.(1998) Influence of Substituent on Tautomeric Equili-
brium Constant in 5(6)-Substituted Benzimidazoles in the Gas Phase, J.
Chem. Res., Synop. 704-705.
[8] Triola, M. (2003) Elementary Statistics, Boston, USA, Addison-Wesley.

65


http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Kamphuis%20IG%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus�
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Kalk%20KH%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus�
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Swarte%20MB%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus�
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Drenth%20J%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus�
javascript:AL_get(this, 'jour', 'J Mol Biol.');�

Faculty of Mathematics& Natural Science — FMNS 2009

[9] Viswanadhan, V., Ghose, A., Revankar, G., Robins, R. (1989), Additional
parameters for hydrophobic and dispersive interaction and their application
for an automated superimposition of certain naturally occurring nucleoside
antibiotcs, J. Chem. Inf. Comput. Sci. 29, 163-172.

[10] Wang, R., Fu, Y., Lai, L. (1997), A New Atom-Additive Method for Cal-
culating Partition Coefficients, J. Chem. Inf. Comput. Sci. 37, 615-621.

[11] http://www.cachesoftware.com/mopac/index.shtml

66


http://www.cachesoftware.com/mopac/index.shtml�

Section: “Chemistry”

Lipophilicity and Antiviral Activity of Acyclovir
Analogues
Elitsa Hristova, Zhivko Velkov, Mikhail Kolev

Department of Chemistry and Department of Mathematics
South-West University “Neophit Rilski” Blagoevgrad, Bulgaria

Abstract: The low intestinal absorption and bioavailability with oral ad-
ministration are important disadvantages of the contemporary antivirus
agents. They come from their high polarity and hydrophilicity. In this paper
we correlate the antiviral activity of the Acyclovir pro-drugs with the calcu-
lated index of hydrophobicity log P.
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1. INTRODUCTION

Computer-aided molecular modeling is among the methods that are
successfully used in the search for new antivirus drugs over the latest years
[6]. That way, a variety of physicochemical descriptors can be generated.
These descriptors can be related quantitatively with the antiviral activity of
the investigated compounds and such approach gives information about the
structural elements that antiviral agents should possessed [1]. Moreover,
the molecular models are a reliable source of information for predicting ad-
sorbability, distribution, metabolism, excretion and toxicity (ADMET) of a
given drug at a very early stage of screening the candidates for drug devel-
opment and for the successful combinatorial library design [8], [10], [13],
[18].

The most of the antiviral drugs are analogues of nucleo-
tides/nucleosides and as such they act as inhibitors or substrates of virus
polymerase. In the former case, a decrease in the virus replication is ob-
served, while in the latter case the drugs prevent the process of viral DNA
replication. The modified structures in nucleosides analogues include
changes in the glycoside fragments as well as in the aglycone fragment. Via
simplification of the ribose part, Acyclovir (ACV), bromovinyldeoxyuridine
(BVDU), Ganciclovir (GCV), Penciclovir (PCV) and analogues of 2'-
deoxyguanosine have been obtained [3].

Important properties of antiviral drugs like these are their low bioavaila-
bility after oral administration and their short plasma sojourn time [2], [3]. In
order to increase the solubility of ACV in water, its esters have been synthe-
sized. The initial esters turned out to be toxic [4], [12] but the ester of Acy-
clovir with the amino acid Valyne called Valaciclovir (VACV) proved to be a
safe and efficacious drug.
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Greater bioavailability of VACV may be explained by the specific pep-
tide transporters (such as hPEP1) that accelerate the penetration of VACV
into cells as well as by the fast enzyme hydrolysis to ACV via the hydrolysis
of the ester group in the interior of cell [7]. The enzyme that could play the
role of a “valaciclovirhydrolase” is a biphenylhydrolase-like peptide that has
been cloned initially from human breast carcinoma cells and later on from
Caco-2 cells [9].

After oral administration, Valacyclovir undergoes fast transformation to
ACV and the irreplaceable amino acid valyn [11].

In the present paper we will look for the optimal values of log P for a
group of derivatives of Acyclovir with esterically bound amino acids and
peptides and we will search for a correlation between their lipophilicity and
antiviral activity.

2. THEORY AND METHODS

The evaluation of log P is performed by the use of atomic parameters
obtained by Ghose, Pritchett and Crippen [6] and extended later by Ghose
and coworkers [16], [17].

The results for antiviral activity are taken from B. Anand, Y. Nashed,
A Mitra, [2]; they show the concentration (in uM) of the respective drug
needed for 50% inhibition of viral (Herpes Simplex Virus 1, HSV 1) cytopa-
thogenesis.

The regression analysis was performed by using MS Excel program
package.

In the present paper the following compounds have been investigated:
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Fig. 1: Investigated Acyclovir pro-drugs.

3. RESULTS AND DISCUSSION
The values of the antiviral activity: concentration of the investigated com-
pounds in uM that inhibits 50% of the viral infection, and the calculated val-
ues of log P are given in the Tab. 1.

Tab. 1: The values of the antiviral activity and the calculated values of log P of the
investigated compounds.

Acyclovir and EC50 against HSV-1 log P
amino acid [uM]

esters

ACV 7.1 -1.05

VACV 9.10 -0.82

VVACV 6.14 -0.48

GVACV 12.60 -1.89

VTACV 4.80 0.05

The regression equation of the variables describing the antiviral activity
and log P is:

69



Faculty of Mathematics& Natural Science — FMNS 2009

(1)EC50=-3.93*logP+4.65,

with sample correlation coefficient r = -0.932.

We obtained that, the value of the sample correlation coefficient r in Eq.
(1) is higher than the critical value 0.878 for the set size of 5 compounds at
95% confidence level. Therefore, there exists a significant linear correlation
between the antiviral activity (described by the concentration of the com-
pounds required for the 50% reduction of the viral infection) and the lipo-
philicity index, log P [14]. The higher the lipophilicity is, the higher the antivi-
ral activity of the compounds is.

HSV-1/EC 50 = -3,933log P + 4,6522

15
™o

HSV-1/EC 50

0,5

log P

Fig. 2: The linear correlation between the biological activity of derivatives of Acyclo-
vir and log P

In our previous investigations [15] we have obtained that the optimal
values of the lipophilicity descriptor log P for 3'5-esters of 5-bromo-2'-
deoxyuridine with amino acids and peptides with respect to their antiviral ac-
tivity is between -1.39 and -2.16. The compounds with higher lipophilicity
and with lower lipophilicity show lower activity.

Such dependence of the antiviral activity on the lipophilicity is expected
when the differences between the lipophilicity of the investigated com-
pounds is enough large.

In our group the difference between the highest and the lowest lipo-
philicity is 1.94 units of the log P scale. This is not high enough in order to
expect parabolic dependence.

The lower values of the lipophilicity than this of ACV are undesirable,
while the increase in the lipophilicity leads to the increase of the antiviral ac-
tivity. This means that the lipophilicity plays very important role for this group
of compounds.
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Abstract: Information concerning gaseous pollutants generated in the
atmosphere, as a result of fuel incineration processes in thermal power and
industrial plants, was summarized. The main methods and technologies for
flue gases purification from the most ecologically hazardous pollutants are
comparatively discussed.

Keywords: gaseous pollutants, aerosols, flue gas purification systems
and technologies, air ecology control.

1 INTRODUCTION

Recently, atmospheric pollution become of severe global ecological
problem because of the expressed tendency in climate changes and the re-
lated subsequences. The atmospheric pollutants can be generated simulta-
neously from natural phenomena and anthropogenic activities. The dis-
charge of enormous amounts of exhaust industrial gases with different
gaseous contaminants in the atmosphere provokes the development of ef-
fective technologies and reduction in the normative allowed limits [1].

Taking into account the ecologically hot problems, the efforts have to be
directed mainly on the reduction of greenhouse and acidic gases, cyclic or-
ganic compounds and heavy metal vapors emitted from fuel incineration in
thermal and industrial plants. The category of pollutants includes each ha-
zardous component which can be harmful for human health and has nega-
tive natural impact [1,2].

The purpose of the present communication is to summarize information
about the mechanisms for gaseous emission generation at different indus-
trial branches and the established reliable technologies for their removal
and conversion in useful products.
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2. ANTROPOGENIC SOURCES FOR AIR POLLUTANTS

2.1Air pollutants from fuel incineration processes

Fossil fuels, which are widely used in the industrial and district heating
systems, consist of organic (combustible) and mineral (ballast) part. In the
case of coals, the main constituents of the organic compounds are carbon,
hydrogen, oxygen, nitrogen, phosphorous, and sulfur, while the inorganic
part includes: sulfates, sulfides, oxides, carbonates, halogenides, alumosili-
cates, etc. Natural gas is purified from the sulfuric constituents before its
transportation for the pipeline corrosion prevention. The content of the sulfur
in the different types of petrol and coals varies in wide limits from less than
1 to around 5 %. The all sulfur in the composition of the petrol is included in
the organic compounds, while coals contain a significant amount of inorgan-
ic sulfuric compounds, such as FeS,, Fe(S0,);, MgSO,, CaSQ,, etc. [3].

Carbon and hydrogen oxidation, which is accompanied by energy gen-
eration, takes part according to the following reactions in a case of full fuel
incineration:

(1) C + 02— CO, + 395 MJ/mol

(2) H>+ 1/20,— H,0 + 287 MJ/mol

In a case that the oxygen concentration is not enough for the full carbon
oxidation, reactions for CO formation take place:

(3) C + 1/20,— CO + 111 MJ/mol

(4) C+CO, — 2CO — 1722 MJ/mol

Evidently, the generated energy simultaneously with the high levels of
CO formation is significantly lower.

During the non-full fuel incineration, which more often performs at small
municipal ovens, simultaneously with CO, volatile organic compounds
(VOC) also appear. The concentration of VOC, which are formed in indus-
trial and thermal incineration systems, is rather smaller because they incine-
rate entirely to CO, and H,0 setting on fire from the hot walls of the boiler.

Sulfur from the coals and petrol oxidizes to SO,:

(9) S+0, - SO..
SO, can be oxidized additionally, as follows:
(6) SO, + O* - SO3, or
(7) SO, + 1/2 O, — SO3+ 85 MJ/mol
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Generally, SO; percentage in SO, does not exceed 1 % and it is higher
in the flue gases from installations burning petrol than that with coals, be-
cause of the presence of vanadium oxide catalysts.

NO, are also generated as incineration gaseous byproducts, as the
main part from the nitrogen comes from the fuels and small concentrations —
from the air.

Formation of NO is described by the help of Zeldovich’s chain reactions:

(8) N+ O — NO + N* - 315 MJ/mol

(9) N*+ O, — NO + O + 133 MJ/mol

In the flame of the boiler systems, NO generation is stipulated from the
thermally activated oxygen, hydroxide and nitrogen radicals:

(10) N* + OH* — NO + H*+ 165 MJ/mol.

At lower temperatures in the incineration systems and in the atmos-
phere by photochemical reactions, NO transforms to NO..

2.2 Air pollutants from industrial plants
The main industrial sources of atmospheric pollution are metallurgy,
chemistry, petrol processing and food industries [3-6].

2.2.1 Non-Ferrous Metallurgy

The processing of the Cu, Pb and Zn sulfide ores is the second source
for SO, emitting after the fuel incineration. The raw ore for copper produc-
tion is preliminary subjected to oxidation for partially removing of the sulfur
content, as the SO, concentration in the exhaust gases is about 8 vol. %
(Fig. 1). The obtained mixture composed of Cu and Fe oxides and sulfides
is melted in screen oven together with flux additives. The melt surface is
covered with Cu and Fe sulfides, and the volatile gases contain 1-3 vol.%
SO.,. The sulfide mixture obtained on the top of the melt is heated addition-
ally in the converter, where oxidation of Fe and the residue S is occurred
and the concentration of SO, in the exhaust gases is 3-5 vol. %.

In similar technologies, sulfide ores are also used for Pb and Zn produc-
tion, such as PbS (galena), ZnS (galena false), etc. The ores are subjected
to roasting in furnaces with movable grids or in pseudo-fluidized bed layer.
The exhaust gases containing up to 6 % SO, are used for H,SO,4 produc-
tion. The main problem that occurs at this manner for SO, utilization is the
presence of As,03, HCI and HF in the roasting gases, which are catalytic
poisons of SO, to SO; oxidation.
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Fig. 1: Technological scheme of copper production as a source for SO, formation.

2.2.2 Ferrous metallurgy

High thermal reduction of the ferrous oxide ores leads to formation of
Fe-C alloy with up to 6 % C. This process is carried out in ballast-furnaces
which are simultaneously loaded with ore and coke. Various stills are pro-
duced from the obtained cast iron by the reduction of carbon concentration
and blending. The mining, ore processing, agglomeration and loading of the
ballast-furnaces create serious problems with dust pollutions in air. Moreo-
ver, the exhaust gases from the ballast-furnaces contain high concentration
of CO. The cast iron is converted to still in converters which are scavenged
by oxygen flows and the resulted gases contain high levels of CO and CO..
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2.2.3 Petrol processing industry

Except of hydrocarbons the raw petrol contains alkaline and rare earth
salts, different organic and inorganic sulfur—enriched compounds. Sulfur
concentration in the raw petrol varies from 0.5 to ~5 %. The main pollutions
during the petrol processing are generated from the incineration of petrol or
its low-quality fractions for thermal supporting of distillation and rectification.
High quantity of black carbon can be emitted during the cracking and rege-
neration of the catalysts.

2.2.4 Chemical industry

The mining of row materials (coals, sand, break stone, etc.) from earth
womb uses different explosives which liberate in the atmosphere hazardous
gases (CO, CO,, SO,). Glass industry utilizes as raw products soda, sand,
limestone and old glass and the exhausted gases from their melting contain
carbonates, fluorides, nitrates and chlorides, which are air pollutants.

The H,SO, production is based on the catalytic oxidation of SO, to SO;
in reactors at 450-600 °C. Despite of the reliable equipment about 2 % of
SO, go into the atmosphere.

The synthesis of phosphorous fertilizers and electrolytic deposition of Al
are accompanied by liberating of fluorine-containing gases, while the paper
and cellulose industry is a potential source of H,S and mercaptans.

3 METHODS AND TECHNOLOGIES FOR REMOVAL OF

GASEOUS EMISSIONS

According to their aggregate state, the air pollutions can be divided in
two main groups: (i) gases and vapors, and (ii) aerosols. The pollutants from
the first group are characterized with molecular sizes and generally they
form homogeneous solutions with air, while those from the second group
are small in size particles from condensed matter (solid or liquid) with a di-
ameter <100 pm.

3.1 Methods for aerosol removal
Gaseous flows are passed though cameras in order to remove the dis-
persed solids by the help of gravity, electrostatic, thermal, centrifugal or in-
ertial forces [2,3,6]. The equipments for aerosols removal are schematically
presented in Fig. 2.
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Fig.2.: Equipments for flue gases purification from aerosols : a) dust removal cam-
era; b) inertial camera with vertical bafflers; c) sloping screen precipitant; d) cyc-
lone;

d) electrostatic filter; 1-row gas; 2-clean gas; 3-dust products.

3.2Methods for gaseous emissions removal
The gaseous pollutants removal from gas-carrier medium is based on
the general aspects of the gas diffusion into the bulk or on the adsorbent
surfaces. The pollutants are kept by adsorption on solid or liquid surface
and thereafter they are catalytically transferred in less toxic or even com-
mercial products. Another approach is the oxidation, dissociation or reduc-
tion of the emissions to harmless air components.

3.2.1 SO, removal
SO, has acidic reaction and low solubility in water, that is way for its
removal alkaline solution or solid bases are used. The most used sorbents
are limestone (CaCOs3), quick lime (CaO) or dolomite (CaCO3;.MgCQOs3). The
following chemical reaction can occur:

(10) CaO + SO, + 1/20, — CaSOy

The obtained dry powder is separated from the gas flow by cyclones or
filters, or in scrubbers like semidry product in a case of wet process. The ef-
fectiveness of the dray process is 40 — 70 %, while of the wet is over 90 %.

The rest middling slime from non-ferrous metals processing containing
CaO and MgO is used for SO, removal:

(11) MgO + SO, — MgSO;

Gaseous NH; can be used as an effective reagent of SO, neutralization
at 150 °C (USBM-process) [2,3]:
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(12) 2NHs + SO,+H,0 —> (NH4)2SO3

(1 3) NHs3+ SO+H>0 — NH/HSO3

NH; can be regenerated by the help of NaOH, CaO or ZnO. The effective-
ness of this process exceeds 95 %.

Pure water can also be a reagent for SO, capture followed by catalytic
(coal, MnO, Na,S) oxidation to sulfuric acid:

(14) SO,+H>0 — H>SO;3

(15) H>SO;3 + 1/20,— H>,SOy4

Direct oxidation of SO, to SO; can be performed, which is well-known cata-
Iytic process in H,SO, production. Full oxidation with high velocity is en-
sured at 450 — 600 °C.

Another technological possibility is SO, absorption with NH; followed by
disproportion of the obtained NH4;NSO3; and (NH,4).S.03 under high pressure
(1.4 MPa) and 170 °C [3]:

(16) 2NHHSO3 + (NH4)28203—)2(NH4)QSO4+ZS+H20

The eutectic melts from carbonates can also be used for SO, chemical
attachment:

(17) SO3+MeCO3—>Me,SO3+CO, (Me=Li, Na, K),
followed by sulfite oxidation and reduction with carbon at 800 °C.

3.2.2 H»S removal

H,S is with acidic behavior and combines easily with NH;, CH;NH, and
C,HsNH,, and can be removed more effectively than SO,. The used amines
can be easily recovered with water vapors, and the captured H,S is utilized
for S production.

Fe,O; is broadly used for reagent for gases purification from H,S. Fe,0;
water suspension and flue gases are passed through absorber, reacting to
ferrous sulfide:

(18) Fe,O3 + 3H>S — Fe»S3; + 3H,0

Fe,O3; regeneration performs at 800 °C in air and the liberated SO, can
be used in H,SO, production.

3.2.3 NH3;, amines and pyridines removal
NH; and amines are well soluble in water and strong oxidation media
giving ammonium and alkylammonium ions, but their solubility diminishes
with temperature increase. Practically, two-stage purification of row gases is
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applied, as during the first stage gases are cooled up to 30-50 °C in a heat-
exchanger, and at the second — they are rinsed with water in a wet-
scrubber.

Another technological decision includes pollutants dissolution in an ab-
sorber with injected water followed by crystallizer with injected H,SO,, at
which ammonium sulfate crystallizes on the bottom. This method is broadly
used for the removal of pyridine and its derivatives.

3.2.4 NO, removal
NO, transforms to inert N, by reduction with NH3 and/or (NH,).CO3 un-
der high temperature or over catalysts.

3.2.5 Fluorine and fluorides removal
HF can be easily absorbed by water in wet scrubbers, while in the pres-
ence of fluorine instead water 5-10 % NaOH solution is used:

(19) 2F; + 4NaOH — O>+2H,0 +4NaF

4 CONCLUSIONS

The most problematic and global air pollutants, such as SO,, H.S, NO,,
NHs;, amines, fluorides, pyridines, as well as their industrial generation
sources are summarized. The established reliable technologies for gaseous
emissions reduction are briefly discussed. The most effective and ecologi-
cally compatible are the technologies converting emissions in commercial
and harmless products and those with sorbent recovery.
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Abstract. A series of B-diketone derivatives containing pyrazolone-ring
were synthesized in order to interpret further spectroscopic characteristics
and photochemical behavior. UV-spectral analysis of pyrazol-5-ones deriva-
tives and their thio-semicarbazones in solution were carried out. The spec-
tral characteristics of the different tautomers depending on the structure
compounds, medium effects, inter- and intramolecular interactions it was es-
tablished. The UV-light irradiation influence and protonation of the solutions
on absorption bands and tautomeric forms stabiization it was elucidated.
The protonation of the tiosemicarbasones derivatives in methanol solutions
it was by addition of 5% HCI after next UV-light irradiation.
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1. INTRODUCTION

Photochromism of material in solid state and solution has provoked
much attention because of scientific interest and potential applications in the
practice as a different photo switching devices or optical storage media with
high density [1, 2]. On the other hand numerous compounds as spiropyrans,
diarylethenes, Schiff bases and etc. have been extensively studied pos-
sessing photochromic properties [3, 4]. Derivatives of Schiff bases from
salicylaldehyde are well-known examples which show either photo- or ter-
mochromism in solid state.

4-Acetyl (benzoyl)-1-phenyl-3-substituted pyrazol-5-ones (Scheme 1 a-
d) has been extensively studied in the recent years, because of its metal ex-
tracting properties [5, 6]. On the other hand thiosemicarbazones and their
derivatives are well known as compounds with a biological activity and prac-
tical application [7, 8]. Two new photochromic compounds on tiosemicarba-
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zone have been synthesized, where intermolecular H-transfer mechanism
was proposed on the basis of their crystal structure [9].

! 1 1 1 ?1 S
R 0 R |

Q R 4 (X{ R o R ==N—NH—C—NH,
N/\ o N/ \ )—| N/ S N /
N \N (0] \N g . \N (0 N o

CH OH OH NH
(a) (b) (c) (d) (e)

Scheme 1. Structure of tautomeric forms of 4-acetyl (benzoyl)-1, 3-substituted
pyrazole-5-ones (a-d) and thiosemicarbazones (e); R = CH3, C¢Hs, R = CH3, CgHs

The structure compounds study as of 4-acetyl-3-methyl-1-phenyl pyra-
zol-5-ones (4-AcMPhP), 4-acetyl-1,3-diphenyl-pyrazol-5-one (4-AcDPhP),
4-benzoyl-3-methyl-1-phenyl pyrazol-5-ones (4-BzMPhP), 4-benzoyl-1, 3-
diphenyl-pyrazol-5-one (4-BzDPhP) and corresponding thiosemicarbazones
are shown in Scheme 1.

2. EXPERIMENTAL PART

The 4-acetyl (benzoyl)-substituted-pyrazol-5-ones and their tiosemi-
carbazones were synthesized according to the literature procedures in [14,
15]. The solvents used were Uvasol (Merck) products. The UV-absorption
spectra of the compounds studied as 0.5.10* mol/l solutions (1-cm quartz
cell) in n-hexane, THF and MeOH were recorded on a SPECORD UV-VIS
(Carl Zeiss Jena - Germany) spectrometer with £ 3 nm resolution. The sam-
ples solution were irradiated from a distance of 15 cm using a medium pres-
sure mercury vapour lamp and system of liquid filters (310 nm). The irradia-
tion intensity was 1.29.10'® quanta/s.cm®. The protonation was carried out
by drop wise addition of 0.02 ml 5 % HCI and after that UV-light (A=310 nm)
irradiation.

3. RESULT AND DISCUTION

According to literature data 4-acyl (benzoyl)-1,3-substituted pyrazol-5-
ones in polar solvents show exist as keto NH-form (see Scheme 1 (d)) with
strong intermolecular hydrogen bonds, while in of non-polar solvent as CCl,
they exist as two enolic forms (see Scheme 1 (b), (c)) with intra molecular
hydrogen bonds [16, 17].
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UV-spectral analysis
The spectral data of the parent B-diketones containing pyrazolone-
ring in some organic solvents are given in Tab. 1.

Tab. 1. UV-spectral data of studied compounds in different solvents

Compound | n-Hexane (Awax) | THF (Auax) MeOH (Ayax)
4-Ac-MPhP | 230-250sh, 273 230, 265
4-Ac-DPhP 255 255 250, 310 sh
4-Bz-MPhP 240, 285 245, 290 240, 275
4-Bz-DPhP 255, 290w | 255, 290-310 sh 253, 280-315sh
4-Ac-DPhP tiosem. 250, 270sh, 330sh
4-Bz-MPhP tiosem 250, 310

The benzoyl derivative of 1, 3-diphenyl-pyrazol-5-one in non-polar sol-
vents posses only one intensive band at 255 nm and shoulder at 290-310
nm [19], while for 3-methyl-substituted is characterized with two absorption
maxima at 240-245nm and 285- 290 nm (Table 1). This is one of the basic
differences for compounds studied and is connected with their structure, but
showing an insignificant influence of the solvent effect (see Figures 1 and
2).

In polar solvent (MeOH) the absorption maxima for acetyl and benzoyl
MPhP derivatives are characterized with two absorption bands in the region
230-240 nm and 266-275 nm respectively. They should be assigned to dike-
to NH-tautomer (Scheme 1d) like 1, 3-diphenyl pyrazol-5-ones and antipy-
rine [13]. Other two compounds posses maximum around 250-253 nm and
shoulder at 280-310 nm characterizing NH-tautomeric form.

Irradiation and protonation of the compounds studied

The irradiation with UV-light (A = 310 nm) of 4-Ac-DPhP in THF leads to
batochromic shifted of maximum at 256 nm to 263 nm and peak intensity
strongly decreased and new low intensive at 320 nm [Figure 1.1] which can
be assigned to the excitation of the carbonyl group with CT origin [20]. The
isobestic points available are appropriate spectral evidence. The UV-
spectra in n-hexane (see Figure 1.2.) show no changes after irradiation. In
the experimental conditions this should means a break up of the available
intra molecular hydrogen bonds in the enolic forms, minor conversion to
other tautomers or photodegradation.

The irradiation of 4-Bz-MPhP in THF showed (see Fig.2) however
showed that absorption maximum at 290 nm hypsochromicaly shifted to 270
nm, while this at 245 nm is batochromicaly shifted to 256 nm with a signifi-
cant intensity decreasing and forming a single absorption maximum.

83



Faculty of Mathematics& Natural Science — FMNS 2009

LTS5
LS5

T T T T
200 250 300 350

e T o B R e e
225 250 275 300 325 350 3rs 400
wavelength (nm) wavelength (nm)

(1) ()
Fig. 1. UV-spectra of 4-Ac-DPhP in THF (1) and n-Hexane (2):
1- before irradiation, 2-15- after irradiation
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Fig. 2. UV-spectra of 4-Bz-MPhP in THF solution:
1- before irradiation, 2-15- after irradiation
2-

For 4-Bz-DPhP in the same solvent is at hand only hypochromic de-
creasing intensity of the peak at 255 nm. The obtained experimental results
means, that the some non polar solvents are not appropriate for such kind
investigations.

The experimental results for tiosemicarbazone derivative containing py-
razolone ring extend our investigations. We represent the results only for 4-
Ac-DPhP and 4-Bz-MPhP and tiosemicarbazone in MeOH solution after
protonation.

The protonation of tiosemicarbazone-pyrazolone derivatives was car-
ried out by consecutively addition of 0.02 ml 5 % HCI.
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Fig. 3. UV- spectra of 4-Ac DPhP tiosemicarbazone (1) and 4-Bz-MPhP tiose-
micarbazone (2) in MeOH: after protonation with 5 % HCI: 1 — without HCI;
2 -7 after addition of 0.02 ml 5 % HCI;

The spectrum of 4-AcDPhP tiosemicarbazone in MeOH before protona-
tion maximum at 250 nm and two shoulders at about 270 nm and 330 nm
(see Figure 3.1, curve 1) which is similar to those of 4-AcDPhP in MeOH
with exception of a new shoulder at 270 nm and characterizing NH-
tautomeric form (see Table 1). After protonation by 5% HCI a new band at
310-315 nm (Figure 3a) is appeared, maximum at 250 nm is characterized
with increasing intensity and shoulders available disappeared. This result is
a like to the photochemical behavior of 4-Ac-DPhP in THF. Such high value
defies the assignment as n—1r conjugated C=0 group which is typical for a
NH-form of 1, 3-disubstituted pyrazolones.

The spectral data for 4-Bz-MPhP tiosemicarbazone in methanol before
protonation show two absorption maxima at 250 nm and 310 nm. They are
batochromicaly shifted with 10-35 nm in comparison with parent p-diketone
(4-Bz-MPhP) in the same solvent. That can be due to the presence of ti-
osemicarbazone part in the molecule structure in spite of tiosemicarbazone
in MeOH possess single band at 245 nm and it is difficult to be distinguish.
The protonation is accompanied with hypsochromicaly shifted of the band at
250nm to 230-240 nm and increasing intensity of the second maximum at
310 nm (Fig. 3.2). With growth of the amount 5% HCI added, the band at
230 nm disappeared, but no changes in the maximum at 310nm. One poss-
ible explanation of this spectral behavior probably is due to saturation of the
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solution with HCI which provoke blocked of the N-nucleophilic centre in the
chain-side. On the other hand, according to literature data [16] the bands at
shorter wavelength in 1-substituted pyrazolones are attributed to pyrazolone
ring and the protonation is occur initially in the thiosemicarbazone part of
molecule.

4. CONCLUSION

The comparative UV-spectral analysis on the photochemical behavior of
series of B-diketones and their thiosemicarbazones in different solvents and
after protonation was carried out. The obtained experimental results showed
that depending on the structure compounds, kind of solvent, time of UV-light
irradiation and protonation, the investigated compounds investigated pos-
sess a different spectral characteristic.
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U3cneaBaHe Ha BUTaAnNHOCTTa U NPeXUBAEMOCTTa
Ha MUKpodriopaTa B KUCEJIOTO MIISIKO OT
TbproBckata mpexa B rp. Cocums in vitro npu pH
1.5,2.5n 3.5.

WopdaHrka Lljbp6esa u d6H Xpucmo Yomakoe

XuMuKkomexHosioeu4deH U MmemariypaudeH yHueepcumem ep. Cogpusi

Pe3slome. /M3criedsaHemo uma 3a yen 0a ycmaHosu eumanHocmma u
npexussemocmma Ha Mukpoghsiopama 8  KUCernomo  MIISIKoO  om
mbpaosckama mpexa 6 ep. Cogbust npu Hucko pH 1.5, 2.5 u 3.5 u Hanu4ue
Ha nercuH. Hanuue ca eonemu pasnuyusi 8 cbkcmasa Ha MuKpocghbsiopama 8
Kucesiomo Mrsiko — nuricea Lb. bulgaricus e Hsikou om u3criedgaHume
npobu. Manka e usdpwxnueocmma Ha Lb. bulgaricus npu Hucko pH u
Hanu4ue Ha nericuH. Bucoka e ycmouyusocmma Ha KbribosudHume
¢opmu- Str. thermophilus.

1. BbBEAEHUE

Kncenoto mnsko e Haun-ctapust npobuoTuk u3BecteH Ha 4voseka. OT
Abnboka OpeBHOCT Ce M3MNON3Ba KaTo XpaHa, KOSTO YKpernBa 34paBeTo u
ocurypsiea avnroneTtne Ha 4yoeeka (1). MneuHokucenata depmeHTauus B
KncenoTto Mnsiko ce npeamssukea ot Lactobacillus delbrueckii subsp. bulga-
ricus (Lb. bulgaricus) un Streptococcus thermophilus. Bpoar um B
nobpokavecTBeHOTO kuceno mnsako € ot 100 mmnuoHa go 1 munuapa B
rpam npoaykt. ®yHKUMOHANHOCTTa Ha NpOoAyKTa, crnocobHocTTa My pAa
OoKasBa 34paBOCIIOBHO Bb3OENCTBME BbPXY OpraHu3ma ce obycnaea OT
O6pos Ha BakTepuuTe, KOUTO OOCTUraT XUBUM U B aKTUBHO (PU3MONOMMYHO
cbCTOsiHME B [f[ebenoto 4epBO Ha 4oseka (2). lpean pa okaxar
Bb3gencTene BbpXy opraHuama 6Gaktepumte TpsbBa Oa npexusBsBaT B
AO0CTaTbYHO KONMMYECTBO NpY NPEMMHaBaHE Npe3 CTOMALLUHOYPEBHUS TPaKT.
OCHOBHOTO M3WUCKBaHe MO BpeMe Ha TpaH3uTa npe3 CTOMAaLLHOYPEBHUS
TPaKT € KynTypute Aa usgbpxaTt Ha HUCKOTO pH M HanuuMeTo Ha NencuH B
ctomaxa. Bvnpekun 4e pH-To B cTomaxa moxe ga gocturHe go 6.0 n Hag 6.0
cnea npMeMaHeTo Ha xpaHa, HOpMarHoO TO ce ABWXW B rpaHuuute ot 2.5 go
3.5 (3.4). Mo Bpeme Ha nocteHe pH-TO B cTOMaxa MoXe ga AocturHe 1.5,
KOEeTO 03HayaBa, Ye NPeXuBsiBAHETO B CUITHO KUcerna cpefa € egHo OT Hau-
BaXXHUTE (PU3NOMOrMYHM U3NCKBAHWUS MPU KynTypuTe crnen npueMaHeTo Ha
npogykta (5). ButanHocTTa M npexuBAemMocTTa Ha MwuKpodnopata B
KMCENOTO MMSIKO Ca BaXKHW OCOOEHHOCTU B OKa3BaHETO Ha 34pPaBOCIIOBHU
edeKTn BbpXy opraHuama.
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EctectBeHaTa yCTOMYMBOCT NO BpEME Ha TpaH3uTa npes
CTOMAaLUHOYPEBHUSA TPaKT Bapupa B LUMPOKM rPaHUUM Npu OTAENHUTE
mneyHokucenn 6aktepumn (6). Cpewat ce baktepun, KOUTO HacensiBat
YpEeBHUSA TpakT W ycTosABaT Ha BWCOKaTa KUCENWHHOCT B CTOMaxa W
XMBbYHUTE COMKN B TBHKOTO 4epBo (7).

MNMpoBeneHUTe OO0 cera uscrneaBaHus Ce OTHACAT OO YCTOMYMBOCTTA
Ha OTAenHM wWamoBe OT onpegeneHn BuagosBe nog dopmara  Ha
MOHOKYNTYypu. lpn KOHCyMMpaHe Ha KMCeno MIsiKo ce npuemart v aBaTa
Buga - Lb. bulgaricus n Str. thermophilus. lMpn TAXHOTO CbBMECTHO
pasBuTME MNSKOTO ce 6uoTpaHcgopmupa. [lonyyaBaT ce OGMOMOrMYHO
aKTVBHU CbCTaBKW, KOWUTO OKasBaT BMAWsIHUE BbPXY BUTANHOCTTa U
npexuvBsemMocTTa Ha gBaTa BuAa, a OTTYK U BbpXy YCTOMYMBOCTTA UM B
cTomaxa npu Hucko pH. He cneasa ga usknioyBame n CUHEpruaMa mexay
ABaTa Buaa. B ToBa OTHOLEHWE HAMa AaHHM B nuTepaTypaTa.

Y Hac YomakoB Xp. n Cs. bonyesa (8) nscnegsaT npexmnBsieMocTTa
Ha Lb. bulgaricus un Str. thermophilus nog dopmata Ha 3akBacka 3a
Bwnrapcko kuceno Mnsko Ypes TpeTnpaHe CbC CTOMALLEH COK M Xnbyka. Te
yCcTaHOBSIBaT, Ye B npoAabmkeHne Ha 3 yaca npu 37°C, He HacTtbneart
CbLUECTBEHM NpoMeHMn B 6post Ha Lb. bulgaricus n Str. thermophilus.

Hama gaHHM B nuTepaTypaTta 3a BUTANHOCTTa U NPEeXnBaemMocTTa Ha
Lb. bulgaricus n Str. thermophilus B kncenoTo Mnsiko oT TbproBckata Mpexa
npv HUCKo pH B cTomaxa.

HacTtosawoTo uscnegBaHe uma 3a Len ga ycTaHOBM BMTaNHoOCTTa U
npexumBsaeMocTTa Ha MuKpodriopaTa B KMCENOTO MISKO OT TbproBckaTa
Mpexa B rp. Codms npm HUCKO pH 1 Hannyme Ha NencuH.

2. MATEPUANN U METOOU

2.1. Tlpobu kucesno Mrsko 3a uscredgaHe

Koumukm knceno Mnsiko ce B3eMat HaCrnykn OT MarasvHu B TbproBckaTa
Mpexa. BaseTaTa komyka KMCENo MMASKO ce pasknawa eHepruyHo B
npogbrxkeHne Ha 5 MuHyTM. OTBaps ce CTEpUriHO M Ce U3BbpLUBA
MUKPOBMONOrMyHMA aHanms.

Cnen B3emaHe Ha HeOBGXOAMMOTO KOMMYECTBO OT CbObPXKAHMETO 3a
MUKpoBronormdHo mnscnenBaHe ce onpegens pH-To n KMCENUHHOCTTa Mo
meToga Ha TbopHep (9).

2.2. OnpedensHe u3dpwbxnusocmma Ha Mukpoghsiopama Ha Kucesiomo
MIISIKO MpU HUCKO pH.

TeyHocT nogobHa Ha CTOMAalleH COK Ce MonyyYaBa B CbOTBETCTBUE C

AmepukaHckaTa dapmakones (10). KonuyectBoTo Ha nencuHa (Sigma) e

3.2g. Ha nuTbp. MNprbaesa ce nog popmaTta Ha CTEpPUIIEH pa3TBOpP, NOSyYeH

ypes cuntpupaHe npe3 GakTtepuaneH ¢unTbp. TeYHOCTTa e CcTepunHa
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cbCTaBeHa oT Boaa, 0.2g. rotBapcka con u conHa kucenunHa ¢ pH 1.5, 2.5 u
3.5.

W3cnepBaHeTo npoTnya no cnegHus HavvH. B ctepunHa enpysetka ¢ 9 ml
OT TEeYHOCTTa CbC CbOTBETHOTO pH ce npmnbassa 1 ml OT KMCEeNnoTO MASKO U
0.1 ml oT pasTBopa Ha nencuHa. EnpyeeTkaTa ce paskralia eHepru4yHo u ce
noctaesi B Tepmoctat Ha 37°C 3a 2h. [Npe3 T031 nepuos CbabpKaHUETO B
enpyBeTKaTa ce paskralla HAKonKokpaTHo. Crieq nstMyaHe Ha BpeMeTo ce
onpegens BUTaNHoOCTTa 1 npexmnssaemMocTtTa Ha baktepuuTe.

2.3. OnpedensaHe Ha sumasHocmma

OT KkMcenoTo MNAKO B KOhM4KaTa 1 OT BCAKa enpyBeTka CbC CMecTa OT
KMCENo MNSKO U U3KyCTBEHMA cTomaweH cok ¢ pH 1.5, 2.5 n 3.5 cneg
koarynupaHeTo ce noctasa no 0.2 ml B 10 ml ctepunHo mnsiko. lMNMoceTtute
enpyBeTkn ce kyntmeupat B TepmocTtat Ha 37°C. OtuuTta ce BpemMeTo 3a
koarynmpaHe Ha mnsikoto. OT KoarynuparnoTo MAsiKo Ce NpUroTesa npenapat
OLUBETEH C METUIEHOBO CUHLO N Ce HabnogaBa MUKPOCKOMNCKaTa KapTuHa-
Hanuune Ha npbykoBMAHU chopmu- Lb. bulgaricus n kbn6oBugHn opmu-
Str. thermophilus.

2.4. YcmaHossigaHe npexussieMocmma Ha MUKpocgbriopama rnpu HUcko pH.
Onpepensa ce 4ype3 OposaT Ha XxumBuTe OakTepum no meToga Ha
npeaenHuTe paspexaaHusa B CTepuriHo obeamacneHo mnsko (9).

3. PE3YJIITATUA N OBCBHXOAHE

3.1. BumanHocm Ha MuKpoghriopama 8 U3XOOHOMO KUCENI0 MIISIKO
npedu u crned npecmosisaHemo My rnpu HUCKO pH.

[aHHuTe 3a BUTaANHoOCTTa Ha uacnegsaHuTe NpPobu KNCeno Mngako ca
oTpaseHu B Tabn. 1.

OT paHHuTe B Tabn.1. ce Bwxaa, Y€ B M3XOAHOTO KMCENO MISKO
BUTaAnNHocTTa ce aswku ot 2 h n 50 min. npu npo6a 1 go 5 h npn npoba 5. B
YeTupu oT nscnegsaHuTe nNpobu 1, 2, 3 1 5 ce HabnogaeaT NPbLYKOBUOHMU U
KokoBuaHu BakTepun, gokato B npoba 4 nunceat NpbYKOBUAHUTE POPMMU.
Kucenoto mnsko He cbabpxa Lb. bulgaricus, a camo Str. thermophilus,
KOeTO HamansBa psa3ko GuonornmyHata CTOMHOCT Ha MPOAYKTa, a OTTYK U
HeroBaTa (pyHKUMoHanHocT. MNpu npectosisaHe npu pH 1.5 MmukpodnopaTta
B Nnpo6u 4 1 5 3aruea, a npm pH 2.5 n 3.5 ce HabnogaBaT camo KOKOBUOHW
dopmu. IMNMpbykosuaHu coopmu npm pH 1.5 ce ycTtaHoBsABaT B ABe Npodu — 2
n3.

C nskntodeHne Ha npoba 2 u 5, ctonHocTuTe 3a pH 1 KMcenMHHOCTTa no
TbOpHep npu ocTaHanute nNpobu ca B rpaHuumnTe Ha Ao6poKa4YecTBEHOTO
KMCeno Mnsko.
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Tabn. 1. BnusHue Ha pH 1.5, 2.5 n 3.5 Bbpxy BUTanHocTTa Ha MUKpodhiopaTta B KMCENOTO
MIISIKO B M3KYCTBEHO NPUrOTBEH CTOMALLEH COK crel Kyntusupane npu 37°C 3a 2 h.

Kucen Bpewme 3a koarynvupaHe Ha MNSiKOTO Mwukpockorcka kapTuHa
npl\j:?a ph UHHOCT MO 4acoBe U MUHYTU
. TeopHep ‘T WaxomHo npv ph WaxoaH npu ph
1.5 2.5 3.5 1.5 25 | 335
1 4.35 119 2h 50 min 20h 20h 20h nK K nKk | K
2 4.00 132 3h 19h 19h 19h nK nK nKk | K
3 4.63 99 4h 20 min 19h 19h 19h nK nK nK K
4 4.50 85 4h 30 min HK 19h 19h K HK K K
5 4.1 119 5h HK 19h 19h nK HK K K

N — NPBbYKKN, K — KOKU, HK-HE € Koarynupano

[aHHuTe 3a BnusSHMETO Ha pH BbpXy npexuBsieMocTTa Ha
MuKpodpriopata — Gpol xuBu GakTepuMn B KUCENOTO MIISIKO B M3KYCTBEHO
NPUroTBEHMS CTOMALLEH COK ca OTpa3eHu B Tabn. 2.

Tabn. 2. BnusaHue Ha pH Bbpxy npexmBseMocTTa Ha Mukpodnoparta — 6pon
XMBM GaKTEpUN B KNCENOTO MMSAKO B U3KYCTBEHO NPUIMTBEH CTOMALLIEH COK.

Mpoba oh chin:;r-loc Bpow xnBu bakTepum
Ne . WNaxon npu ph
Teoprep T | " 5 T25 35
10% 10’ | 10% | 107k
1 4.35 119 10%mk | n- 10%nk | 10%*nk
9
105“ 10%nk | 10°nk | 10"mk
2 4.00 132 10°nk
10% 10*% | 10% | 10° «
3 4.63 99 10°n 10'n | 10°%1 | 10°n
10% 107k n | 107k
4 4.50 85 n- HK - n-
10% 10%n | 10°k n
5 4.11 119 n- HK - .

M — NPBYKK, K — KOKW, HK-HE e Koarynupano
[aHHnTte B TAbn. 2. nokaseart, 4Ye u3cnegBaHuTe npobum 4 n 5 He

CbObpXKaT XMBWU NpbYKoBMAHU BakTepun. TaxHaTa Mukpodopa ce CbCTou
€OMHCTBEHO OT kbnboBuagHu popmu- Str. thermophilus.
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Mpu pH 1.5 camo B ABe Npobu 2 1 3 ca ocTaHanu XueM NPbYKOBUAHN
cdopmn B nopsabka Ha 10° npu npo6a 2 m 10" npu npoba 3. Tesm
KOnmMyecTBa OT NPbYKOBUOHWM BaKTepum He MoraTt ga okaxaTt 34paBOCIOBHU
edekTn, 3a KoeTo € HeobxoouMmo OpoAT Ha xumBuTe GakTepum, KOUTO
pocturat gebenoto 4epBo Aa O6bae He MO-HUCBHK OT 106/g. Pasko ce
yBenuyaea OposT Ha xueute baktepumn npu pH 2.5 1 Han-Bucok e npu pH
3.5. Mpwu ToBa pH BposaT Ha Lb. bulgaricus e 10”/g npu npoba 2 n 10%g B
npoba 3. [daHHuTe nokaseaTt, 4ye kbnbosugHute cdopmn- Str. thermophilus
ca CWIHO YCTOMYMBM Ha HUCKO pH, QaHHM 3a KoeTo nunceat B
nutepaTypaTa.

3AKITKOYEHUE

[aHHMUTe OT NpoBeAEeHOTO M3cneaBaHe Nokas3saTt rofieMmn pasnuyuns B
CbCTaBa Ha MuKpobHaTa nonynaumst B KUCENOTO MMSAKO B TbproBckaTta
Mpexa. Ha nuue e knceno mnsko 6e3 Lb. bulgaricus, koeTo psisko BroLiaea
fuonornyHata M dyHKUMOHaNHaTa CTOMHOCT Ha npoaykta. MHOro Hucka e
yctonumBocTTa Ha Lb. bulgaricus Ha kucenoto Mngko OT TbproeckaTta
mpexa npu pH 1.5. MNpu pH 1.5 B aBe oT nscneasaHuTe nNpobu- npobda 2 n
npoba 3 ce 3ana3BaT XUBW N aKTUBHM NpbYKoBMAHM bopmu- Lb. bulgaricus,
HO 6post UM e nog HeoBXOANUMOTO KONMYECTBO, KOETO OKa3Ba 34PaBOCIIOBHU
edekTn BbpXy opraHuama. [laHHute gebeno nogyepraBat HeobxoamMmocTTa
OT BbBEXOaHeTO Ha cenekuMs npwu Lb. bulgaricus Bb3 OCHOBa
ycTonumBocTTa My npu Hucko pH. ToBa e Heobxogmmo ycnoswe ga ce
noBuLKM BrMonormyHaTa CTOMHOCT N (DYHKLUNOHAMNHOCTTa Ha KNCENOTO MAISIKO.
OcobeH wuHTepec npefgcraBnsiBa YyCTaHOBeHaTa  YCTOMYMBOCT Ha
kbnbosugHute dopmu- Str. thermophilus, npn Hucko pH, koeto ce
Habnogasa 3a MbpBU MbT.

NINTEPATYPA

[1] YomakoB Xpucto. Bbnrapckoto KMceno MIsiKO yHuUKaneH npobuoTuk.
International Simposium on original Bulgarian yogurt 25-27 may 2005 —
Sofia.

[2] Ouwehand, A., and S. Salminen, 1998. The health effects of cultured
milk products with viable and non-viable bacteria. Int. Dairy J.8: 749-758.

[3] Johnson, L. R. ed. 1977. Regulation of gastric secretion Pages 62-69 in
Gastrointestinal Physiology. The C. V. Mosby, St. Louis, MO.

[4] Holzapfel W. H., P. Haberer J, Snel., U. Schillinger and J. H. J. Huisin't
veld 1998. Over view of gut flora and probiotics. Int. J. Food Microbiol.
41:85-101.

[5] Waterman, S. R.,and P. I. Small 1998. Asid-sensitive enteric pathogens
are protected from killing under extremely acidic conditions of ph 2.5 when
they are inoculated onto certain solid food sources. Appl. Environ. Microbiol.
64:3882-3886.

92



Section: “Chemistry”

[6] Charteris W. P., P. M. Kelly, L. Morelli, J. K. Collins 1998 Development of
an in vitro methodology to determine the transit tolerance of potentially
probiotic Lactobacillus and Bifidobacterium species in the upper human
gastrointestinal tract. J. Appl. Microbiol. 84, 759-768

[71 Grill J. P., Manginot-Dun C., Schneider F., Ballongue J.1995
Bifidobacteria and probiotic effects, action of Bifidobacterium species on
conjugated bile salts. Current Microbiol. 31, 23-27

[8] YomakoB Xpucto n Ceetna bondeBa. BrnvsiHne Ha cToMalleH COK n
Xnbyka BbpxXy Mukpodnopata Ha bbnrapckoto kuceno - Mnsiko
XMBOTHOBBAHWU Hayku rog. XXX, Ne5, 1984

[9] YomakoB Xpucto. MuKpOOMONOrMYHO M3CNedBaHE Ha MIISKOTO WU
MreyHuTe npoayktu. 3emmsgat, Codums, 1990

[10 Mathieu Millette, Francois-Marie Luguet, Mercia Teresa Ruiz, Monique
Lacroix. Characterization of probiotic properties of Lactobacillus strains.
Dairy Sci. Technol 88(2008) 695-705.

93



Faculty of Mathematics& Natural Science — FMNS 2009

INFLUENCE OF MECHANICAL ACTIVATION ON
THE PROPERTIES OF DENSE CERAMIC
MATERIALS OBTAINED FROM FLY ASH

Biljana Angjusheva, Emilija Fidancevska, Ranko Adziski
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Methodius” Rudjer Boskovic 16, Skopje, Republic of Macedonia

Abstract: Dense ceramic compacts were fabricated utilizing fly ash
class C from the power plant REK Bitola, Republic of Macedonia. By con-
ventional sintering of fly ash (fraction with particle size lower than 63 um)
at temperatures of 950, 1050 and 1150°C, the compacts with density of
1.4g9/cm®, bending strength of 10+1MPa and E-modulus of 5+0.8GPa were
obtained. The effect of mechanical activation realized by milling of fly ash
for 5h in ball mill showed the incensement of density up to 2.33 g/cm’,
bending strength of 71+2 MPa and E-modulus of 33#1GPa for the samples
sintered at 1150°C/1h. The obtained dense compacts were in thermal equi-
librium and present potential ceramics to be considered as comparable to
those of commercially produced engineering ceramics.

Keywords: fly ash, ceramics, sintering, bending strength, E-
modulus.

1 INTRODUCTION

Coal power plants are the main source of electricity in R. Macedonia.
The large quantity of coal burned in these plants generates fly ash in quan-
tity about 1.0 10° tons per year. This by-product is a result of burning of coal
in the temperature range of 1100-1450°C. Only a small quantity of the total
fly ash generated is utilized in construction industry either for making bricks,
concrete blocks or blending with cement [1-5]. Soon-Do Yoon et al. [6]
pointed to advance technique for recycling fly ash to obtain glass -ceramic.
There are many works of the other authors dealt with producing ceramic
materials from fly ash. K.Primraksa et al.[7] dealt with obtaining of bricks of
coal fly ash. They focus on treatments of fly ash by sieving and grinding and
their influence on the properties of the fly ash bricks. Fly ash constructional
materials with bending strength of 55 MPa were prepared by extrusion of 95
% Class C fly ash and other additives [8].

The aim of this paper is to obtain dense ceramic compacts by using
only fly ash. Mechanical activation was used in order to increase the geo-
metrical factor of activity of fly ash and the mechanical properties were in-
creased as reflection of the activation.
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2. EXPERIMENTAL PROCEDURE

The raw material was taken from the thermal power station REK
Bitola from Macedonia. Two types of fly ashes were investigated: fraction of
collection zone, particle size under 63 um (FA1) and fraction of collection
zone, particle size under 63 um milled for 5 h (FA2). Chemical analysis of
the investigated materials was carried out with ISP-OES VISTA-MPX spec-
trophotometer (Inducted Coupled Plasma Optical - Emission Spectrometry).
By using a Philips X-ray diffraction unit (Model PV 105-1) operating at CuK,
- radiation X-ray diffraction (XRD) studies of the samples were realized.

The morphology of the fly ash and the microstructures of sintered
samples were examined trough scanning electron microscopy ( SEM- Leica
S440i). The particle size distribution of the raw materials was determined by
sieving analyses.

The densities of the powders were determined by immersion
method. The specific surface area was obtained by BET nitrogen adsorption
method (Gemini, Micrometritics USA ). The wet milling of the powders was
realized by ball mill with porcelain grinding media and milling time of 5 h.
The ratio of fly ash to water and grinding media was 1 and 0,33, respec-
tively.

Pressing of the powders, using water as binder, was performed by
uniaxial press (Weber Pressen KIP 100) at P=30 MPa. The green bars were
dried 24 h at room temperature and 24 h at 110 °C prior to sintering.

Sintering was realized in the chamber furnace in the air atmosphere
at temperatures 950, 1050 and 1150°C, using heating rate of 3°C/min and
isothermal treatment at the final temperature of 60 min. Bulk density of the
sintered samples was determined by water displacement method according
to EN-993.

Three point bending tester (Netzsch 401/3) with 30 mm span and
0,5 mm/min crosshead speed was used to determine mechanical properties
of the dense specimens with dimensions 50x5x5mm?®, 8 pieces.

Linear thermal expansion of the dense materials was determined with a
dilatometer Netzsch 402E in the air atmosphere and temperature interval
RT-650-RT, with heating rate of 2°C/min.

3. RESULTS AND DISCUSSION
The chemical composition of the investigated waste materials is given
in Table 1.

It is evident that the silica content represents more than 50 wt.% in both
ashes. The CaO content is higher than 10 % which characterized them as
fly ash type C.

The phase composition of the investigated fly ash before mechanical acti-
vation was consisted of quartz, mullite, hematite, ilite, feldspar, anhydrite
and glassy phase.
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Tab. 1: Chemical composition of the fly ashes

Oxide SIOZ A|203 Fezo3 CaO MgO NaQO KZO SO3 LOI 2

FA1 [wt%] 50.33 18.69 7.71 13.76 3.05 1.07 1.41 144 110 98.56
FA2 wt%] 5240 17.97 7.67 1338 3.06 1.15 145 145 112 99.65

SEM micrograph of the fly ashes before and after mechanical activation
are presented in Fig.1 and Fig.2

_:__.p.l' = e gl NG

Fig. 1 SEM micrograph of fly ash Fig. 2 SEM micrograph of fly ash
before mechanical activation after mechanical activation
(bar 50pum) (bar 10pm)

Fig. 1 shows typical morphology of fly ash powders. In this SEM image
spherical particles with a broad particle size distribution are observed. It is
evident the presence of ceramics porous, vesicular and smooth cenospheres
with dimensions from 60 to 10 um. SEM micrograph (Fig 2 ) shows that par-
ticles of fly ash after mechanical activation are with smaller size (< 10 um)
and more uniform distribution.

Densities, specific surface area and average diameter of the fly ashes
are presented in Table 2

Table 2 Density, specific surface area and average diameter of fly ash before
and after mechanical activation

Fly ash FA1 FA2
Density [g/cm”] 2.27 2.38
Spec.sur.area[m?/g] 3.09 4.75
do[um] 37.63 20.97

As it is presented in Table 2, the specific surface area of fly ash after me-
chanical activation increased up to 4.75 m?/g and the average particle di-
ameter decreased to 20.97 um. Mechanical activation clearly destroys the
original fly ash particle structure and increases the available surface area.
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Fig. 3 shows the density variation with firing temperature for fly ash
compacts fabricated from non mechanically activated fly ash and mechani-
cally activated (5h milled) fly ash.
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Fig.3 Effect of firing temperature on density of sintered samples

The mechanically activated fly ash samples had a maximal density of
2.33 g/cm? that was achieved by firing at 1150°C for 1 h. The low density of
the non mechanically activated fly ash samples demonstrate that these are
not sintering effectively in the investigated temperature region. This is due
to the poor particle packing in green compacts and reduced surface area
compared to mechanically activated fly ash samples.

Mechanical properties (bending strength and E-modulus) of the sintered
fly ash compacts in relation to the temperature are shown in Fig. 4 and Fig.
5.
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Fig. 4 Bending strength of fly ash Fig. 5 E - modulus of fly ash
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compacts in relation to firing compacts in relation to firing
temperature temperature

It is evident from Fig.4 and 5 that bending strength and E-modulus of fly
ash compacts obtained after 5 h milling showed rapid increasment of the
mechanical properties from temperature 1050 to 1150°C. The bending
strength of mechanically activated fly ash is 71.0 £2 MPa for the firing tem-
perature of 1150°C, while for non activated fly ash samples it is only 10+1
MPa.

Thermal expansion investigation of the mechanically activated fly ash
sintered at 1150°C/1h showed absence of hysteresis which proved that the
system is in thermal equilibrium. Technical coefficient of thermal expansion
IS awen =7,4-10°/°C.The temperature variation of the physical coefficient of
thermal expansion in the interval of RT-650-RT is presented as Il order
polynomial form (1):

(1) A(AL/Lg)/3T= 0,0099-2-10°T-3-10°T?

SEM micrographs of the fractured surfaces of mechanically activated
fly ash sintered at 1150°C/1h is shown in Fig.6

Fig. 6 SEM micrograph of fracture surface of mechanically activated fly ash sam-
ples sintered at 1150 °C/1h (bar 10 um)

SEM micrograph presents smooth fractured surface which is result of
high density and good sinterability. The presence of open pores with dimen-
sions from 10 to 30um and close pores with the same dimensions are evi-
dent.

4. CONCLUSIONS

Dense ceramic materials were fabricated by conventional route of
processing using mechanical activation and consolidation. Ceramics with
density of 2,33 g/cm®, bending strength of 71+2 MPa and E-modulus of
33+1GPa was fabricated from fly ash fraction less than 63 um mechanically
activated for 5h and sintered at 1150°C/1h. According to the density and
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mechanical properties the fabricated ceramics can be potentially considered
to those of commercially produced engineering ceramics.
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BIOMASS ENERGY UTILISATION - ECOLOGICAL
AND ECONOMIC ASPECTS
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Abstract: Biomass is the world's fourth largest energy source today and
it represents about 35 % of the primary energy supply in developing coun-
tries. Biomass is a versatile source of energy in that it can produce electrici-
ty, heat, transport fuel and it can be stored. The problems (technical, eco-
nomic, etc.) which have to be solved by treatment of biomass are discussed
in this work. The average quantities of biomass resources of some Euro-
pean countries are presented and the structure, percentage of products and
their calorific values are estimated.

Keywords: Biomass Energy Potential, Ecological & Economic Aspects.

1. INTRODUCTION

The beginning of the third millennium coincided with important chal-
lenges for the energy sector. Environmental concerns are gaining ground
mostly on economic considerations, but above all, decisions makers are
now facing critical long-term energy policy choices. The on-going liberalisa-
tion of the gas and electricity markets is profoundly changing the structure
and dynamics of energy markets in Europe. Furthermore, world markets are
becoming more fluid, and decisions affecting one country necessarily affect
others. In the years to come, investments in energy, both to replace existing
resources and to meet increasing energy requirements, will obligate
economies to arbitrate among energy options taking into account environ-
mental concerns. The opportunity should be seized to promote viable envi-
ronmental and energy policies at the global level.

The environment has always provided a variety of options for alternative
and renewable energy sources. Some alternatives have been used for
years and others are still being developed. Biomass energy that has been
used in developing countries is becoming increasingly common in industrial-
ised countries.

2. BIOMASS AS RENEWABLE ENERGY SOURCES

An increasingly important source of fuel is biomass, which can include
such diverse sources as agricultural crop waste, forestry waste, animal
waste, sewage, municipal waste, and sea-weed. Definition of Biomass — it is
biodegradable fraction of products, waste, residues from agriculture.
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Energy from biomass can be obtained in processes of direct combus-
tion of solid biofuels or after processing into liquid and gaseous fuels (Fig.

1).
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Fig. 1: Possible converting of biomass to end-products.

The common raw material are often defined as “waste materials”, e.g.
human excreta, animal manure, sewage sludge, and vegetable crop resi-
dues, all of which are rich in nutrients suitable for the growth of anaerobic
bacteria. Although some of these materials can be used directly as fuels
and fertilisers, they could be used for biogas production to gain some addi-
tional heat value while the other benefits are still retained (Table 1).

Tab. 1: Definition of “renewable” and “waste” fuel sources in common use.

Renewable, sustainable biomass
fuel sources

“Waste” fuel sources

Sugar cane waste

Sewage digester gas

Timbermill waste or sawdust

Landfill gas

Forestry and agricultural residues

Mines gas

Short-rotation forestry

Coke-oven gas

Straw

Refinery /process plant flare gas/ off-gas

Rice husks and coffee husks

Stripped crude gas

Peanut and other nut shells

Municipal solid waste incineration

Palm oil and coconut residues

Hazardous and chemical waste incineration

Meat and bone meal

Sewage sludge incineration

Poultry litter

Hospital and clinical waste incineration

Livestock slurry

Vehicle tyre incineration

Wood, straw, sewage sediments and other solid organic materials can
be used to produce energy in processes of direct burning. Biomass can also
be processed into liquid fuels (rape methyl ester - RME, alcohol, pyrolysis
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gasoline) or gaseous (farm biogas, biogas from purification plants or from
refuse dumps, etc.).

Based on the value of the biogas (4,500 — 6,300 kcal/m?), it is estimated
[1] that on complete combustion 1 m? of biogas is sufficient to:

Run a 1 horsepower engine for 2 h.

Provide 1.25 kWh of electricity.

Provide heat for cooking three meals a day for five people.
Provide 6 h. of light equivalent to a 60 W bulb.

Run a refrigerator of 1 m capacity for 1 h.

Run an mcubator of 1 m® capacity for 0.5 h.

Therefore 1 m® of biogas is equivalent to 0.4 kg of diesel oil, 0.6 kg pet-
rol, or 0.8 kg of coal. The biogas can be used to drive a turbine or internal
combustion engine as well as to be used in boilers to produce heat [2].
Biomass as material for direct combustion, if not processed into briquettes
or pellets can only be used in a local scale because of its low volumetric
mass. In general, the production of biomass for energy will enable better
use of land, labour and capital on farms.

oabkhwn=

3. CURRENT SITUATION IN EUROPE

Biomass production in 2001 was 56 Mtoe. To achieve 12 % by 2010 es-
timations show a need of more 74 Mtoe of biomass energy. The Directive
2003/30/EC promote of the use of biofuels for transport through:

» The Directive sets a minimum percentage of biofuels to replace diesel
or gasoline for transport purposes in each Member State.

* Member States shall ensure by end of 2005 a 2 % minimum proportion
of biofuels of all gasoline and diesel fuels sold on their market — by end of
2010 a 5.75 % minimum proportion.

In the frame of the Common Agricultural Policy (CAP) reform is esti-
mated the impact of biofuels to increase through better opportunities for
farmers to adapt production to increasing demand for biomass and by addi-
tional incentives:

- New energy crop premium

- Growing energy crops on set-aside land continued

- Premium of € 45 per hectare in addition to decoupled payments
granted according to reference area

- Maximum guaranteed area of 1.5 million hectares

- All crops (except sugar beet) eligible for support, including some mul-
tiannual

- Processing contract required, if not processed on farm.

Share of biomass in energy production of the EU countries is shown on
Fig. 2.
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Fig. 2: Share of biomass in energy production of the EU countries during 1997 [3].
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It can be seen that the greatest absolute amount of biomass produce
France, although as a relative share Finland is the first in use of biomass for
energy production.

Tab. 2: Current situation - Energy production from biofuels.

Energy production from biofuels, Mtoe
Field 2001 Additional estimated amounts Total by 2010
needed 2010
Electricity 13 32 45
Heat 42 24 66
Transport 1 18 19
Total 56 74 130

To reinforce the effective use of biomass for energy purposes, in May
2004, the European Commission (EC) has announced a co-ordinated Bio-
mass Action Plan with clear approach to securing adequate supplies of
biomass through European, national and regional/local action. The plan will
have to ensure effective co-ordination of Community policies in Energy, Ag-
riculture and forestry, industry, rural development, environment and indus-
try. Parts of the plan would be the following actions:

» Twinning actions of biomass energy generation under the existing
directives and buildings including an efficient use of wood for energy.

 Landfill gas recovery and anaerobic digestion, which does not re-
place waste prevention and recycling.

* Fossil fuel substitution in coal plants and co-firing.
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4. ENERGY FROM BIOMASS AND THE ENVIRONMENT

One of the main goals of the modern agricultural engineering is the en-
vironment conservation [4]. This fact should be taken into consideration in
strategies of development of the agriculture and rural areas in general as
well as in the energy policy.

Among different sources of pollution connected with agricultural produc-
tion there are harmful products emitted during the combustion of coal and
petrol fuels. Since the predominant production of the electric energy in Bul-
garia is based mainly on the coal, therefore also using this kind of energy is
bound indirectly with environment degradation.

More wide use of renewable energy sources, including biomass, would
be favourable for environmental conservation. However, high unitary costs
of production of energy from these sources are the main factor hampering
their use.

5. CURRENT SITUATION AND BARRIERS IMPEDING THE
BIOENERGY USE IN BULGARIA
It is estimated [5] that the total energy equivalent of plant and animal
residues and wastes in Bulgaria is about 2 Mtoe/yr (Table 4). This value
amount 22 % of the primary energy needs of Bulgaria for a year.

Tab. 3: Available resources of biomass in Bulgaria.

Type of biomass Total yield, t Yield, /1000 ha
Primary yield of plant production 11 324 104 1024

Ten most important crops

Wheat 3070 667 278

Clover 2 000 000 181

Maize 1112 000 101

Oats 719 333 65

Forage maize 616 485 56

Potato 471 333 43
Sunflower 446 333 40

Tomato 408 667 37

Grapes 405 691 37
Meadow grass 310 000 28
Stock-breeding Number Number/1000 ha
Cattle 676 500 61

Birds 15 324 000 1386

Pigs 1616 500 146
Equivalent animal units 1476 340 134

Wood industry m° m°/1000 ha
Firewood and wooden coals 1607 000 145
Timber residuals 2 000 0

In spite of ecological, economic and social advantages, the use of bio-
mass for energy is not enough widespread in Bulgaria. There are several
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barriers of economic and organisation nature as well as some technological
problems that impede using the biomass for energy:

Large range of water contents (up to 60 %) making the preparation of
biomass for energy use difficult.

Rather low calorific value as related to the mass or volume.

Low density of biofuels causing their transportation, storing and dosage
difficult.

High diversification of processing of biomass into energy carries.
Multitude and diversity of problems linked with the use of biomass for

energy hampers the improvement and implementation of appropriate tech-
nologies. Only well-prepared biomass fuel with reduced humidity can ensure
the performance over 70-80% in modern stoves.

1.

6. CONCLUSIONS AND FUTURE DEVELOPMENT

Existing potential of land, labour and technologies enables significant in-
crease in production of biomass in Bulgaria. There are also potentialities
to produce RME.

Biomass energy production has positive effects on development of rural
areas.

The local renewable energy industry offers possibilities to develop the
infrastructure in rural areas and to create new jobs, and therefore enable
professional activation of personnel leaving the agriculture without prob-
lems related to the mitigation. Creation of new jobs in rural areas may
stimulate the positive changes in farm size structure.

The use of potential renewable energy from agricultural by-products
(animal and municipal wastes for biogas) could contribute in an increase
of the share of gaseous fuels and in decreasing the use of solid fuels. It
also brings about the diminution of soil and water pollution problems
connected with the use of slurry. Finally, the use of biomass for energy
instead of the mineral fuels, is friendly to the environment.
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Abstract: The BECQUEREL Project at the JINR Nuclotron is devoted
systematic exploration of clustering features of light stable and radioactive
nuclei. The technique of nuclear track emulsions is used to explore the
fragmentation of light relativistic nuclei down to the most peripheral interac-
tions - nuclear "white" stars. The analysis of the relativistic fragmentation of
neutron-deficient isotopes has special advantages owing to a larger fraction
of observable nucleons. A complete pattern of the relativistic dissociation of
a 5B nucleus with target fragment accompaniment is presented. The impor-
tant role of the electromagnetic dissociation on heavy nuclei with respect to
break-ups on target protons is demonstrated.

Keywords: relativistic nuclei, fragment, emulsion, peripheral dissocia-
tion.

1. INTRODUCTION

Among all variety of the nuclear interactions the peripheral dissociation
bears uniquely complete information about the excited nucleus states above
particle decay thresholds. The peripheral dissociation is revealed as a nar-
row jet of relativistic fragments the summary charge of which is close to the
charge of the primary nucleus. In spite of the relativistic velocity of fragment
motion in a laboratory system the internal velocities inside the jet are non-
relativistic [1]. In principle, information about the generation of such frag-
ment ensembles can be used in nuclear astrophysics (indirect approaches),
as well as in developments of nucleosynthesis scenarios on the basis of
few-particle fusion. To utilize this novel possibility it is necessary to provide
the completeness in the observation of relativistic fragments.

The emulsion composition provides a special convenience to explore
just peripheral interactions. It includes the Br, Ag and H nuclei in compara-
ble concentrations and allows one to compare fragmentation patterns of var-
ious origins. Under the same conditions it is possible to observe the very
peripheral break-up in the electromagnetic field on a heavy target nucleus
(EM dissociation; fig. 1) as well as in collisions with target protons.
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Fig. 1: Diagram of peripheral dissociation of relativistic ®B nucleus in EM field of Ag
nucleus: nearer approach of the nuclei with an impact parameter (a), absorption of
quasireal photon by ®B nucleus (b), B dissociation on fragment pair - p and 'Be (c).
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Fig. 2: Example of peripheral interaction of a 1.2 A GeV ®B—"Be+p in a nuclear
track emulsion (event with target fragment n,=1). The interaction vertex (indicated
as IV) and nuclear fragment tracks (H and Be) in a narrow angular cone are seen

on the upper and bottom microphotograph.

The emulsion response is described by the multiplicities of heavily ioniz-
ing fragments n, including a particles and slow protons and ng correspond-
ing to non-relativistic protons. Besides, the reactions are characterized by
the multiplicity of produced mesons ns. The events in which there are no
tracks of target nucleus fragmentation belong to electromagnetic or diffrac-
tive dissociation and are named “white” stars (n, = 0, ng= 0, ns = 0). Dissoc-
iation on a proton must lead to the appearance of its track, that is, n, = 0, ng
=1,and ns = 0.

The presence in the interaction vertex of strongly ionizing particle (n,>0)
tracks (example is shown in Fig.2) or relativistic particle (ns>0) tracks out-
side the fragmentation cone makes it possible to define the interaction as
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the one which occurred with an overlap of the densities of colliding nuclei or
with C, N and O nuclei in the cases of extremely short tracks of recoil nuclei.
In principle, mutual excitation and simultaneous fragmentation of both collid-
ing nuclei are possible. The discussion of these events is outside the scope
of the present paper and their statistics is given for the sake of illustration.

e r‘( —*IFV, "-‘ -‘;‘ ' ; ;j“"

Fig. 3: Example of peripheral interaction of a 1.2 A GeV 8B—>7Be+p in a nuclear
track emulsion (“white” star). The interaction vertex (indicated as IV) and nuclear
fragment tracks (H and Be) in a narrow angular cone are seen on the upper and

bottom microphotograph.

2. EXPERIMENT

Nuclear emulsions were exposed to relativistic °B nuclei at the JINR
Nuclotron. The beam of relativistic °B nuclei was obtained in the "B — °B
fragmentation reaction using a polyethylene target [2]. Data were obtained
at a beam energy of 1.2 A GeV. Events were sought by microscope scan-
ning over the emulsion plates. A leading contribution of the “white” stars
8B—'Be+p (50% or 25 events) having the lowest energy threshold was re-
vealed. Due to the loosely bound proton the ®B nucleus appears to be a very
sensitive probe of the EM interactions proceeding at the lowest momentum
transfers even. Information about a relative probability of °B dissociation
modes with larger multiplicity has been obtained. The 'Be core dissociation
in 8B is found to be similar to that of the free "Be nucleus [8]. Emulsions pro-
vide the best spatial resolution (about 0.5 mm). Irradiation details and a
special analysis of interactions in the BR-2 emulsion are presented in refs.
[3, 4]. We have no chance to present here a full description of all experi-
mental procedures [2-5].

3. RESULTS

The study of the events with a total relativistic fragment charge of 2Z;=5
in an emulsion exposed to ®B nuclei enabled one to establish the leading
contribution of the “white” stars ®B—’Be+p as compared with the stars con-
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taining the target fragments [4,6]. This conclusion is a qualitative distinction
from "°B case for which 3-prong “white” stars 2He+H are predominant [7].

Tab. 1: The distribution of the peripheral interactions with ¥£Z;=5 and 6 obtained in
an emulsion exposed to a °B enriched secondary beam versus target fragment
numbers n, and ng.

N olo|l1]2]3]|4]s
Ng ol1|o]oflo]ofo
He+3H |12 |6 |3 [3 |2 |3 | -
2He+H [14 |3 |8 |2 |4 | - |1
BetH |25 |1 3|3 |1 ] -] -

A detailed distribution of the ®B dissociation over the fragment configu-
rations }Z; and the numbers of the target fragments n, and nq is given in
Table 1. First of all, the predominance of “white” stars 8B—'Be+p should be
noted (example is shown in Fig.3). In this channel, there is practically no
dissociation on protons ng=1. The difference is due to a rapid increase in the
EM dissociation cross section with increasing target nucleus charge (like
Z?). Half a number of “white” stars is just associated with 3- and 4- particle
dissociation modes having much higher thresholds. This implies that the
multiple fragmentations can be initiated by an EM excitation of one of the He
clusters. It may also be noted that in the 2He+H (example is shown in Fig.4)
and He+3H channels the fraction of the events on protons (ng=1) and the
events with target fragments (n,>0) with respect to the ‘Be+p channel be-
comes the major one and increases by a factor of 5 as compared with the
case of “white” stars (n,=0, ng=0). It is obvious that such a tendency is con-
nected with an increase of direct proton-nucleon collisions.

4. CONCLUSIONS

The presented observations serve as an illustration of prospects of
realtivistic nuclear beams for nuclear astrophysics. The results of an
exclusive study of the interactions of relativistic ®B nuclei in nuclear
emulsion lead to the conclusion that the known features of their structure
are clearly manifested in very peripheral dissociations. In spite of an
extraordinarily large distinction from the nuclear excitation energy the
relativistic scale does not impede investigations of nuclear interactions in
energy scale typical for nuclear astrophysics, but on the contrary gives also
new methodical advantages.
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Fig. 4: Example of peripheral interaction of a 1.2 A GeV 8B—2He+H in a nuclear
track emulsion (“white” star). The interaction vertex (indicated as IV) and nuclear
fragment tracks (H and He) in a narrow angular cone are seen on the upper micro-
photograph. Following the direction of the fragment jet, it is possible to distinguish 1
singly (the central track) and 2 doubly charged fragments on the bottom micropho-
tograph.

Due to a record space resolution the emulsion technique provides
unique entirety in studying of light nuclei, especially, neutron-deficient ones.
Providing the 3D-observation of narrow dissociation vertices these classical
technique gives novel possibilities of moving toward more and more
complicated nuclear systems. Therefore this technique deserves upgrade,
without changes in its detection basics, with the aim to speed up the
microscope scanning for rather rare events of peripheral dissociation of
relativistic nuclei.
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Diurnal and 27 day variations of cosmic rays as
registered with the muon telescopes at SWU and
BEO - Moussala

Ivo Angelov
South West University "N. Rilski"

Abstract: The results from the periodic analysis of the muon telescopes
data at South West University and BEO - Moussala are presented. The di-
urnal and the 27-day variations are clearly visible..

Keywords: cosmic rays, muon telescopes, periodic variations

1. INTRODUCTION.

The intensity of the cosmic rays (CR) changes continuously with time.
The CR intensity variations can be divided in two main groups: variations of
terrestrial origin and variations of extra terrestrial origin.

Seasonal and diurnal variations, due to changes in the atmosphere tem-
perature profile belong to the first group and are significant for the muon
component of CR. Small diurnal variation of the CR intensity due to small
diurnal change of the local geomagnetic cut-off also exist because of the
asymmetric shape of the Earth’s magnetosphere[1],[2].

The extraterrestrial variations of CR are two groups periodic and spo-
radic.

The ground level enhancements (GLE) and the Forbush decreases have
solar origin and belong to the sporadic CR variations. (See [3], [4], [5] for
details.)

The observed extraterrestrial periodic variations are 22 year, 11 year, 27
day and solar diurnal variation. They are connected with solar modulation
effects on CR.

The 22 year variation is connected with the solar magnetic fields reversal.
The 11 year variation is connected with the solar activity cycles and has
largest amplitude, a example plot is shown on fig. 1. [6].

A 25-26 day periodicity (sidereal period) is observed in large number
quasi-periodic variations of the different solar activity parameters and the
solar wind because of the 25-26 day rotation of the sun (for the solar equa-
torial and near equatorial regions, for solar polar regions the period of rota-
tion is about 35 days). For an observer on the Earth, this periodicity is 27-28
days (sinodical period). The periodic CR variation, connected with the solar
rotation is called 27-days variation [8].
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Fig. 1: The 11 year variation of CR and its
anti-correlation with the solar activity [6].

The CR particles corotate with the interplanetary magnetic field (IMF).
At distance 1 AU the speed of corotation is about 400 km/s and the direction
is in the direction of the Earth orbital movement (fig. 2). This effect leads to
an anisotropy of CR and a diurnal variation which should have maximum
about 18:00 local time [6]. In fact the maximum is shifted towards earlier
hours because of the bending of the trajectory of primary CR particles by
the Earth’s magnetic field.

View From Above Earth's Orbit
Ecliptic Plane 30 kmis
0800 LT
Sun
1200 LT 0000 LT

1800 LT

Corotational
Streaming
400 kmis

Fig. 2: Corotation of CR particles with IMF [6].

The variations of CR are studied with neutron monitors and muon tele-
scopes [1], [7]. In this paper we analyzed data from the muon telescopes
(MT) at South West University (SWU) and Basic Environmental Observa-
tory — Moussala (BEO). Details for the instruments can be found in [9], [10],
[11].

2. EXPERIMENTAL DATA, PROCESSING AND ANALYSYS
We have analyzed data from the time period November 2007 — May 2008
for the SWU MT and for the period August 2006 — June 2008 for the BEO
MT. The relative intensities of the CR muons are pressure corrected. For
the SWU MT we take the data records averaged for 15 minutes (by the data
logger software). We used the 15 seconds raw data from the BEO MT, the
data are pressure corrected and averaged for 15 minutes by custom soft-
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ware. The 15 min. data were smoothened using digital filters. The data
processing was done with MatLab 7.1

2.1. The diurnal variation
The method of superimposed epochs was used to obtain the diurnal
variation. The obtained results are plot on fig. 3a, 3c.
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Fig. 3: Diurnal variations of CR muons and
asymptotic directions of the telescopes:
a) MT SWU variation ; b) asymptotic directions of SWU MT ;
¢) MT BEO variation, data from August 2006 to December 2006;
d) asymptotic directions of BEO MT.

As expected the shape of the diurnal variation is near sinusoidal.

For SWU MT, vertical direction (fig. 3a, line V), the maximum is at 13:15
local time (LT), the minimum is at 03:45 LT. The peak to peak (p-p) ampli-
tude is ~0.35%. A weak second maximum is noticed at 22:00 LT.

For the BEO MT, vertical direction (fig. 3c, line V) the maximum is at
13:45 LT, the minimum at 3:15 LT, the amplitude is ~0.45% p-p.
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2.2. The 27-days variation

We have analyzed only the data from the BEO MT for 27 days periodic-
ity, since we have long enough period only for this telescope. The adjacent
averaging smoothed over 6 points hour data are plot on fig 4., the dashed
line. For 27 days variation we used additional smoothing by digital filtering
of these data. A digital recurrent band pass filter with cut off frequencies
2.107 cycles/day and 10" cycles/ day ( corresponding to periods 50 days
and 10 days ) was used. To avoid phase distortions the filter is applied once
in forward and once in backward direction. The filtered data are plot on fig. 4
— the solid line.

smoothed data
filtered data
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Fig. 4. 27 days variations of CR muons

3. DISCUSSIONS AND CONCLUSIONS.

Since the primary CR are charged particles, (mainly protons) their tra-
jectories are distorted by the Earth’s magnetic field and the vertical CR, de-
tected by a telescope, are not coming along the Earth’s radius, but from an-
other direction. The direction at which a particle enters the Earth’s
magnetosphere can be calculated if we know its energy and the direction at
which it comes to the detectors using “the method of backward trajectories”
[12]. These directions are calculated for primary particles with different rigid-
ities (in the energy range of the instrument), entering the atmosphere above
the detectors vertically at 20 km altitude and are called asymptotic direc-
tions for the instrument. The asymptotic directions allow to estimate from
which direction of the interplanetary space are coming the particles detected
at given directions on the ground.

The asymptotic directions for the two telescopes are calculated using
MAGNETOCOSMICS software code [12] and are plot in geographical coor-
dinates on fig. 3b, 3d [11].

As mentioned before, the solar diurnal variation due to the corotational
streaming should have maximum at about 18:00 LT, if the particles trajecto-
ry bending is not taken into account. We have maximums at 13:15 and
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13:45 LT (fig.3a, 3c), approximately 4.5 hours before 18:00, which corres-
ponds to =67.5° longitude shift. At this moment, the LT is 18:00 at =90°E.
(The angular speed of Earth is 15°/h, the telescopes are situated at =23°E)

For the vertical channels of the telescopes, according to the calcula-
tions, from asymptotic viewing longitude =90°E come particles with rigidities
=16 GV for BEO MT. From asymptotic viewing direction with longitude
~80°E come particles with rigidity =21 GV.

The SWU MT is sensitive mainly to primaries with rigidities 20-160 GV
and the BEO MT is sensitive to primaries with rigidities 10-80 GV (fig. 5).
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Fig 5. Response to primary protons: a) SWU MT ; b) BEO MT. [11]

The maximum of the registered diurnal variation corresponds to corota-
tional streaming anisotropy of CR. The time of maximum and the phase dif-
ferences between the directions are in logical agreement with the calculated
asymptotic directions.

The phase differences, for the BEO MT, between the different direc-
tions are smaller, because it is more wide angle, and with lower rigidity re-
sponse than the SWU MT.

The second small maximum at about 22:00 — 23:00 LT is probably due
to Earth’s magnetosphere asymmetry.

The observed 27-days variation is not constant and with small ampli-
tude, which is usual for data near minimum solar activity period.
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Abstract: We demonstrate the possibility of determining simultaneously
the parameters of optical fibers, using stimulated four-photon mixing. This is
the first non-linear optical method, which allows obtaining the important fiber
parameter. The method is without the requirement of considering the partic-
ular refractive profile. The most suitable modal combinations, which minim-
ize the error of neglecting the refractive index profile, are found depending
on the V' parameter value. Experimental results, which verify the accuracy
of the proposed method, are given too.

Keywords: Fiber optics, non-linear optics, four photon mixing, optical
communications.

1. INTRODUCTION

At present most of developed methods for d control of optical fiber
parameters determine only one of the fiber parameters [1]. We propose
method based on nonlinear optical processes when measuring the frequen-
cies shifts between new components and pump wave at stimulated four-
wave mixing (FWM). As a result practically important fiber parameters are

simultaneously determined such as: the core radius a the core cladding

cor’?
refractive index difference An, the cut-off wavelength /IC, and the fiber V'
parameter.

2. METHOD
As it is well known, the stimulated FWM is a non linear process,

when two pump photons of frequency v, are transformed in Stokes and

anti-Stokes pair of frequency respectively v, and v,, which obey the en-
=V

ergy balance v, —v —Vv,. The process is efficient if the phase match-

S
ing condition Ak =k(v,)+k(v,)—2k(v,)=0 is fulfilled. Perfect phase-

matching can not be achieved in optical glasses because in the normal
(anomalous) dispersion region Ak is always greater (less) than zero. Exact

a
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phase-matching is possible in optical fibers, when the material is compen-
sated by the modal dispersion for a suitable combination of the modes, i.e.

(1)Aﬂ:ﬂpl +:Bp2 _ﬂa _ﬂs =0,
where B, B,,, B, and p; are the propagation constants of the

waves in the respective waveguide modes.
The frequencies v, and v, generated by a FWM process can be ac-

curately predicted, if the parameters of the fiber, including the refractive in-
dex profile, are precisely known. For a fixed modal combination, they can be

calculated by varying frequency shift Av = V,—Vs=V,—V,, and looking

fora Av, at the phase-matching condition, expressed by eq.1.

At the same time, the solving of the inverse problem — to fine the fiber
parameters from the fibers from the given FMW frequencies — have to deal
with difficulties, connected mainly with the influence of the refractive index
profile. Most of the fibers produced by the MCVD technique have a central
dip in the profile. The shape and the depth of this central dip substantially
modify the dispersion properties of the fiber and, as a result, the frequency
shifts of various modal combinations.

In this work we demonstrate the possibility for substantial reduction of
the error, associated with the FWM method. Our investigations demon-
strate, that we can achieve the same results when using the direct meas-
urement of the differential modes delay for a fiber parameters determination,
and the error due to the influence of the refractive index profile, is minimize
too.

a

For the case of weakly guided fibers [2] in a divided pump process
(that is the Stokes and one of the pump wave propagate in one fiber mode,
while the anti-Stokes and other pump wave propagate in another fiber

mode) the frequency shift Av is determinate by An, V', 2a, and n_,. as it
follows [3,4]:

cor

(2) AvA,D(4,) = An{d(BSV) - d(B“SV)]

av av
where

3)V = 2Tm,/2nern
is the normalized frequency, lp is the pump wavelength,
d(BV) are differen-
dv

2
D) = A2 [d—g] is the core material dispersion and
dA

tial mode delays of the propagating Stokes and anti-Stokes waves. These
modal delays depend only on the /' parameter and on the real profile of the
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refractive index of the waveguide core. They do not depend, however on
whatsoever material parameters. distinct combinations of modes) the fol-
lowing characteristic equation for the parameter ' can be written [5].

dB"v) dBYY)

M)
(4 AV(Z) N C(ZZ de = R().
Av dB? V) d(B2V)
dv dv

In eq.4 indices 1 and 2 denote the first and the second modal com-
bination respectively. If the refractive index profile is already known, the
right side of the eq.4 depends only on the V' parameter. This fact estab-
lished the possibility to obtain /' parameter, and after that — the other fiber
parameters.

However, the various refractive index profiles yield different value for
the normalized group delays [6], and therefore substantially different func-
tion R(V). As a result, the error of the obtained /' parameter can be quite
large. In order to find the conditions for minimizing this error we investigated
the R(V') function for various refractive index profile and modal combina-
tions.

The main concept of our approach is straightforward. The central dip of
the refractive index profile influences substantially on the normalized group
delays of the axially symmetrical only (the LP,, modes with firstindex /=0)
[6]. The latter is a consequence of the fact that the intensity maximum of
these modes, for the fiber without a dip must lay in the center of the fiber.
Hence, the presence of the dip changes radial field distribution and the
group velocity of the wave. The influence of the refractive index profile on
the axially anti-symmetrical modes (the first index /> 0) is much less pro-
nounced, because their intensity at the center of the fiber is zero.

Fig. 1 shows the dependencies R(V') for the rectangular refractive in-
dex profile and the rather extreme case when the radius of the rectangular
central dip is 15% of the core radius and the refractive index in the center of
the fiber equals to the refractive index of the cladding. The dependencies
R(V') are show for three different combinations of the pump wave modes,

including respectively 0,1 and 2 axially symmetrical modes. Curve 1 corre-
spond to Av obtained with the pair LP;; —LP,; and to Av® obtained

with LP,; — LR, curve 2 to Av) obtained with LPy, - LA, and Ay
obtained with LP; — LF,;, curve 3 to Av® obtained with LP,, — LA, and

Av® obtained with LP —LFy . Itis interesting to mention that these are
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combinations of the lowest order modes. From fig.1 it is seen that R(}) has

zeros for certain values of J/. Consequently, for those values of V' the
normalized group delays participating in numerator of eq.4 are equal. The
negative value of R(V) correspond to the case when the anti-Stokes wave
of the modal combination in the numerator of eq.4 propagate in the higher
mode, that the Stokes wave. The positive values correspond respectively to
the case when the Stokes wave is in the higher mode.

As it seen from the given curves, if only axially anti-symmetrical modes
are used, the function R(V) for the cases of rectangular refractive index
profile and profile with a central dip almost completely coincide. Hence, us-
ing such modal contribution, the value of the V' parameter can be deter-
mined with remarkable precision without considering the type of profile. In
the case of only one symmetrical mode participating in the process, an in-
terval of I/ value, where the two curves coincide enough precisely, can be
found too.

1.5

-1.5 T |
3.5 4.5 5.5 6.5

Fig 1. The dependence R(V') of different modal combinations and for rectangular
index profile (continuous line) and for a profile with a central dip (dotted line).
This is the interval around the point where the function R(V) becomes
zero. For the concrete case when the first frequency is obtained for LP,;
and LB fiber modes, while the other — for LF; and LF,; modes in the in-
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terval 3.9 <V <4.3 the error of the obtained value of V' is less than 1%.
However, for larger values of V' the error becomes considerable. Suitable
interval of V' values does not exist in the case of two axially symmetrical
modes, so such modal combination is not preferable to be use in determin-
ing of the ' parameter.

If the V' parameter is already known, the determination of the other pa-
rameters (core radius a,,.and the core cladding refractive index differ-

ence An) requires information about the dopant composition of the fiber, or
equivalently, about refractive index n(A4) and the dispersion D(1) . We will

show below in this paper, that in the case of optical waveguide dopand by
only one element, we can determinate the concentration of this element
(n(A4) and D(A) respectively), using the recurrent procedure. If the core is

dopand by more than one element, this procedure is not applicable. Using
the data for the pure fused quartz in this case we can obtain good accuracy
of such approximation [7]. The error due to this exchange is especially neg-
ligible, if ),p is far from the point of zero material dispersion of the fused sil-

ica. After that, the derivation of An and a.,. is straightforward.

cor

3. EXPERIMENTAL RESULTS.

In order to prove experimentally the feasibility of determining the fiber
parameter using FWM process with one axially symmetrical mode, we stud-
ied a fiber with known V' parameter, which was approximately 3.9 for

/1p =532nm . An experimental set up, which is widely used for studying

non-linear phenomena in optical fibers, was employed for obtaining the
stimulated FWM spectra. The fiber was pumped by the second harmonic of
a Q-switched and mode-locked CW Nd:YAG laser. The fiber had been pro-
duced by the MCVD technique and had pure silica cladding and Ge-doped
cores with different molar concentration.

In the experiments the excitation of the different groups of modes was
accomplished by varying the launching conditions for the pump beam. The
modal structure of the generated radiation were identified visually, after
splitting a fraction of the fiber output with a grating. FWM were recorded by
OMA.
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Fig.2 The anti-Stokes components of the FEM spectrum.

In Fig.2 the anti-Stokes sides of the FMW spectra is shown For this
fiber the refractive index profile differ substantially from rectangular one.
Fig.2 show also the modal combination of the Stokes and anti-Stokes com-
ponents for the respective frequency. The Stokes sector of the spectra. Ex-
pect the symmetrical Stokes frequency, contains also the stimulated Raman
scattering (SRS) line with frequency shift 440 cm™! from the pump. It com-
plicates the spectra and increases the uncertainty of the adjacent FWM fre-

quencies. For this sample we used Av®D =722¢m'  obtained  with
LPy — LB, and Av® =1089¢m™" with LB, —LP,,. The frequency shift
AvD =722¢m' was obtained when anti-Stokes component was in the
higher mode. That's why we take this value as a negative. Via eq. 4 we find
out the V' value for the pump wavelength used 3.96.

Using this value, the parameters of the fiber were easily calculated.
The standard optical fibers are made from SiO, with Ge-doped core. But

the doping concentration weakly effects to core refractive index n
d’n . :

— and differential mode delays
d

[7]. Then if we use the data for pure silica the error will be negligible. Solv-
122
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ing eq.2 we obtain for the core-cladding refractive index differ-

ence An = 3,04.10_2. From eq.2 we find out for the core diameter
2a =2.25um when. We have to mention that the passport data are corre-

spondingly An = 3.2.107% and 2a = 2.2um .

4. CONCLUSION.

In conclusion, non-linear optical frequency-resolved method is pro-
posed to determine simultaneously most of the important fiber parameter,
without accounting for the specific refractive index profile, which were ex-
perimentally demonstrated. The accuracy of the obtained data is satisfac-
tory. The largest deviation from the certificate parameters is 5%, and in ad-
dition, it is @ sum of the errors associate with the standard methods and with
our measurement.
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Abstract. The mass and the size of the particles of most refined fraction
in aerosol systems with limited volume are determined via measuring the ci-
nematic viscosity. The measurements of latter have been performed when
the system is left to stay after forming for a period of time, called delay time.
The results for different aerosol volumes have been extrapolated at delay
time tending to infinity, when there are left only the finest in size particles of
the aerosol. They are interpretive as Aitken’s nuclei of condensation in the
atmosphere.

Keywords: aerosol with limited volume, cinematic viscosity, Aitken’s
nuclei.

1.INTRODUCTION

In some previous papers of ours [1,2] we discussed a method of mea-
suring the cinematic viscosity of aerosol systems with limited volume pos-
sessing properties analogous to those of liquids. The method is based on,
investigating the decrease of the aerosol boundary in case of outflow result-
ing from the action of its own hydrostatic pressure. In [3] we specified that it
is due to extra pressure created by the aerosol phase.

2.METHODS

The aerosol is formed in a cylindrical vessel with cross section S and
flows out through a horizontal tube (L is length and R is radius) near the bot-
tom of the vessel. Assuming that the outflow is laminar and follows Poi-
seuille law we deduce the expression below for the cinematic viscosity
(1) v=n/p=B/[d(InH)/dt]
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where 7 is the dynamic viscosity, p is the density of the aerosol phase

B=xR"g/8LS, gis the gravity acceleration, H is the height of the free

aerosol boundary above the outflow tube.

The changes in H — the height of the aerosol boundary, are registered
by photodetectors which receive a signal of the dispersed light of a laser
beam scanning the aerosol in a direction perpendicular to its horizontal free

boundary.
In [2,3] expression (1) is modified as follows:
(2) v=1_p H At
Y2 AH

where At is the time need to decrease the free aerosol boundary by dis-
creet step AH around the height H . p is the mean density of the aerosol

phase in aerosol volume V = SH .

If after the aerosol formation and before measuring its cinematic viscosi-
ty it is left to stay for a period of time 7, called in [1] evolution time (delay
time), then in the aerosol system, which is a typically unbalanced system
occurs a decrease in the density p and a respective increase in the viscosi-
ty v as a result from the processes of sedimentation and precipitation on
the walls of the vessel. This leads to a change in the time A¢ of outflow be-

tween two successive photodetectors corresponding to the height H.
From (2) we obtain the following expression for the outflow time Ar of
an aerosol with a volume AV =S AH

@ At=—cv/H |,

where c=8SAH L/ 7 R'g.

Time At can be treated as a new characteristic of aerodispersion sys-
tems with limited volume. It depends on the cinematic viscosity v, the

height of the aerosol boundary H and the evolution time 7 , via v.

We experimentally defined the quantity Ar for 7 different heights of the
aerosol boundary (aerosol volumes) in case of 11 evolution times.

The experiments were conducted with an aerodispersion system model,
namely smoke from 3 cigarette brands, the aerosol being formed in a cylin-
drical measurement chamber with a diameter of 0.030 m and a height of
0.450 m. The outflow tube was with a diameter of 0.008 m and a length of
0.030 m.

The experimental results indicate that the time Ar depends approx-
imately linearly on the evolution time 7 as the angular coefficient of the ob-
tained straight lines increases with the decrease of the aerosol boundary,
ie.
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(4) At=a(H)t+ B(H)
The linearized dependences of Ar as a function of 7 are illustrated in
Fig.1.

—=—(0.105m
--o--0.135m
-- 4 - (0165 m
—-v—-0.195m
--+=- 0225 m
| | =e=bee- 0.255m
.ED_I [ e 0.285 M

]
o

At, 10° min

T, min

Fig. 1. Linearized dependence of outflow time of aerosol At on evolution time

T at 7 different heights /4 (aerosol volumes). The aerosol is smoke from Arda
cigarettes

Let us divide the two sides of equation (4) by 7. We obtain
At — H
(5) —=a(H)+ M
T T
The quantities in the right-hand part of the above equation depend, as it

can be seen from fig.1, on the height H .
In equation (5) we can perform approximation 7 — oo, when there re-

A
mains only the most refined fraction of the aerosol. Then At —>«a, i.e. the
T

quantity a(ﬁ) appears as a characteristic of the most refined fraction of

the aerosol.
Fig.2 represents the dependence of Af/7 on 1/7 for different heights

of the same aerosol.
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Fig. 2. Dependence of At/zon 1/7in case of seven different heightsﬁ.

The values of a(ﬁ) are defined by the cross points of the straight lines

with the ordinate axis (for convenience the zero abscises axis, when
1/7 =0, is removed a little to the right).

Fig.3 represents the dependence of a(ﬁ) on H.The points designate

the values of a(ﬁ), defined by Fig.2, and the uninterrupted line presents
the approximation with exponential function.

2
[=]
1
1

0.8 o - —

a(H) 10°

0.6 i
0.4 = R

0.2 o —
1 -

0,0 +—r——T—F—""T——F——T———T——T——T—r—7—
010 0,12 014 016 0,18 020 022 024 026 028 0,30

H, m

Fig. 3. Dependence of a(ﬁ) on H for the investigated aerosol (with points) and
approximation with exponential function (the uninterrupted line).

127



Faculty of Mathematics& Natural Science — FMNS 2009

Fit exponential function :
Y = Yo + At EXP[-(x — Xo)/t1]

yo=0.175 + 0.043
X0 =0.105 £ 0

A;=1.395 + 0.063
t; =0.042 + 0.005

As it can be seen from Fig.3, a(ﬁ) can be expressed well enough via
the exponent. We obtained analogous results for other aerosols, too, smoke
from different cigarette brands. Fig. 4 represents the experimentally ob-
tained dependences of Ina (H) on H for tree kinds of aerosols (with

points) and their approximations with straight lines.
The results from Fig.3 and Fig.4 give us the right to formulate:

(6) a = a, exp(-bH)

T ¥ T . T = T X T L T ¥ T . T ¥ T " T

354 o T
g = - -m - Stuyvesant
-4,0 T R —e—Arda
1 \'\ > +—4_ Gitanes

— .45 - = ) -~ —
T & i
T ] o, BN .
c 504 i . e ~ -
J ~e T~ = ‘
5,5 - AT . ..‘"x‘ ‘m~ il
. e . -
.-
A T I 2]
6,04 ~A i . -
q ' o T
6,5 - W SUI i

.-\.
A

-7,0

———— 77—
010 012 014 016 0,18 020 022 024 026 028 030
H m

Fig. 4. Dependence of lna(ﬁ) on H for tree kinds of aerosols.

The above dependence resembles the dependence of the concentration
n, of a system of particles with mass m, on the height H, in the earth gravity
field
(7) n=n, exp(-mgH /kT) ,
where g is the gravity acceleration, k is Bolzman’s constant, T is the abso-
lute temperature.

On the basis of this analogy we can deduce that the dimensionless
quantity a is proportional to the concentration of the most refined fraction of
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the investigated aerosols. If we take a natural logarithm from (6) and diffe-
rentiate according to H we will obtain:

(8) p= 4@
dH
On analogy with (7) we can deduce
m, 8
9 = ,
(9) T

where m, is the mass of the most refined particles of the aerosol (we as-
sume that the aerosol is monodispersive).

From formula (9) through experimentally defining the quantity b (from
Fig.4 u (8)), we can calculate the mass m,, of the particles of the most re-
fined fraction

bkT
(10) T
g
On assumption that the particles are spherical with radius r, their mass
expressed via the volume V and the density p, of the substance of the

aerosol particles will be

(1) m :%zﬁpa

a

Replacing m, from (10) in (11) we will obtain for the radius of the par-
ticles:

(12) r:3M
\47gp,

3.RESULTS AND DISCUSSION
Assuming an approximate value for p, =4x10°,kg/m’ (about the

mean density of the earth crust), T=293K, k=1.381x10% J/K, then for the
mass and the size of the particles of the most refined fraction of the aerosol
phase, for three kinds of aerosol — smoke from cigarettes, we obtain the fol-
lowing values.

Aepo3zon Stuyvesant Arda Gitanes
ma,102"kg 5.40.6 5.1£0.3 4.8+0.3
r,10°m 6.80.2 6.80.2 6.60.1

As it can be seen, the values of m and r of the particles of the three
kinds of aerosols are close to each other. Because of this fact and because
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of the physics sense of a (H) (it characterizes the most refined particles

which remain during the aerosol evolution) we assume that these particles
appear as centers of condensation in the atmosphere. In [5] such centers
are designated as Aitken’s nuclei. They have inorganic origin which gives us

ground to deduce that p, equals the mean density of the Earth’s crust.
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RADIATION DOSES FOR X-ray
DIAGNOSIS TEETH IN DENTAL
MEDICINE

Lyubomir Direkov
South Western University “Neofit Rilski” — Blagoevgrad / Bulgaria

Abstract: X-rays are the first ionizing radiation, which are applied in
medicine for diagnostic radiology and X-ray therapy. While in the beginning
they are mainly used for X-ray photos of the chest / lungs and in severe
fractures of the limbs, then in recent years they are widely applied in
diagnostics of teeth in dental medicine. Considering that caries is a
widespread disease, both in children and adults, and it requires repeated x-
ray photographs of the damaged teeth for the individual, the total radiation
doses, which reflect on people from the X-rays are at high values.

In order to reduce external exposure to other organs /mainly thyroid gland/
by X-ray pictures of teeth, it should be used with special lead aprons with
large coefficient of reduction.

Keywords: doses of radiation, X-ray machines, dental, x-ray pictures of
teeth, protection sources.

INTRODUCTION

In 1895 German physicist Wilhelm Ryontgen discovered X - rays, i.e.
cathode rays, which represent the flow of electrons. Later, these rays were
named in his honor X-rays / Ro /. These rays emerge spontaneously in the
electronic transitions in artificial substances and by altering the speed / de-
lay, suspension / of electric charged particles circulating in a given volume.
X-rays represent flow of electromagnetic quantum, which have speed of
movement and range - beams / approximately 300,000 km/sec, but their
energy is substantially lower - from 10 KeV to 150 KeV. The most widely
distributed sources of X-rays are X-ray mechanisms, which are electro va-
cuum double electrodes devices, where the cathode emits electrons, and
then they speed up in an electric field and purposefully fall on the other cov-
ered electrode / anode. In a sharp reduction of the speed and stopping of
electrons on the anode, so called braking X-ray radiation occurs, which
consists of X-ray quantum.

X-rays have great penetrating power, because the X-ray quantum do
not have electric charge form. These rays ionize the air, biological tissues
and other environments and pass through them in an indirect way. X-rays
are the first ionizing radiation, applied in medicine for diagnostic radiology

131



Faculty of Mathematics& Natural Science — FMNS 2009

and X-ray therapy.
The main methods of radiological diagnosis are three types: radiography,
radioscopy, computed tomography.

In radiography the image on the film represents the distribution in one
plain of the darkening of the film due to its exposure to the substance

passed from the X-ray radiation.
Radioscopy image is observed on the monitor screen by X-ray electro opti-
cal converter and tv camera.

In computed tomography detailed image with cross-cutting form of the body
is obtained using a computer, that handles a large array of data passed
through the intensity of X-rays in tissue.

EXPOSE

The purpose of this study is to measure the doses of external radiation
that people receive in diagnostic radiology used in dentistry, to analyze the
risks and benefits of this diagnostic and basic requirements to protect
patients in these examinations.

There are two main types of X-ray apparatus used in dentistry:
sectional, ie. kugels - 1,2, 3 and panoramic X-ray — 4.

Fig.1: X-ray machines in dentistry

Registered devices of both types of X-ray apparatuses are X-ray films or
electronic sensors. Apparatuses with electronic sensors are more ad-
vanced, where the information goes directly into the computer, the image
can be increased or another processing can be applied. Furthermore, they
are more sensitive and capable of reducing the exposure time, and thus the
absorbed radiation dose.

X-rays are absorbed in variable amount by different organs and tissues
of the human body.For example, organs that contain much larger quantities
of calcium CA - bones and teeth absorb them in larger amount than the soft
tissues. In X-ray pictures of teeth one part absorbs the X rays and the other
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goes through them and causes exposure on the X Ray film. Thus the result
is a negative image of the teeth in which, areas that less absorbed X-rays
are lighter and those who absorb more are darker.

Radiation doses that people receive in the radiological diagnosis of
teeth, depend on the sample of X-ray apparatus, remedies and methods of
diagnosis — if this is graphs / photos / or gelt / highlight. Gelt is distinguished
by high doses of radiation and is not always necessary.

Tests were conducted in the laboratory for dental X-ray diagnostics in
the region of Blagoevgrad with sectional X-ray / kugel / type EndosAC.

In the first experiment patient No.1 who was sent from a dentist to make
an X-ray picture of teeth, no protective equipment was used and the dose of
radiation was measured using a portable digital monitor "Berthold"

Sv/h (=100pR/h
w HAUIUACTIVE '-'-'

Berthold

Portable
Doserate
Meters

Fig.2: Digital portable monitor

Monitor was placed around the neck of the patient and after making the
picture he showed 13,6 MSvV / h.

The experiment with patient Ne 2 — was made with protective apron with
lead collar. Monitor was placed again around the neck, just below the collar
of the protective apron. After the image was made the display monitor
accounts dose of radiation in the range of 6,2 uSv / h. That means that the
patient without a protective apron received 7,4 uSv more doses of radiation
from X-rays, i.e. about 2 times higher dose.
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Fig.3: Distribution of radiation doses

The main factors that determine the load of rays in the human organism
over time are the amount of radiation dose for each radiograph of the teeth
and the frequency of exposure for one year. Up to 2008 Bulgaria is among
the first 10 countries in Europe by the number of X-ray examinations. In
researches conducted by the World Health Organization was found that in
developed countries the main source of X-ray exposure of people are
medical and dental X-ray procedures. However low doses of X-ray
exposures that occur in images of teeth, can cause more lasting damage
than the high doses of radiation to other organs and systems with lower
average frequency.

CONCLUSIONS
1.The exposure of human body to X-ray exams with greater frequency can
cause certain damage to organs resulted from distracted X-rays. To reduce
the risk of damage to the human organism in the X-ray pictures of teeth,the
principle of equal distribution of the absorbed dose of radiation over time
should be applied.

2.For the protection of other organs in X-ray pictures of teeth, such as the
lungs and thyroid, the patients should wear lead/gum aprons. This is very
important for children and people with impaired thyroid function and cardio-
vascular diseases.
3.0ptic lens is extremely sensitive to ionizing radiation. It is determined that
the optic lens accumulate impairment for long time at comparatively low le-
vels of exposure to X-ray and other radiation. This can cause partial or
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complete loss of eyesight.For the eye protection in x-ray pictures of
teeth,they should be made with special protective leaded glass.

REFERENCES
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2.Regulation of basic standards for radiation protection.2004.
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Abstract: The rapid development of mobile communications has led to
public concerns about possible health effects. To examine the level of per-
sonal exposure and possible correlations with heart rate variability a cost
optimized personal devices, estimating the intensity of the 900 MHz EMF in
arbitrary units, combined with one-channel electrocardiogram (ECG) moni-
tor have been developed. Two prototypes were made and tested. Two vol-
unteers carried them all the time and recorded 5-minutes morning and eve-
ning ECGs for several months. These pilot results show that probably EMF
at 900 MHz and geomagnetic activity effect cardio-vascular health state and
expanded study with large group of volunteers for a long period of time
should be performed.

Keywords: cardio-vascular health state, mobile phones and stations,
geomagnetic storms

1. INTRODUCTION

As a part of the environment, the electromagnetic fields (EMF) are in
close relationship with biological processes and human physiological state.
Different investigations indicate that geomagnetic activity (GMA) affects on
functional systems and in particular cardio-vascular system [1, 2, 3]. The
fast development of new technologies for personal communication and wire-
less networks in the last years has led to significant concern about the in-
creased EMF exposure of the people and possible adverse health effects.
The studies carried out by now [4, 5, 6, 7] have not produced clear results,
but they indicate that the radiation of the mobile phones and base stations
may be responsible for various biological effects. It is essential to find out
whether these effects may affect human health.

The methods used by now to study the association between health symp-
toms and mobile phone radiation such as self-reported mobile phone use or
operator data, lateral distance of the residence to the next base station and
spot measurements have a lot of limitations.

Having in mind these facts we have developed personal devices to as-
sess the average personal exposure on 900 MHz EMF and method to esti-
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mate the possible exposure correlations and GMA variations with heart rate
variability (HRV).

HRV is the oscillation of the intervals between consecutive heart beats
(R-R intervals) in the electrocardiogram (ECG). It is an important marker of
the autonomic nervous system and can also be used to study the heart ac-
tivity for different functional and pathological states [8]. The analysis of HRV
is a relatively new, non-invasive, easily applicable and very informative
method. Measuring HRV, the relationship between lethal arrhythmias on
one hand and increased sympathetic activity or decreased activity of para-
sympathetic nervous system on the other hand is already a proven fact. Re-
duced HRYV is a negative prognostic factor, often preceding and/or accom-
panying various cardiovascular diseases, including fatal diseases as well as
cases of sudden cardiac death [8].

2. METHOD

A cost optimized devices, estimating the intensity of the 900 MHz in arbi-
trary units, combined with one-channel ECG monitor have been developed.
Two prototypes were made and tested. Two volunteers used them - the first
one for about 10 months and the second one for 8 months. The devices
were carried in the pocket or in the bag of the persons, continuously re-
cording the 900 MHz EMF signal strength. The volunteers recorded two 5
minutes ECGs every day — in the morning after awakening and in the eve-
ning before falling asleep.

The HRV indices (both in spectral and time domain) were derived from
the recorded ECG using custom software and statistical analysis was per-
formed to assess the possible effects of GMA and recorded 900 MHz EMF
levels on HRV parameters.

3. DESCRIPTION OF THE INSTRUMENT

The block-scheme of the tested prototypes is shown on Fig. 1.

A quarter wave printed circuit board (PCB) slot antenna was used to
measure the signal strength in the 900 MHz band. The antenna is con-
nected to a logarithmic amplifier through a LC-matching circuit. The circuit
provides certain selectivity for the 900 MHz band and ~9 dB voltage gain.
Because of the frequency band and the needed high sensitivity and dynam-
ic range, the logarithmic amplifier AD8313 (Analog Devices) was chosen.
The device gives the possibility of exact transfer of the modulated RF signal
applied to its differential input, to an equivalent logarithmic (proportional in
dB) scale at its DC output.

The output of AD8313 is connected to the input of the internal 12-bit
ADC of the microcontroller (MCU). The signal is digitized continuously with
64 kHz sampling rate. The MCU averages each 16384 samples (2'%), and
the voltage value is stored as 2-byte word in the RAM of the MCU. Every
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1.024 second 4 values are stored. Every 64.5 seconds the results are rec-
orded on a 512 bytes sector of the SD-card. The sector contains 252 values
and the current time and date from the real time clock.

The measured values can be recorded also in ASCII files and monitored
in real time on a personal computer screen, using the developed application
software for visualization and the built-in USB interface.

The averaged values of the signal strength in dB, calculated from the
recorded values of the output voltage according to the transfer characteristic
of AD8313, are used. The data are read from the SD-card with a standard
card-reader and developed custom application software, which recalculates
the voltage values into dB and averages the data for different time periods
(Fig. 2).

When the patient cable is connected, the instrument switches to “ECG-
monitor” mode. The ECG-monitor is designed on the basis of the publica-
tions [9, 10].
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Fig. 1. Block-scheme of the tested prototypes.
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Fig. 2. Values of the signal strength, registered with one of
the prototypes for the period 13 — 17 August 2008

The input stage of the ECG-monitor is designed with a standard instru-
mentation operational amplifier. The common mode amplifier (Rigth leg
driver) is realized with a precision operational amplifier.

The internal 12-bit ADC of the MCU is used for digitizing the amplified
ECG signal. To increase the resolution of the ADC the method described in
[11, 12] is used. The needed sampling frequency for the ECG signal is 500
Hz, but each of the values is a result of the sum of 128 consequent samples
(actual sampling frequency 64 kHz, oversampling), divided by 8 (decima-
tion). The result for each of the 500 samples is a 16-bit word, and practically
the ADC resolution is increased to 15 bit.

To facilitate the tests, the prototype was designed with USB interface to
PC, and can be powered with + 5V provided via USB. To ensure safety, the
power is galvanically separated from the PC ground using DC/DC converter
with 3 kV isolation and the data transfer from the MCU to the PC is via 3 kV
digital isolator (type i-coupler, Analog Device).

No digital filtering of the ECG signal is implemented in the current version
of the embedded software. Each of the digital values is sent directly to the
PC via the USB interface. The custom application software visualizes the
ECG and records the digital values in ASCII file (Fig. 3).
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Fig. 3. The window of the application software for
ECG visualization and recording.

4. SOFTWARE FOR R-R INTERVALS DETECTION AND HRV
ESTIMATION

For processing of the recorded ECG (filtering, QRS detection, R-R inter-
vals calculation, rejection of values not within the criteria, spectral analysis
and other), software with graphical user interface, developed in MATLAB
programming environment is used. A simplified block diagram of the pro-
gram algorithm is presented on Fig. 4.

The bandwidth of the recorded ECG is limited in the 0.5-150 Hz range. A
digital Butterworth band pass filter of 4™ order is used for that purpose, and
for the 50 Hz broom rejection a digital Butterworth stop band filter of 8" or-
der is used. The built in MatLab function filtfilt is used, which provides digital
filtering without phase change by processing the input data once in right and
then in reversed order.

For QRS complexes detection an algorithm based on the one described
in [13] is applied. The R-peaks are separated by 17 Hz band-pass filter. The
separated signal is differentiated and squared. The values are consequently
integrated in given limits (moving integrator) and a flying threshold, averag-
ing the integrated values for given time interval is calculated. The time of the
maximums of the R-peaks is determined by finding the local maximum in
the filtered ECG for each of the time ranges, in which the integrated signal
exceeds the threshold.

To remove ectopic beats and artifacts from the R-R intervals sequence,
those which have time duration lower than 0.8 or higher than 1.2 of the du-
ration of the previous interval are deleted [14, 15].
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Fig.4. Block diagram of the program for ECG analysis.

The spectral analysis of the time dependence of the R-R intervals, RR(t)
is performed using the LS-periodograms method [16, 17], which gives the
possibility for analysis of unevenly sampled data and the distortion of the
spectrum is minimal if there are missing R-R intervals (removed ectopic
beats or artifacts). Just for comparison the program makes also interpola-
tion of the RR(t) time dependence and a resampling in even time intervals
after that. Then the data are analyzed using discrete Fourier transforms.

The program calculates the HRV indices in the time domain — SDNN
(standard deviation of normal sinus R-R intervals), RMSSD (the square root
of the mean squared differences of successive R-R intervals), pNN50 (per-
centage of adjacent R-R intervals that vary by more than 50 ms), R-R aver-
age, R-R minimum, R- R maximum, and also in the frequency domain - the
ratio between the powers in the low-frequency (0.04-0.15 Hz) and high-
frequency ranges (0.15-0.4 Hz) of the spectrum (LF/HF). For each ECG,
these values are recorded in formatted ASCII file, together with the date,
hour of the ECG record and the name of the participant in the registration.

Additionally for visual control the filtered ECG with the found R peaks, ta-
chogram, and power spectrum (LS-periodogram) are plotted on the screen
and can be viewed in details or printed on paper.
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5. RESULTS, DISCUSSION AND CONCLUSION

This method and developed devices give the possibility to study the per-
sonal exposure to 900 MHz EMF and possible variations of heart rate vari-
ability.

The results from the personal monitoring of the two volunteers are pre-
sented in [18]. They indicate that although heart rate decreased, HRV pa-
rameters were worsened after the exposure at increased signal strength at
900 MHz. The results about the increased GMA effects were similar but
heart rate increased with GMA increment.

The results showed a shift in LF/HF ratio towards a sympathetic domi-
nance in the autonomous nervous system under increased signal strength
at 900 MHz and increased GMA.

These pilot results are consistent with other results performed by other
researchers at different experiment settings and show that probably EMF at
900 MHz and GMA effect cardio-vascular health state and expanded study
with a large group of volunteers for a long period of time would be useful to
be performed by the proposed method using personal exposimetry and
heart rate variability parameters.
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DNA double-strand break and apoptosis induc-
tion in human lymphocytes in different cycle cell
phases by ®°Co gamma rays and Bragg peak
protons of a medical beam

A.A. Khachenkova, A.V. Boreyko, A.V. Mozhaeva, V.N. Chausov,
I.l. Ravnachka, .LAmov, S.l. Tiunchik

Joint Institute for Nuclear Research

Abstract. A comparative analysis is made of the regularities in the
formation of DNA double-strand break and apoptosis induction in peripheral
human blood lymphocytes in different cell cycle phases after ®°Co gamma
and extended Bragg peak proton irradiation. It is shown that the formation
of apoptotic cells in a lymphocyte population increases linearly in all the cell
cycle stages after proton irradiation. The maximal DNA double-strand break
and apoptosis yield in lymphocytes is observed in the S phase of the cell
cycle.

INTRODUCTION

As is known, apoptosis is a basic mechanism of the regulation of the
tissue level of living system organization and plays an important role in pre-
venting living cell malignization, which is especially important for evaluating
radiation influence on the organism.

It is shown that the formation of DNA double-strand breaks (DNA
DSB) is the molecular event initiating programmed cell death — apoptosis.
As the DNA DSB quantity and quality depends on the physical properties of
ionizing radiation influencing cells, it can be assumed that the regularities in
apoptotic cell formation will also depend on the quality of radiation.

The aim of this work was to study the regularities in the induction of
apoptosis and DNA DSB as the main initiating events in apoptotic cell death
under ionizing radiation with different physical characteristics.

MATERIALS AND METHODS

As the research objects, peripheral human blood lymphocytes were
used. Lymphocytes isolated from donor blood /V.A. Tronov, 1996/ in a con-
centration of 2-10° cells/ml were irradiated with ®°Co gamma rays and 250
MeV-protons in the doses of 1 — 5 Gy.

DNA DSB induction was studied using a neutral DNA comet method.

The analysis of apoptotic cell death was based on morphological indicators;
it was done using a fluorescent microscope after staining lymphocytes with
a mix of stains.
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RESULTS AND DISCUSSION

Fig.1 shows DNA DSB induction in lymphocytes after proton irradiation
in different cell cycle phases. It was found that the maximal DNA DSB yield
is observed in the S phase of the cell cycle. Fig.2 shows apoptosis induction
in lymphocytes after proton irradiation in different cell cycle phases. It was
found that apoptotic cell formation in a lymphocyte population increases in
all the cell cycle stages for all the proton doses up to 5 Gy. With respect to
this measure, the most sensitive cells are those in the G2 and S phases of
the cell cycle.

= G2

A &1
v GO

Dose, Gy

Dose, Gy

Fig. 1. DNA DSB induction Fig.2. Apoptosis induction
in lymphocytes after proton ir- in lymphocytes after proton ir-
radiation in different cell cycle radiation in different cell cycle
phases. phases.

DNA DSB induction was studied after ®®°Co gamma-irradiation (Fig. 3).
A quantitative analysis of DNA damages was performed at different times
after irradiation (0, 24, 48,72, and 96 h). As is seen in Fig. 3, the number of
DNA DSB in cells decreases with time, which is caused by intensive DNA
repair processes in cells. The kinetics of DNA DSB repair in lymphocytes in
different times after irradiation is shown in Fig. 4. It was found that the num-
ber of DNA DSB decreases exponentially during the post-irradiation period.
The reference level of DNA DSB was observed by 24 h after irradiation.
This level kept up to 96 h.
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Electron spin influence on eigenmode disper-
sion in relativistic plasma
N. E. Rusakova, P. A. Polyakov, M. A. Tassev, I. D. Gyudjenov
Moscow State University, Moscow, Russia
South-West University ‘Neofit Rilski’, Blagoevgrad, Bulgaria

Abstract: In the paper the wave propagation in plasma at relativistic
temperature in a strong electromagnetic field taking spin into account is in-
vestigated. An expression for the ponderomotive force related to the influ-
ence of intrinsic magnetic moment of electrons is proposed. Dispersion eq-
uations for waves propagating in the plasma medium along the external
magnetic field is derived.

Key words: relativistic plasma, spin, intrinsic magnetic moment,
dispersion equation.

1.INTRODUCTION

Collective phenomena in plasma systems are of great interest for fun-
damental physics as well as for numerous applications. Nearly all investiga-
tions of plasma simulation are carried out like those of non-relativistic gas
systems i.e. the charged particle motion is considered as the motion of
charged point particles with non-zero mass that move by external electro-
magnetic field and microscopic electromagnetic field generated by all par-
ticles of plasma medium. The most common model of self-consistent field
account is the well-known Vlasov model (0,0). The particle motion can be
modeled in frame of the hydrodynamic theory or the kinetic one (in the last
case the Vlasov kinetic equation 0 is used in most of models). Such consid-
eration is correct from the classic standpoint but an electron as a quantum
object has a degree of freedom due to its intrinsic magnetic moment (spin)
in addition to classic characteristics such as coordinate, velocity, charge
and mass.

The account of intrinsic magnetic moment influence on collective phe-
nomena in relativistic plasma compared with non-relativistic case is the
much more complicated problem. The ponderomotive force effected by
electron spin is a function of both magnetic and electric field in the relativis-
tic case 0. Using non-relativistic plasma analogy one can expect that some
estimations can be obtained by consideration of a special case of wave
propagation along the external magnetic field since in the case the spin-
effected ponderomotive force components are absent (since the value is de-

termined with an expression of the order of (TOI:I): Q(TO [EE]))
®
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3. THE INITIAL SET OF EQUATIONS

Lets consider an electron-ion plasma medium in a strong external mag-
netic field. According to living theoretical concepts and experimental data
such plasma system is generated by a high-power femtosecond laser pulse
interaction with a solid-state target. Let us neglect thermal dispersion in a di-
rection transverse to an external magnetic field and model the transverse
macroscopic plasma movement on the basis of the hydrodynamic theory.
Along the external magnetic field, we consider plasma dynamics using the
kinetic theory. Mathematically, it means that the electron distribution func-
tion can be presented in the following form:

(1) F(LF,0) = £, (8, F,u?)8(t, — U, )d(x, —u,),

where U is a spatial part of a velocity 4-vector 0, related to the 3D velocity
by the following:

) i=ugijc, up=(-v2/c?]"?

6(rx —ux) is the Dirac delta function, T, and t, are the components of a

y
hydrodynamic 4-velocity:
(3) = [uf,c*du/[f,c3d%u
To describe plasma medium, we use the self-consistent covariant Vla-
sov — Maxwell system of equations 0, 0:
ik ik ki li
4) oF =—ﬂ<J’+J;), oF +8F'+8F _

0,
ox* c ox' ox'  oxk

5) L, 1 0 [Capai,fa] g
Ugox' mycou“\ ¢ Uy

Here the summation index a numbers a particle type (electrons and
ions), other Latin indices take on values (0, 1, 2, 3), Greek indices take on

values (1, 2, 3); F7 is the electromagnetic field tensor 0, J' = (Cp,]) is the

3
4 vector of the current density ( p = Zea_[féc?’ du is the charge densi-
a uO

3 . —
ty,j = Zeajﬁféc du is the current density), Jg = (0, js) is the spin cur-
a Uy
rent density:
The distribution function is has the following norm:

6) [f.c’d®u=n,
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n, =N, /V , rae Na is the number of particles of “a” type and V is the
system’s volume.

(7) ]’S = crot{%ne@»j,

v

jigfec3d3u/jfec3d3u, is the velocity-averaged electron spin

®) (2

value, C; is the average value of the spin operator on the quasi-classical

%

wave packet state and on all the particles with the velocity U . It is deter-
mined with the Bargmann-Michel-Telegdi equation.

dC  [~pz
@ - [o°z],

where
ar_©JoH (9 v Ysgl 9-2 v [l
10) QP =< |2 _BE|-Z———BIBH |},
(10) m{Zy (2 ’l+yJ[B ] 2 1+y[B[B ]]}
2 3
gz1+&—0,328(1—2+1,490L—3 is the Lande splitting factor,
27 T T

e2

o= Py ~1/137,04 is the fine structure constant.
c

Without loss of generality let us consider the coordinate system where
I:I(O) = {0,0, HO} and k = {k1,0,k3}. The equilibrium electric-field strength is

assumed to be zero: E(O) =0.

The permittivity tensor of the plasma medium can be represented as fol-
lowing

(11) e4p :SEX’B) +affﬁ),

where sfjﬁ) are the permittivity tensor components generated by the electron

conduction current, 8&? are the permittivity tensor components generated
by the electron intrinsic magnetic moment.
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4. THE DISPERSION EQUATION FOR THE WAVES
PROPAGATING ALONG THE EXTERNAL MAGNETIC
FIELD

Taking account of the 1D velocity distribution of electrons (1), we obtain

the following expressions for permittivity tensor components after Fourier
transformation and linearization of system (4)—(9) assuming that ion compo-
nent influence is small and an equilibrium electron velocity distribution func-
e " n,
2K,(w) ¢

The permittivity tensor components generated by the conduction current
are the following:

tion is Maxwellian (f( 0) = , o= mcz/kBT )0

2

212 k(o) Q .
(12) =1, o) O e ko)
'((Q+0331)J—(a1)_(9+0332)J—(32))),
8])= i mlz} {2 X
(13) m2K1(oc)(a1—az)(o)2—k202)
x((Q+way M, (a)-(Q+wa, . (a,)),
(14) s@—n% (1-a2)(1-a2 V. (a)- K, (),
(15) a :oaQJ_rkc\/k2cz+Qz—oa2 Qe ke
vz k?c? — »? K% —w?

The permittivity tensor components generated by the electron intrinsic
magnetic moment:
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(18) 4.6)=ef bN—d% A ey

where Q, = 8neunt, /imc, k = k*.

The wave propagation along the external magnetic field is described
with the following dispersion equations:

- e 2 2
(19) sﬁf)iisﬂfzhkmz €e) +i2l9) ~1)=o0.

One can show that at least in the ultrarelativistic temperature limit the
functions J, (b) in (18) are bounded on the whole complex plane except for

the essentially singular point b =1. Since the real modes contain damping
(collisional or Landau one) the point b =1 is nonphysical and one can ob-

tain 8( )+Is() K2 ¢ ( ()+I81() ’I) at sufficiently small k values, so the

spin contribution appears to be of an adjustment order related to the con-
duction current contribution.
As a result the correction generated with the spin component vanishes

in the ultrarelativistic limit when m02/9 — 0 and the corresponding spin
modes 0 degenerate.
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Abstract. A phenomenon of magnetic screening of external and intrinsic
magnetostatic fields with a magnetic sample is revealed. An efficiency of
magnetic screening of magnetostatic field of a cylinder-shaped magnetic
inhomogeneity with a stripe domain structure in a magnetic film is analyzed.

Keywords: stripe domain stricture; magnetic thin films.

A magnetic domain ordering is known to occur in ferromagnetic materials
and to promote decrease of the sample’s magnetostatic energy [1]. This
phenomenon can be considered as screening external and intrinsic magnet-
ic fields by the magnetic sample. In this paper, an efficiency of screening a
magnetic field of a cylinder-shaped magnetic inhomogeneity by a stripe do-
main structure is analyzed.

We used a magnetic film of composition (Bi,,Lu,,),(Fe,,Ga,,),0,, With

orientation (270) to obtain a static domain configuration experimentally. The
parameters of the selected sample were the following: A=13um is the

thickness of the film, 0=30° is the inclination of the easy direction,
4nM, = 60 Gs is the saturation magnetization, o = 0.01 is the dimensionless

Hilbert damping parameter determined from the FMR line width,
H, =1400 Oe is the field of the orthorhombic anisotropy.

A photo of an obtained domain structure is presented at fig. 1. The width
of a stripe domain (the dark one at fig. 1) containing a bubble domain
equals 16 um. The width of adjacent stripe domains (light ones) equals
10 ym. The mean radius of the bubble domain is 6.75 pm.

Let us consider a stripe domain of width w=2a in presence of a cylinder-
shaped inhomogeneity of radius R on a side of it. The origin of coordinates
is in the center of the inhomogeneity. The stripe domain is located along the
x coordinate axis in an infinite film of thickness h. The z coordinate axis is
directed perpendicularly to the film’s plane, and the y coordinate axis is di-
rected perpendicularly to the stripe domain walls. A magnetostatic stray field
of the inhomogeneity distorts the stripe domain’s shape and leads to a de-
pendence of its width on x coordinate.
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Fig. 1. A bubble domain in a stripe domain structure.

Assume that functions y,(x) and y,(x) determine the domain walls’
curves. After calculating variational derivatives of a magnetostatic energy
functional 8w/sy,(x) and 8w/8y,(x), we yield a system of integral equations
with respect to functions y,(x) and y,(x). The equations can be linearized
for comparatively small deformations of domain walls. Expressing functions
y,(x) and y,(x) in terms in the range of integration, we yield a system of li-
near integral equations of a convolution kind which can be solved with a
Fourier transformation method. After Fourier transformations, we obtain the

following expressions for distortion shapes of domain walls of the stripe do-
main [2]:

)=c+ \E I (4, (0)A0) +A ()Bleoslrldy )

Dy(»)4,(y)-4,(»)D, ()

—c+w+\ﬁw|'D J/)B(J’) Dz(y)A(y)Jcos(xy)dy

D, (v)4,(v)-4,(x)D,(v)
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A(J/) [a' | 1_ R£—x12 xzcos( J’) \/(x,_x1)2+(c_x2)2 \/(x,_x1)2+(c_x2)2+h2
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Fig. 2. Domain walls computed by formulas (1)—(9).

Based on expressions (1)-(9), we plotted theoretical curves which de-
scribe the distortion shape of domain walls of a stripe domain in the pres-
ence of a cylinder-shaped magnetic inhomogeneity of radius R=6.75 uym
on a side of it (fig. 2).
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The theoretical computation of a maximum domain wall bend by formulas
(1)-(9) (fig. 2) for parameters which fit the experimental data (w =10 uym is
the width of the stripe domain, h=13 um is the film's thickness,
R =6.75 um is the mean radius of the bubble domain, ¢ =8 uym is the dis-
tance between the center of the bubble domain and the nearest stripe do-
main wall) gives values 5.44 um and 0.71 ym. The maximum stripe domain
wall bend values obtained experimentally for the above parameters are
3.9 um and 1.1 ym. Therefore, the values calculated by formulas (1)—(9)
conform the experimentally obtained stripe domain wall bend values.

It follows from the obtained results and graphs shown at fig. 1 and 2 that
the field of the cylinder-shaped inhomogeneity influences significantly upon
the nearest domain wall only. The next one curves much smaller. Physical-
ly, it means that the magnetic field of the inhomogeneity is almost totally
screened by a magnetic charge induced by the curvature of the nearest
domain wall (see fig. 1). This phenomenon was also observed experimental-
ly in [3]-[5]. Thus the presented research shows that a stripe domain in a
magnetic film can effectively screen a magnetostatic field of a magnetic in-
homogeneity with a slight distortion of the domain’s shape.
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Abstract: The paper is aimed at analysis of application of the solar col-
lectors array for preparing of warm water and space heating in an individual
house.
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1. INTRODUCTION

According to the environmental policy Poland is obliged to reduce CO,
emission and increase the share of energy produced from renewable en-
ergy sources in gross final energy consumption [1]. The share of energy
consumption in Polish households is as follows: 77% energy for heating,
11% energy for electricity, cooking and 12% for preparing of hot water. The
growing energy requirements, pollution of environment and the higher costs
of energy cause that there is an interest in implementation of renewable en-
ergy sources also in households. In Poland, where an average annual
global solar radiation density is about 930-1163 kWh/m?a, there are four
zones of the different solar radiation density. West Pomeranian zone of Po-

land is limited with the isoline 950 kWh/mZ2-a [2,3], therefore it is essential to
analyse the possibility and profitability of the solar collectors application for
producing energy for the household purposes [2,3,4]. The paper is aimed at
analysis of the solar collectors array application as energy source for pre-
paring of warm water and space heating of an individual house. Analysis will
be performed for two cases: where the solar collectors are used as an inde-
pendent energy source and combined with gas fuelled boiler.

2. ENERGY FOR PREPARATION OF THE WARM WATER

Analysis will be performed for one floor detached individual house with
the loft. The house is covered with the gable roof of the slope 45°, area of
the southern roof is of 35,2 m?. The total area of the house is of 188 m? and
the usable area is of 111,5 m% The solar collectors installation will be
placed on the roof. It is assumed that the solar installation consisting of 10

156



Workshop: “Solar Systems”

modules (2 rows each of 5 modules) of the flat plate solar collectors. It was
assumed that the flat plate solar collectors type KS-2000 (Hewalex), dimen-
sions 102x 590x 2030 mm, with the selective absorber of the surface area
Aq=1,8m? will be used for preparing of warm water. The total surface area is
of A=21 m?. Energy obtained from n=10 solar modules installed on the roof
is calculated from the following equation:

(1) Qcon =1'n-F
where:
Qcoll - energy obtained from solar collectors, [kWh]

| - monthly solar radiation
n - installation efficiency [%], = 45%;

F - surface of the solar collectors , F=18 m?.

Energy obtained from the solar collectors arrays assembled on the roof
was determined for each month based on data from actinometer station [2].
Twenty-four hours demand for energy necessary for preparing of the warm
water is calculated from the following equation:

Gcwu 'chu '(tcw - tzw)

3600

(2) Jewu =

where:
Jewu - twenty-four hours demand for energy necessary for preparing of the

{kWh}
warm water, T

Cewu - Specific heat of water [ﬂ]
kgK

tew - the temperature of the warm water, [°C]
t.w - the temperature of the cold water, [°C]
Gowu - twenty-four hours water consumption, [kg]

Water consumption in twenty-four hours is determined from equation:

(3) Gewu =N-9ewu

where:

Jdewu — Mmean twenty-four hours water demand per capita , [kg]

G.wu — Water consumption in 24-hours, [kg]

n - the number of inhabitants,

Monthly energy demand for preparation of warm water was determined at
the following assumptions: n=4 inhabitants, mean twenty-four hours water
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demand per capita g..,=60 [kg/capita], the temperature of the warm water,
t.w = 45 °C, the temperature of the cold water, t,, = 10 °C.

Monthly energy requirement for preparation of the warm water is calculated
from the equation:

(4) Qcwu =N-dewu
where:
N- number of the days in month

Fig.1 shows comparison of monthly energy requirement for preparation
of the warm water and energy monthly obtained from the array of the in-
stalled solar collectors.
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Fig.1: Comparison of energy requirement for preparation of the warm water
with energy delivered by the installed solar collectors.

As it follows from analysis energy obtained from the solar collectors is suffi-
cient to provide energy for preparation of the warm water in the period be-
tween March and October. Between November and February energy ob-
tained from the solar collectors covers only 54% of energy requirement. The
missing energy necessary for preparation of warm water should be pro-
duced by conventional source i.e. gas hot water boiler. At the assumption
that maximal energy demand for preparation of the warm water is of
303KWh and minimal solar radiation in December is of 0,37kWh/m? it was
determined that to cover energy requirement for preparation of warm water
during all seasons it is necessary to install the solar collectors array consist-
ing of 33 modules of the total surface area 59 m?.
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3. ENERGY REQUIREMENT FOR SPACE HEATING

Energy requirement for house heating was determined according to Polish
Standards [5,6] from the following equation:

:Q-St-24

4
4) Qq ot

where:

Qq heating requirement, [kWh/a],
Q thermal power demand [kW]
St the number of heating -degree days
t.  the mean internal temperature, [°C].
The number of heating - days was calculated from the following equa-
tion:

n
(5) St=Xx-(tg —tj)
i=1
X number of days when heating is required
t.  mean internal temperature , [° C]
t,  mean outer temperature , [° C]

Energy requirement for the house space heating in all seasons is shown
in Fig.2. As it follows from calculations energy delivered from solar collec-

tors array of 18 m2 is not sufficient enough to cover energy requirement of
the house. Energy delivered from the solar array covers 85% of energy de-
mand for preparation of the warm water and 8 % of energy required for
space heating of the house. Between December and January it is recom-
mended to install an additional energy source - gas boiler, that will be
switched on and work with the maximal thermal power. Beyond that period
gas boiler will operate with thermal power lowered by energy obtained from
the solar collectors installed on the roof of the house. Energy released in
combustion of natural gas Gz-50 of net calorific value Q=34.430 kJ/nm?®
was calculated at assumption that efficiency of installation is n=0,85 and

the amount of gas consumed was determined from equation:

©) B_ (Qq -3600)
nQ;

where:
Qq the total energy requirement for house purposes, [kWh],
Q; net calorific value of natural gas, [kJ/nm°]
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Fig. 3: Energy delivered for preparation of warm water and space heating from gas
boiler combined with the solar collectors array.

Figure 3 shows energy that is to be delivered from gas boiler to cover the to-
tal monthly energy requirement of the house in case of not sufficient amount
of energy delivered from the solar collectors (negative values in Fig.3) and
in case of energy exceed delivered from the solar collectors (positive values
in Fig.3).
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4. CONCLUSIONS

¢ In relation to solar radiation conditions in West Pomeranian Region of
Poland, it is recommended to apply the solar collector array for prepara-
tion of warm water between March —October, whereas between Novem-
ber and February, energy obtained from the solar collectors covers only
54% of energy requirement for preparation of warm water,

e Application of the solar collectors array as the main source of energy for
preparation of warm water and space heating is not recommended in
West Pomeranian Region of Poland, as energy delivered from the solar
array yearly covers yearly about 85% of energy required for preparation
of the warm water and 8 % of energy required for space heating of the
house.

e Because of solar radiation conditions of zone in question it is recom-
mended to apply the solar collectors combined with gas boiler or heat
pump.
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Abstract: In this study, wind characteristic and wind energy potential in
Bulgaria were analyzed using the wind speed data. The wind energy poten-
tial at different sites in Bulgaria has been investigated by compiling data
from different sources and analyzing it using a software tool. The wind
speed distribution curves were obtained by using the Weibull and Rayleigh
probability density functions. The results relating to wind energy potential
are given in terms of the monthly average wind speed, wind speed probabil-
ity density function (PDF), wind speed cumulative density function (CDF),
and wind speed duration curve. A technical and economic assessment has
been made of electricity generation from three wind turbines having capacity
of (60, 200, and 500 kW). The yearly energy output capacity factor and the
electrical energy cost of kWh produced by the three different turbines were
calculated

1. INTRODUCTION

The utilization of wind energy has been increasing at an accelerating
pace. However, the development of new wind projects continues to be
hampered by the lack of reliable and accurate wind resource data in many
parts of the world. Such data are needed to determine the priority that
should be given to wind energy utilization and to identify potential areas that
might be suitable for development. The distribution of wind speeds is impor-
tant for the design of wind farms and power generators.

Bulgaria has a large potential for renewable energies. One of the very
effective renewable energy sources for Bulgaria is wind energy. The previ-
ous technical research proves that some parts of Bulgaria are endowed with
strong wind conditions. Particularly, some parts of the coastal region of
Black Sea and locations with rugged mountains are especially promising
regions.

In the last decade, a lot of studies related to the wind characteristics
and wind power potential have been made in many countries worldwide [1-
5]. For proper and beneficial development of wind power at any location,
wind data analysis and accurate wind energy potential assessment are the
key requirements.

The annual average wind speed for Bulgaria ranged from 3.7 to 9.5 m/s
and a mean wind power density from 80 to 167 W/m? at standard height of
10 m. There are determined the optimum configuration of a stand-alone
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wind power system and wind farms by using long-term wind potential theo-
retical investigations for several regions in Bulgaria.

2. THEORY

Before the installation of any wind turbine, it is necessary to estimate
the expected power output in order to assess the economic viability of the
project. It is usually based on wind statistics measured over a period of at
least 2 year.

Wind energy projects are generally more financially viable in “windy” ar-
eas. This is due to the fact that the power potential in the wind is related to
the cube of the wind speed. However, the power production performance of
a practical wind turbine is typically more proportional to the square of the
average wind speed. The difference is accounted for by the aerodynamic,
mechanical and electrical conversion characteristics and efficiencies of the
wind turbines. This means that the energy that may be produced by a wind
turbine will increase by about 20% for each 10% increase in wind speed.
Wind energy project sitting is critical to a financially viable venture. It is im-
portant to note that since the human sensory perception of the wind is usu-
ally based on short-term observations of climatic extremes such as wind
storms and wind chill impressions, either of these “wind speeds” might be
wrongly interpreted as representative of a windy site. Proper wind resource
assessment is a standard and important component for most wind energy
project developments.

Wind power density (wpd, Wm) can be calculated according to

1
wpd :5(,0 Cpe C)V?

where r is the air density (kg/m®) and V is the wind speed (m/s). Pres-
sure and temperature correction terms (CPR and CT, respectively) are ap-
plied to account for deviations from standard atmospheric density (1.225
kg/m®) due to differences from standard sea level pressure (1013.25 hPa)
and temperature (288.15 K). The correction factors are computed as

P 28815

a

C,=—2—; C
PR101325 0 T T

where P, is the sea level pressure (hPa) and Ta is the air temperature (K)
at the site.

It is important to know the number of hours per month or per year during
which the given wind speeds occurred, i.e. the frequency distribution of the
wind speeds.

Simple knowledge of the mean wind speed is not sufficient for the com-
putational demands of the available regional wind potential. Additionally,
thorough information is needed for the probability distribution of the appear-
ance of several wind speed values in the course of time, with an emphasis
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on recording the stillness intervals and the intervals of the appearance of
very strong winds [10].

It is important to determine the theoretical model, which fits the real
wind data in Bulgaria most accurately. It can be used the two- parameter
Weibull probability model, the lognormal, gamma and Rayleigh models
[3,5,6]. Practice and investigations show, that the Weibull probability distri-
bution function is found to fit the monthly frequency distribution of wind
speed measurements. This means that, most wind speed distribution char-
acteristics at any site can be described by two parameters: the shape pa-
rameter K, and the scale parameter C. The fraction of time duration that the
wind blows at speed V is thus determined by

f(V)zg-H exp(—[g

This expression is valid for K>1, V=0, and C > 0. The shape factor will
typically range from 1 to 3. For a given average wind speed, a lower shape
factor indicates a relatively wide distribution of wind speeds around the av-
erage while a higher shape factor indicates a relatively narrow distribution of
wind speeds around the average. A lower shape factor will normally lead to
a higher energy production for a given average wind speed. C is the scale
factor, which is calculated from the following equation (Hiester and Pennell,
1981):

C=

_r
ra +i)
K

where V' is the average wind speed value and I" is the gamma function.

In order to estimate Weibull K and C parameters, numerous methods
have been proposed over last few years. In this study, the two parameters
of Weibull are determined by using mean wind speed-standard deviation
method [7].

The input parameters required for the software have been calculated
and/or estimated as follows: The shape parameter K, which is an indication
of the breadth of the distribution of wind speeds, is calculated by applying
equation proposed in [1] and also by repeatedly running the program, by
way of trial and error, checking the results against the measured data. The
value that fits best for K is found to be

O | _1.086
K: =
(U)

where, U is the mean wind speed and g is the standard deviation.

Typical example for the Weibull probability distribution function is given on
fig. 1 — region Kaliakra (near the Black Sea)
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Fig. 1 Weibull probability distribution function

Energy curve

The energy curve data is the total amount of energy a wind turbine
produces over a range of annual or monthly average wind speeds. In fig.1,
the energy curves for Atlantic Orient Corporation AOC 15/50 - 60 kW wind
turbine (rotor diameter - 15 m ) and Vestas V47-600kW - 600 kW (rotor di-
ameter — 47 m) are specified over the range of 3 to 25 m/s average wind
speed, and are displayed graphically.
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Fig.1 Energy curves for 60 KW and 600 kW wind turbines
The user specifies the wind turbine power curve as a function of wind speed

in increments of 1 m/s, from 0 m/s to 25 m/s. Each point on the energy
curve, Ev , is then calculated as:

25
E;=T) P-p()
i=1
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where v is the mean wind speed considered, P; is the turbine power at wind
speed i, and p(i) is the Weibull probability density function for wind speed
i,calculated for an average wind speed v .

Gross energy production is the total annual energy produced by the wind
energy equipment,before any losses, at the wind speed, atmospheric
pressure and temperature conditions at the site.

WIND_ENERGY Software

Wind_Energy is a computer program that provides a gross energy
production of wind energy. It uses a monthly and yearly mean wind speed
and Weibull probability model for assessment of wind speed distribution.
WINDOWS environment for the Wind_Energy Delphi program provides for
user friendly input of data, processing and viewing of the results.
Data input is interactive (mouse driven) via WINDOWS dialogue boxes, se-
lection lists drop down lists and entry fields on a series of screens running
through general Project information to individual space data and for all the
building services plant, capacities, operating schedules, etc. Buttons on the
toolbar and special keys allow the user to copy individual values, columns of
data or complete screens from space to space or system to system and
there is a facility for making global changes.

Wind Energy potential in Bulgaria

Calculations for many places in Bulgaria have been made with the software
program with two wind turbines. Result for gross energy production was
presented as a energy for unit ‘swept’ area of wind turbine rotor — kWh/m?.
This information was summarized and graphically presented by geographi-
cal map - fig.2. From this map can be seen, that in Bulgaria are some plac-
es with very good energy potential, but very big part of territory is not suita-
ble for wind energy utilization.

3.CONCLUSION

New technologies in planning, design and operation for wind energy
utilization often require the use of computers, and with the developing of
desktop computing, wind energy simulation is expected to grow in impor-
tance.

We demonstrated engineering compliance software, Wind_Energy, tai-
lored for use by professionals to perform calculations aimed at achieving
energy efficiency in wind projects.
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Fig. 2. Main screen of the program CDLoad
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Abstract: The commercialization of fuel cell technology is going to
solve the global problem with satisfying rising energy demands as well as
those of environmental pollution and global warming. The use of hydrogen-
rich compounds, such as alkaline borohydrides, is a possible solution of the
problem connected with safety hydrogen storage and transportation. Alka-
line borohydrides can also undergo direct electrooxidation. The purpose of
this study is to determine the share of possible processes taking place in
the complex system ABs metal hydride electrode/sodium borohydride elec-
trolyte. The obtained results allow selecting the appropriate conditions for
application in direct borohydride fuel cells or hydrogen-on-demand systems.

Keywords: metal hydride electrodes, borohydride electrooxidation, di-
rect borohydride fuel cells, hydrogen-on-demand systems.

1. INTRODUCTION

Fuel cells are innovative devices, which generate electricity using pre-
dominantly hydrogen as a fuel. Hydrogen is about three times more caloric
than oil derivatives such as petrol and diesel [11]. Its combustion does not
emit carbon monoxide and carbon dioxide, nitrogen oxides, but only pro-
duces water. The commercialization of the fuel cell technology is going to
solve the global problem with satisfying rising energy demands as well as
those of environmental pollution and global warming. The main problems of
using hydrogen as a fuel are connected with its storage and transportation
[13]. The common methods for gas storage are under high pressure or as
cryogenic liquid. When these methods are applied to hydrogen they become
unprofitable and dangerous. The researchers are looking for new materials
containing enough hydrogen to play the role of safety hydrogen tanks, such
as metal hydride alloys or carbon nanotubes [3, 5, 6]. A possible solution of
the problem with safety hydrogen storage and transportation is to use hy-
drogen-rich compounds, such as alkaline borohydrides or alanates, which
can easily undergo hydrolysis or thermal decomposition with a big yield of
hydrogen [1, 2]. New types of hydrogen-on-demand (HOD) generators, op-
erating on the principle of controlled catalytic hydrolysis or thermal decom-
position, are under research and development [2, 7, 9]. An advantage of al-
kaline borohydrides is there ability for direct electrooxidation, which makes
them potential fuel in the so-called direct borohydride fuel cells (DBFC) [1,
12].
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Recently, we have investigated the performance of system consisting of
a metal hydride electrode, such as those in Ni-MH batteries, and sodium bo-
rohydride electrolyte as anode half-cell of electrochemical power source. In
such system, three processes are possible - electrooxidation of NaBH,, hy-
drolysis of NaBH, and absorption of hydrogen in the metal hydride material
[10].

The purpose of this study is to determine the share of possible
processes taking place in the complex system ABs metal hydride elec-
trode/sodium borohydride electrolyte. The obtained results allow selecting
the appropriate conditions for application in DBFC or HOD systems.

2. EXPERIMENTAL

Commercial ABs-type metal hydride alloy AKL-86 (Triebacher, Germa-
ny) was used for preparation of button-shaped electrodes. A mixture of met-
al hydride, hydrophobized carbon VULCAN 72 and PTFE-paste (Carl Roth
GmbH+Co) in weight ratio 90:5:5 was hot pressed (p=100-200 kg.cm?,
t=28(g °C) on RCM-Ni-2733.03 nickel foam (RECEMAT) with geometric area
1cm-.

Sodium borohydride (Merck) was used for preparation of stabilized solu-
tions by dissolving in 6M KOH.

The studies were performed in a hermetically sealed three-electrode
cell with separate compartments for the working and the counter electrode.
The tested metal hydride electrode was connected as a working electrode
and a Pt-mesh with geometric area 5 cm? was used as a counter electrode.
The potentials were measured against Hg/HgO reference electrode. Solu-
tion of 5% (w/v) NaBH4/6 M KOH was used as a working electrolyte. The
electrolyte temperature was maintained within the range of the set value
+0.2 °C using a thermostat. The electrochemical experiments were per-
formed using PJT 35-2 potentiostat—galvanostat (Radiometer-Tacussel) with
IMT 101 electrochemical interface and Volta Master 2 software.

A complex methodology, which enables to assess the part of each of
the possible processes — electrooxidatoin of borohydride, its hydrolysis and
absorption of hydrogen in the electrode material, taking place in the system
metal hydride electrode / alkaline borohyride electrolyte, has been devel-
oped and applied.

After overnight treatment in sodium borohydride solution, the metal hy-
dride electrodes were anodically polarized at constant current in 6M KOH
electrolyte. In this case, the occurring discharge process corresponds with
the electrooxidation of formed metal hydride and the estimated discharge
capacity value can be used as a measure for the hydrogen-storage capacity
of the alloy.

In a subsequent experiment, the same electrodes were galvanostatical-
ly discharged but in 5% (w/v) NaBH,/6 M KOH electrolyte and the corres-
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ponding discharge capacity was estimated. Simultaneously, the kinetics of
hydrogen release due to catalyzed borohydride hydrolysis was monitored by
means of water displacement method [10]. The volume of generated hydro-
gen was recalculated to normal conditions and plotted versus time. The hy-
drogen generation rate at different stages of the discharge progress was es-
timated from the obtained kinetic curves. In parallel, the change of sodium
borohydride total concentration was controlled by using linear voltammetry
method, described in [4]. Samples of 2 ml borohydride-containing solution
were diluted 250 folds and linear voltammetry with Au-indicator electrode
was carried out. The intensity of anodic peak, observed at -30 mV (vs.Hg /
HgO) in the voltammograms, was used as an analytical response. Borohy-
dride concentration was determined from the obtained linear dependence of
peak current with concentration at the range 1 - 12 mM NaBH, (correlation
coefficient R? = 0.9953), used as a calibration curve.

3. RESULTS AND DISCUSSION

Under anodic polarization, it is expected that in the complex system
metal hydride electrode/sodium borohydride electrolyte the dissolved boro-
hydride undergoes predominantly a direct electrooxidation. However, many
transition metals and their compounds catalyze borohydride hydrolysis, so
this reaction could occur simultaneously with electrooxidation, thus exhaust-
ing “non-productively” borohydride content in the electrolyte. As previously
reported [3], as a result of treatment with sodium borohydride solution ABs-
type alloys form metal hydrides as those obtainable by electrochemical
charge in Ni-MH batteries. The results of this study give quantitative data
about the share of those three reactions in the case of AKL-86 alloy used as
electrode material.

Typical discharge curve, obtained with AKL-86 electrode in 6M KOH
electrolyte, is shown on Fig. 1.

The obtained open circuit potential (OCP) and discharge time are char-
acteristic for this type of metal hydride electrodes [3]. The estimated specific
discharge capacity value 250 mAh/g corresponds to 1.30 mmol-at absorbed
hydrogen.

Discharge curve obtained with the same electrode in 5% NaBH,/6M
KOH is presented on Fig. 1. In this case, the curve starts at more negative
potential than the typical one for the hydrogen reaction and the discharge
capacity (Q = 1500 mAh) is several times bigger than the theoretical specific
capacity of this type alloys. Both results are indication that the overall elec-
trochemical process is connected with direct electrooxidation of dissolved
sodium borohydride.
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Fig. 1: Discharge curve obtained with AKL-86 electrode in 6M KOH (lgisch-=5 mA) af-
ter pre-treatment in sodium borohydride solution and discharge curve obtained with
AB; electrode in 5% NaBH,/6M KOH electrolyte (lgiscn.=20 mA).

Kinetics of hydrogen release as a product of catalytic borohydride hy-
drolysis was measured at different stages of discharge experiment. As in
previous studies [10], the resulting kinetic curves are linear and the hydro-
gen generation rate can be directly calculated from the line slope. As seen
from Fig. 2, the rate of hydrogen release decreases non-linearly within dis-
charge progress. This could be explained with an exhausting of borohydride
due to both competitive processes — hydrolysis and electrooxidation.
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=
1
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0,6

th

Fig. 2: Change of hydrogen release rate constant, k, during galvanostatic discharge
(I=20 mA) of AKL-86 electrode in 5% NaBH./6M KOH electrolyte.
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The analytically determined change of borohydride concentration within
discharge progress, presented on Fig. 3, confirms the above statement. It
could be seen that the amount of NaBH, in the working electrolyte was half-
exhausted for about 25 hours, and at the end of discharge it became 7
times lower than the initial one.

C (NaBH,), mol/l

th

Fig. 3: Change of sodium borohydride concentration during galvanostatic discharge
(1=20 mA) of AKL-86 electrode in 5% NaBH,/6M KOH electrolyte.

The relative share of sodium borohydride consumed via electrooxida-
tion, hydrolysis and metal hydride formation is compared with the total dep-
letion of its concentration on Fig. 4. Hypotheses for participation of 8, 4 or 2
electrons in the process of borohydride electrooxidation were verified. The
best fit with the experimental results was obtained for the case of 2 elec-
tron reaction.

100
90
80 -

Relative share, %

1 2 3 4

g total B hydrolysis
electrooxidation m hydrogen absorption

Fig. 4: Relative share of borohydride electrooxidation, borohydride hydrolysis and
hydrogen absorption/hydride formation processes in the system AKL-86 electrode /
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NaBH, electrolyte at hypotheses for: 1 — 8-electron; 2 - 4-electron; 3 - 2-electron
participation in borohydride electrooxidation compared with: 4 — analytically deter-
mined total sodium borohydride depletion.

4. CONCLUSIONS

The relative share of possible processes taking place in the complex
system AKL-86 metal hydride electrode/sodium borohydride electrolyte was
determined by using a set of electrochemical and volumetric methods. Hy-
pothesis of three possible mechanisms for sodium borohydride electrooxida-
tion were assumed. The best fit between the analytically determined deple-
tion of sodium borohydride and the summary share of borohydride
electrooxidation and hydrolysis corresponds to the hypothesis of two-
electron electrooxidation process. The share of hydrogen absorption/metal
hydride formation process is negligible in compare with those of other two
processes.

The obtained results prove the possibility for application of studied AKL-
86 alloy as anode material in DBFC. Investigations in metal hydride — air cell
are in a progress.
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Solar Electricity Power Station Building. A Pre-
liminary Project Investigation for “PIRIN TEX
LTD.” — Gotze Delchgev Using

Boyko Kolev, Vanja Todorieva
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Geography, Ecology and Environment Protection, Blagoevgrad, Bulgaria

Abstract: The total solar energy absorbed by Earth's atmosphere,
oceans and land masses is approximately 3,850,000 exajoules (EJ=10"° J)
per year. In 2005, this was more energy in one hour than the world used in
one year. Photosynthesis captures approximately 3,000 EJ per year in bio-
mass. The amount of solar energy reaching the surface of the planet is so
vast that in one year it is about twice as much as will ever be obtained from
all of the Earth's non-renewable resources of coal, oil, natural gas, and
mined uranium combined.

Natural gas crisis such as this from January 2009 in Bulgaria turn into
the best investments the development of technology for renewable energy
sources using especially solar energy using for electricity production and
water heating.

The aims of this article are:

To develop a preliminary project for solar electricity power station build-
ing;

To estimate the profits of solar energy used for electricity production
and water heating.

Keywords: renewable energy sources, solar energy accumulation, so-
lar electricity power station, natural gas crisis.

1. INTRODUCTION

The Earth receives 174 petawatts (PW?) of incoming solar radiation (in-
solation®) at the upper atmosphere. Approximately 30% is reflected back to
space while the rest is absorbed by clouds, oceans and land masses. The
spectrum of solar light at the Earth's surface is mostly spread across the

? petawatt (10" watts).

? Insolation is a measure of solar radiation energy received on a given surface area in a
given time. It is commonly expressed as average irradiance in watts per square meter
(W/m?) or kilowatt-hours per square meter per day (kW-h/(m?-day)) (or hours/day). In the
case of photovoltaics it is commonly measured as kWh/(kW,,y) (kilowatt hours per year per
kilowatt peak rating).
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visible* and near-infrared ranges with a small part in the near-ultraviolet. So-
lar radiation budget is presented in Figure 1.
dy gyt samg =
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Fig. 1: Solar radiation budget.

Earth's land surface, oceans and atmosphere absorb solar radiation,
and this raises their temperature. Warm air containing evaporated water
from the oceans rises, causing atmospheric circulation or convection. When
the air reaches a high altitude, where the temperature is low, water vapour
condenses into clouds, which rain onto the Earth's surface, completing the
water cycle. The latent heat of water condensation amplifies convection,
producing atmospheric phenomena such as wind, cyclones and anti-
cyclones. Sunlight absorbed by the oceans and land masses keeps the sur-
face at an average temperature of 14 °C. By photosynthesis green plants
convert solar energy into chemical energy, which produces food, wood and
the biomass from which fossil fuels are derived. Yearly Solar fluxes and
human energy consumption are presented in Table1.

From the table of resources it would appear that solar, wind or biomass
would be sufficient to supply all of our energy needs, however, the in-
creased use of biomass has had a negative effect on global warming and
dramatically increased food prices by diverting forests and crops into biofuel
production. As intermittent resources, solar, biomass and wind raise other
issues.

Tab. 1: Yearly Solar fluxes and Human Energy Consumption.

* From about 380 to 750 nm.
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Yearly Solar fluxes & Human Energy Consumption
Solar 3,850,000 EJ

Wind 2,250 EJ

Biomass 3,000 EJ

Primary energy use (2005) 487 EJ

Electricity (2005) 56.7 EJ

Natural gas crisis such as this from January 2009 in Bulgaria turn into
the best investments the development of technology for renewable energy
sources using especially solar energy using for electricity production and
water heating.

The aims of this study are:

To develop a preliminary project for solar electricity power station build-
ing.

To estimate the profits of solar energy used for electricity production
and water heating.

2. OBJECT AND METHODS

2.10bject

The region of Gotze Delchev (an area of about 1367 km?) is located in
southwest Bulgaria and borrows most south border territories with Greece. It
includes the municipalities Gotze Delchev, Hadgidimovo, Garmen and Sa-
tofcha and includes 58 settlements and two cities (Gotze Delchev and Had-
gidimovo with population of 83339 by data from 1995). This region is si-
tuated on the one of the most picturesque nature tessellation: of parts of
Pirin, western Rodopi, Slavjanka and Stargach, the valley of middle Struma
and Gotze Delchev valley.

The Gotse Delchev municipality encompasses an area of 315.8 km? in
the southwest part of Bulgaria. It borders the municipalities of Hajidimovo,
Garmen, Bansko and Sandanski.

The town of Gotse Delchev is situated in the Gotse Delchev Hollow, at
the southwest foot of the Middle Pirin Mountain, along both banks of the
Nevrokopska (Gradska) River - a tributary to the Mesta River, which flows 3
km west of the town.

The general view of the Pirin Tex Ltd. is presented on Figure 2. Its ac-
tivities included production and sale of men's clothes with the company's
own trademark - Rollman Fashion.
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Fig. 2. PIRIN TEX LTD. - the general view.

2.2Methods

The radiative energy from the Sun that keeps our planet warm exceeds
by far the current primary energy supply used by mankind for its comfort,
leisure and economic activities - [3], [4]. It also exceeds vastly other energy
sources at ground level such as geothermic or tidal energy, nuclear power
and fossil fuel burning. Sunrays also drive hydraulics, wind and wave power
and biomass growth.

Solar technologies are broadly characterized as either passive or active
depending on the way they capture, convert and distribute sunlight [1]. Ac-
tive solar techniques use photovoltaic panels, pumps, and fans to convert
sunlight into useful outputs. Passive solar techniques include selecting ma-
terials with favorable thermal properties, designing spaces that naturally cir-
culate air, and referencing the position of a building to the Sun. Active solar
technologies increase the supply of energy and are considered supply side
technologies, while passive solar technologies reduce the need for alternate
resources and are generally considered demand side technologies - [2].
The theoretical potential of Bulgarian solar resources is presented in Figure
3.

3 RESULTS AND DISCUSSIONS

3.1 Project development
We offer two standard modules with different electric power and
working on 16.5 and 35 volts for solar electricity power station building - [5].
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SOLAR RESOURCES
Theoretical Potential (kWh/m2/year)

[—]

T 11~ 1450 1500 kwn/m2 year
[ 11 - > 1500 KIWhim? ysar

1= <1450 KWh/m?2 year

Fig. 3. Bulgarian solar resources (theoretical potential).

Tab. 2: Characteristics of the first type of modules.

Model WSKO0001 WSKO0039 WSK0019 WSKO0020 WSK0021
Power, W 5.5 12.0 23.0 350' 55,0
Working 16.
voltage, V 16.5 16.5 16.5 5 16,5
Working 0,33 0,73 1.39 2. 3,33
current, A 2
Width, mm 205 405 405 605 605
Height, mm 305 305 605 605 905
Thickness
with the 31 31 31 31 35
frame, mm
Weight, kg 1,32 241 451 6'2 9,74
Tab. 3: Characteristics of the second type of modules.

Model WSGO0036E70 WSGO0036E75 WSGO0036E¢E
Power, W 70,0 75,0 80,0
Working voltage, V 33,0 34,0 35,
Working current, A 212 2.21 2.29
Width, mm 605 605 605
Height, mm 1205 1205 1205
Thickness with the 35 35 35
frame, mm
Weight, kg 12.71 12.71 12,71
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3.1.1 Mono-phase and Three-phase transformers — series solar-
STAR
We offer two types standard set transformers — mono-phase (A series)
and three-phase (X series) with different power supplies. Two examples of
transformers connection are presented in Figure 4.

3.1.2 Circuit-breakers
We offer two Circuit-breakers: DC Circuit breaker MC4 and DC Discon-

nect. Their characteristics are presented in Table 4 and connection - Figure
5:

3.1.3 Commutators
For bigger solar parks building in is necessary to connect many strings
of solar modules. So it is necessary to use commutators that grouping the
generating energy and transmiced it by smallest number of cables with big-
gest &. The most important characteristics of them are presented in Table 5
and connection - Figure 6:

Tab. 4: Characteristics of Circuit-breakers.

Model DC Cirquit breaker MC4 DC Disconnect
Maximum voltage, Vdc 900 600
Maximum current, Adc 25 25
Section of the input cable, mm 4 6
Section of the output cable, 6 6
mm
Numbers of inlets 3 4
Numbers of outlets 2 1

Wirth Solergy offered 2 standard modules STARcheck AX and
STARcheck PRO. Very often it is offered AX series, because they have a
possibility to monitor up to 100 modules.

Manufacturer of GeneCIS solar modules and supplier of customized
complete solar installations. Because applies also with Photovoltaic plants:
each chain is only as strong, as your weakest member — Figure 7.

For solar electricity plants on trade objects you can use special financ-
ing and depreciation possibilities as well as tax benefits, which are naturally
dependent on their personal starting situation. Inform is worthwhile oneself!
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a - direct
connection

b - pro-
tected con-
nection

o [¢].

Fig. 5. Circuit-breakers connection

Tab. 5: Characteristics of commutators.

Model STARconnect 12 STARconnect 16
Maximum voltage, Vdc 900 900
Maximum current, Adc 120 160
Section of the input cable, mm 6 6
Section of the output cable, mm 50 150
Numbers of inlets 12 16
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Fig. 6. Commutators connection together with inventor X-series.

STAR

Fig. 7. Photovoltaic plant.

4 CONCLUSIONS

The preliminary project for solar electricity power station was build.

The profits of solar energy used for electricity production and water
heating are in preferential conditions for stimulating photovoltaic develop-
ment in Bulgaria include but not limited to special government guaranteed
sell prices of power generating by PVf or 25 years as follows:

o 400 euro per MWh generated by PV up to 5 kW power.
e 367 euro per MWh generated by PV as high as 5 kW power.
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The conclusion of this study is that, depending on the location, rooftop-
mounted PV systems produce the amount of energy so as to recover their
energy content from manufacturing and recycling in the range of 1.6 to 3.3
years and produce during their energy production period or service life be-
tween 17.9 and 8 times their initial energy content. Once they have reim-
bursed their initial energy input, rooftop-mounted PV systems can avoid,
during their lifetime, the emission of up to 40 tons of CO, depending on their
location and on the local electricity mix available.

Results for PV facades are logically slightly worse than for roof-top PV
systems since they produce less energy for the same installed power. They
produce the amount of energy to recover their energy content from manu-
facturing and recycling in the range of 2,7 to 4,7 years and produce during
their service life between 10,1 and 5,4 times their initial energy content.
Their contribution to CO, emissions mitigation can be up to 23 tons of CO,
per kWp installed.
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Application of biogas for combined heat and
power production in the rural region
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Abstract: The paper discusses combined production of heat and
power (CHP) from biogas in a small-scale power plant placed in the rural
region. Based on power and heat demands of the rural region and biomass
supply, the CHP system was selected.

Keywords: biogas, cogeneration

1. INTRODUCTION

Combined production of heat and power (CHP) is one of the methods
leading to improvement of production cost-effectiveness. Compared do
separated production of heat and energy, CHP enables better utilisation of
the chemical energy contained in the fuel, reduce fuel consumption and
emission of pollutants. CHP systems are the most effective, when energy
and power produced cover local energy and power requirements in a region
as in such case energy transmission costs are relatively low. Increasing in-
terest in biomass utilisation and development of CHP systems follows from
EU and the Polish energy policy that is aimed at increasing share of energy
from renewable sources. The target is for energy produced from renewable
sources to account for 7,5% of total energy consumption by 2010, and for
14% in 2020 [0 ]. Therefore, Polish legislation and EU directives support all
activities concerning application of renewable energy sources [0], particu-
larly combined heat and power production [0,0,0].There are many different
means of combined heat and power production from biomass. One of them
can be realised by production of biogas and application of genset, where
biogas is combusted then in combustion engine with recovery system cou-
pled with electric generator. Because of large biomass potential, new ener-
gy policy regarding CHP and financial problems in a rural regions it is es-
sential to analyse possibility of biogas production and its use as fuel in CHP
systems.

Presented paper is aimed at analysis of biogas production and its appli-
cation as the fuel in CHP system that will produce energy and power to
cover energy and power requirements in the region.
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2. PRODUCTION OF BIOGAS

Natural organic components of biomass containing cellulose, proteins, car-
bohydrates and starch are transformed into biogas in the process of anae-
robic digestion. Anaerobic digestion is the process, whereby bacteria break
down organic material without air, yielding a biogas and a solid residue. In
the rural regions biogas is mainly produced from manure and dunghill, how-
ever plants obtained from short rotation plantations or waste biomass are
used in biogas manufacturing process as well. A solid residue that is similar
to compost and a liquid liquor in biogas manufacturing process can be used
as a fertilizers. Composition of biogas depends upon substrates and para-
meters of manufacturing process. Factors influencing biogas manufacturing
process are as follows: process temperature, composition of substrates, re-
tention time, load of digestion chamber, mixing of biomass, toxic sub-
stances.. There are the following stages of biogas manufacturing process
influenced by the temperature:
e psychrophilic digestion takes place in the temperature range t=10-25°C,
e mesophilic digestion takes place in the temperature range t=30-40°C and

can take a month or two to complete,
e thermophilic digestion takes place in the temperature range t=50-65 °C

and is faster as the bacteria are more sensitive. Choice of the process
temperature depends upon the individual parameters of biogas plant. Bio-
gas consists mainly of CH4 and CO2, however small contents of CO, Np,H2,

H,S and traces of O, can occur.

3. BIOGAS FUELLED CHP SYSTEM

An example of the biogas application for combined heat and power
generation will be presented here. It was assumed, that energy produced in
CHP system will cover energy and power requirements of the rural region of
area1900 ha neighbouring to the small town. At present, electric energy is
delivered to the region from the power grid. Most of the buildings in the re-
gion are heat supplied from the small local boiler houses but mainly from an
individual coal/coke/wood fired stoves. The region in question is of very high
natural value and the large biomass resources, therefore biomass deploy-
ment for combined heat and power production will lead to positive environ-
mental benefits, particularly reduction of pollutants emissions. The other ad-
vantages of the biomass use in the region are as follows: reduction of
energy manufacturing costs, development of small scale commodity produc-
tion and tourism, decreasing unemployment and finally, improvement of the
living standard in the region. The total energy requirement and the charac-
teristics of energy recipients and their demands are the main factors decid-
ing about the choice of the suitable combined heat and power technology.
The total efficiency of heat and power generating plant is related to the bio-

185



Faculty of Mathematics& Natural Science — FMNS 2009

mass conversion technology, the kind of biofuel, conversion efficiency and
costs-effectiveness indicators.

Energy and power requirements for the rural region in question are as
follows: power Eg|=0,8 MWg, heat Et=1MWjyp. Biogas potential in the region

nm3

Vj, = 3.000.000 , therefore it is possible to apply CHP consisting of gen-

set supplied biogas of net calorific value Q ;=22 MJ/nm?®. Selected CHP sys-
tem, genset of type HE — PG 393 — B 0 will be applied for energy and power
production to cover requirements of biogas plant and region in question.
The system consists of two digestion chambers for biogas production, bio-
gasholder, gas filter, compressor, combustion engine that drives an elec-
trical generator, heat exchangers: hot water-cooling water, exhaust gas-
water. Genset type HE — PG 393 — B of rate power 392,5 kW will be sup-
plied with biogas of molar fractions: xcys= 0,6 ; Xco2 = 0,40. Biogas will be
combusted (fuel consumption 3,126 nm®min) in four-stroke spark ignition,
water cooled engine manufactured by PERKINSO, exhaust gas temperature
in exhaust manifold is t= 463 °C.
There are three heat exchangers in an analysed system:

¢ WC1 (water —water)- engine cooling water gives up the heat to circulating
water, therefore water is heated up from the temperature t=50 °C to
t=75°C,

¢ WC2 (exhaust gas -water)-exhaust gas gives up the heat to circulating wa-
ter therefore water is heated up from the temperature t=75 °C to t=90°C
and exhaust gas cooled from the temperature t=460°C to t=100°C,

¢ WC3 (exhaust gas -water) exhaust gas gives up the heat water that heats
up charge in digestion chamber, exhaust gas is cooled from the tempera-
ture t=100°C to t=70°C, whereas water is heated up from the temperature
t=50°C to t = 75°C.
Due to hot water requirement heat exchangers can work in series or
parallel connections. Fig.1 shows the scheme of CHP system fuelled with
biogas

4. ENGINE THERMAL BALANCE
Thermal balance of combustion engine is as follows:
(1) Q=Qe +Qch +Qu +Qsp +Qy
where:
Q stream of heat supplied to the engine, [kW]
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Qe stream of heat converted into work, [kW]
Qch stream of heat recovered from engine cooling water, [kW]

Q,, stream of heat removed by exhaust gas to environment , [kW]
Qsp stream of heat recovered from exhaust gas, [kW]

Qr thermal balance closure, [kW]
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Fig.1:Scheme of biogas CHP system

KF- digestion chamber, ZG -biogasholder , F-gas filter, P- air supplied to com-
bustion process, Sp- compressor, S- combustion engine, WC1- heat exchanger hot
water-water, WC2, WC3- heat exchangers : flue gas-water.

Heat released in combustion process equals Q = 1144 kW. At assump-
tion that watt-hour efficiency is of 0,9, stream of heat converted into me-

chanical work equals Qe= 436,1 kW. Stream of heat recovered from ex-

187



Faculty of Mathematics& Natural Science — FMNS 2009

haust gas—water heat exchangers was determined from amount and specif-
ic enthalpy of exhaust gas at the fiducial temperature t=0°C. Closure of
thermal balance consists of radiation and transmission heat streams from
engine. Share of combustion engine thermal balance is as follows:

Q = 1144 kW (100%), Qe = 436,1 kW (38,1%), Qch = 320,8 kW (28,0%)
Qyy = 16,0 kW (1,4%),Qsp— 219,2 kW (19,2%), Q, = 151,9 kW(13,3%).
Detailed thermal balance of combustion engine is shown in Fig.2.

BIOGAS

Q=1144 KW
(100%)

- =

GAS COMBUSTION ENGINE

Q=151,9 kW
(13,3%)

Q,~16 kW
(1,4%)

Q,,=219,2kW

(19,2%)

Q.=320,8 kW
(28,0%)

Qe=436,1kW
(38,1%)

Fig.2: Thermal balance of combustion engine

5. CONCLUSIONS

Biogas manufactured in the small rural biogas plants can be used as
the fuel in combustion engines,

Combined heat and power (CHP) system equipped with combustion
engine enables to produce electricity and heat by recovery from combustion
process in the heat exchangers emboded into cooling and exhaust systems.

Water heated in heat exchangers can be applied as heat source in cen-
tral heating system or used for preheating of the charge in the digestion
chamber,
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In case of higher electricity requirement and biogas oversupply, it is
possible to increase power of the system by embody of additional CHP
module,

For CHP system in question, the total efficiency of combined heat and
power production is of 81,5 %, watt-hour efficiency of 34,3 % and thermal
efficiency of 47,2 % of energy supplied.

Production of energy in biogas fuelled CHP will contribute to meet the
requirement of reducing air pollution.
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APPLIED PHOTOTOVOLTAICS AS A PRACTICAL
EDUCATION IN RENEWABLE ENERGY TECH-
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Abstract: The optional course ,Applied Photovoltaic” for MEng students
specializing in Electronics at the Faculty of Electronics and Automation, TU-
Plovdiv is presented. The main topics of the advanced PV course as a
modern sustainable energetic based on the photovoltaic effect and energy
from Sun as a renewable energy source; materials and technologies in
photovoltaic; design of solar cells and PV modules and PV generators up to
100 kWp; BIPV and CIPV systems; hybrid PV systems; PV mounting, moni-
toring of PV systems and EC regulations for PV systems connected to the
utility grid are discussed. The advanced teaching method by online e-
platform with virtual resources is presented.

Key words: PV education, PV technologies, applied photovoltaic, e-
platform

1. INTRODUCTION

The modern energetic of 21 century is based on a broad utilization of
energy from renewable energy sources'. The electricity is a high-tech en-
ergy from RES and in the particle case photovoltaic conversion of a solar
energy into a “clean” energy is one attractive way to cover the energy needs
of the society. The density of solar energy is low and high-tech RES tech-
nologies in photovoltaic are used to utilize this energy by solar cells, PV
modules, inverters, controllers, electronics etc. The RES university courses
are covering mainly the general aspects of RES technologies and the broad
background knowledge is the aim of this education process. In any cases
the RES education is limited from strong requirements from education in
departments of natural sciences and the right way for the teacher to solve
the problem is to offer the modern optional PV course for batcher and mas-
ter degree students. The nature of the course has to be oriented to the stu-
dents which have a background on specific education in the field of natural
sciences for example in chemistry the optional course is “Chemistry of solar
cells”, in physics the optional course is “Photovoltaic effect, materials and
systems” in electrical engineering the optional course is “Applied photo-
voltaic”. The modern PV education is discussed abroad during the EC RES
summer university? and PV education workshops?®.
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The goal of the paper is to present the advanced course “Applied photo-
voltaics” for a master degree students from electrical engineering, electron-
ics and automatic which are involved in design of PV cells, PV modules,
electronics, PV systems and PV centrals.

2. DESCRIPTION OF THE COURSE

The "Applied Photovoltaics” course is a part from university courses up-
loaded on DOX e-platform. The courses are superstructural in character.
The students start batcher university education with three compulsory
courses as Inorganic Chemistry | (General) and they study the lows in
chemistry, Inorganic Chemistry Il (Elements) is oriented to elements and
theirs compounds, Inorganic Chemistry Ill (Preparative)) is a preparative in-
organic chemistry. The students from Dept. of Chemistry have a choice to
select the optional course as Solid State Chemistry and Chemistry of Solar
Cells depending from theirs orientations to the next master degree level in
material sciences and application of materials in the new energetic of 21
century. The courses in Dept. of Chemistry are oriented to the students in
the field of natural sciences. The optional course “Applied Photovoltaic” is
oriented to the engineering master degree students from technical universi-
ties and representatives from engineering departments from privately firms
which are involving in PV business. The offering lecture courses for batcher
and master degree students on DOX e-platform are presented in Fig. 1.

2.1 Lectures

The course is designed for Bulgarian and ERASMUS students in Bulgarian
and English languages. It is oriented to applications of the modern PV tech-
nologies for “clean” electricity production from solar energy. The back-
ground of solar engineering is based on the calculation of the predicted so-
lar potential by application of software as METEONORM*, PVGYS®, NASA®
and PVSYST’ focusing on the design of PV systems for solar energy con-
version by advanced high-tech technologies. The basic of photovoltaic ef-
fect is discussed by application of the animation model for electricity gen-
eration. The main futures of photovoltaic conversion of energy are
explained. The technologies for production of materials for PV industry are
briefly discussed.
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Fig. 1 The lecture courses for batcher and master degree students uploaded on
DOX e-platform.

The design of solar cells as ¢-Si, mc-Si, a-Si, thin films solar cells and
the new advanced solar cells are discussed. The focus of the course is on
the design of PV modules and electrical connections in PV area. The in-
verters, electronic regulators and there characteristics for specific PV appli-
cations are discussed. The battery package for PV systems and specific
characteristic of the solar batteries and chargers are presented. The design
of 1.5 kWp PV generator in grid-connected and autonomous regimes is pre-
sented. The integration of PV generator into the structure of a family house
as a BIPV is discussed. The design and applications of autonomous PV
systems in isolated regions is one of the topics of the course. The 350 Wp
PV emergency system is discussed. The grid-connected 5 kWp PV and 100
kWp PV centrals are studied in details. The main aspects of a building inte-
grated PV (BIPV) and a car integrated PV (CIPV) are presented. The com-
bined solar systems as PV&T and PV&W are studied. The monitoring sys-
tem for PV centrals and normative requirements of EC for installation and
the grid-connection of PV centrals are presented. The structure of the
course ‘Applied Photovoltaic” is shown in Fig. 2. The course is presenting
by 30 hrs lectures using advantage of Power Point and e-resources as e-
books, specialized software and Internet.
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Fig. 2 The structure of the course “Applied Photovoltaic”.

2.2 Seminars

The seminars are 15 hrs and the students are using software for solar
engineering as MapSource, NASA, PVGYS, METEONORM, Sunny Design,
Sunways Sundim and PVSYST to find the position of PV system, to calcu-
late the solar resource, to design the PV system and to predict the yield of
electricity from PV system. The design of mobile autonomous 140 Wp CIPV
is one of the goal of the students. They have to draw a principle scheme of
PV systems and they have to select the efficiency loads for application of
the system. The next project is connected with PV applications in emer-
gency cases and 350 Wp PV system has to be designed from the students.
The system has to cover the first needs with electricity in the case of a natu-
ral disaster and fires when the utility grid is destroyed. The 1.5 kWp grid-
connected BIPV for a quality supply of the loads in the end point of the utility
grid is discussed. The students have to design 100 kWp grid-connected PV
central during the seminar training.

2.3 Laboratory exercises

The laboratory exercises are 15 hrs practical training. The students
have to design 350 W PV system and after that to mount the PV rack. This
exercise is shown in Fig. 3.
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Fig. 3 The laboratory exercise “Mountaing the PV rack”.

The next step of the practical training is installation of PV modules pre-
sented in Fig. 4 and PV welding shown in Fig.5.




Workshop: “Solar Systems”

Fig. 5 PV welding exercise in the solar camp.

2.4 PV summer school

The students after the course “Applied photovoltaic” have a possibility
deeply to study the main topics of solar engineering in the PV summer
schools for example in EC RES Summer university in Patra, Greece. After
the PV training in TU of Plovdiv and T.E.I. of Patra the students have choice
to develop practical skills to install and to live with 350 Wp PV system in the
camp. This practical PV training is shown in Fig. 6 during the traditional
Black Sea Solar Camp in Bulgaria.

3. CONCLUSIONS

The applied photovoltaic is a modern optional course for the students
which have interest in high-tech renewable energy technologies. The course
is presented by advanced e-platform with e-resources in Internet and Power
Point presentations of the lectures. The lecture course is connected with EC
RES summer educational courses where students have a possibility deeply
to study the main topics in RES technologies. The practical training in ap-
plied photovoltaic is advantage for the students which are oriented to design
and to install PV systems in Solar engineering departments of the firms.
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THE METHODOLOGICAL APPROACH APPLIED
IN STUDIES OF DEMOGRAPHIC PROCESSES
FOR SPATIAL PLANNING AT different LEVELS

Maria Shishmanova,
South-West University “Neofit Rilski”, Blagoevgrad, Bulgaria

Abstract: Subject of the paper is the methodological approach in re-
search and planning of demographic processes at different spatial levels of
administrative units and unofficial settlement formations. Certain require-
ments are formulated on the grounds of the Regional Development Act and
the Spatial Planning Act, as well as the subsequent Rules and Regulations
on their enforcement. Further to the above, specific requirements for each
recognized or unofficial spatial unit are proposed in response to the specific
and individual character of the forecast entity, taking account of European
statistical indicators.

Keywords: methodological approach, demography, processes, fore-
cast, indicators, Eurostat

1. INTRODUCTION

Core to the study is the methodological approach applied in the re-
search and planning of demographic processes at the various territorial le-
vels of administrative units and unofficial settlements. Certain requirements
are formulated on the basis of the Regional Development Act, the Spatial
Development Act and subsequent rules and regulations. Furthermore, spe-
cific requirements have been drawn up on each formally recognized or un-
official territory with the purpose of providing specific and individual descrip-
tion of the forecast object, taking account of European statistical indicators
as well.

2. RESULTS, DISCUSSIONS, CONCLUSIONS

The present paper has taken into consideration and been developed in
accordance with the specific requirements on the scope and subject matter
of demographic processes studies in spatial planning at various territorial
levels [1], [2], [3]. A number of reference documents have been consulted,
among them:

¢ ‘“Interrelations between the generations and sexes”, Bulgarian Acad-
emy of Sciences, Co-ordinating Research Council on social Development
and Social Eurointegration, Sofia, 2004
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¢ “Demographic Development of the Republic of Bulgaria®’, National
Council for Cooperation on Ethnic and Demographic Issues at the Council
of Ministers, the Bulgarian Academy of Sciences, National Statistical Insti-
tute, United Nations Population Fund, Sofia, 2005

e “Children, young people and sport”, Programme of the Government
of the Republic of Bulgaria

o A report from a sociological study of the Faculty of Primary and Pre-
school Education of Sofia University ‘St. Clement of Ohrida’ on the Rate of
Literacy, 2003

e The European Social Charter (revised), 1991

e The European Charter of Local Self-Government, Strasbourg, 1985

e Concluding Declaration, EU Education Ministers Meeting with Youth
Ministers, joint session on ‘The Discomforts of Youth and School Leavers’,
2003, San Patrignano

e “Health Strategy for Disadvantaged People from the Ethnic
Minorities”, Ministry of Health

o “The Right to Health Care — Everybody’s Right” — Programme of the
Government of the Republic of Bulgaria “

e “Young People - Partnerships, Marriage, Children”, a social
demographic study, Bulgarian Academy of Sciences, Co-ordination
research centre for social development and social European integration,
Sofia, 2002

e Mirchev, Michail,, sociological studies, “The family is in a crisis and
the nation at a risk", ASSA-M, 2005

e “Population”, National Statistical Institute, 2004

¢ “National Equal Opportunities Strategy for Handicapped People”,
Ministry of Labour and Social Policy

o “New Strategy in Social Policy”, Ministry of Labour and Social Policy

¢ “National Childcare Development Strategy, 2004-2006, Ministry of
Labour and Social Policy

¢ “Ordinance No0.8/14.06.2001 on the scope and contents of spatial
development schemes and plans, the State Gazette, issue 57/2001

o “Administrative District ....... — Statistical Data Collection 1998-2002",
Regional Statistical Office .......

o Education and Science”, Programme of the Government of the
Republic of Bulgaria

e “Education and Science 2010”, the contribution of the Republic of
Bulgaria to the Joint Report of the European Commission and the Council,
2006

o “Action Plan 2005 for fulfilment of the National Strategy for
Continuous Vocational education for the period 2005 — 2010
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e “Overcoming poverty”, Ministry of Labour and Social Policy Pro-
gramme

o “Better Health for a Better Future for Bulgaria”, Ministry of Health

e “Social Policy and Labour Market”, Programme of the Government of
the Republic of Bulgaria

¢ Social Risk Groups Sociological polls

¢ “ Municipality of Plovdiv Ethnic Minorities Integration Strategy for the
period 2004-2007, Plovdiv

¢ “ Municipality of Plovdiv Ethnic Minorities Integration Strategy for the
period 2004-2007, Plovdiv

e “Strategy for the Development of the Secondary Education System in
the Republic of Bulgaria”

e “Joint Evaluation Report on the Employment Policy Priorities of the
Republic of Bulgaria”

e The European Urban Charter, Congress of the Local and Regional
Authorities of the Council of Europe, Strasbourg, 1992

e The Leipzig Charter of Sustainable European Cities, Leipzig, 2007

e Other subject-related specific documents

These relate to urban development requirements and mainly to the Eu-
ropean Urban Charter, the Leipzig Charter of Sustainable European Cities
and the European Declaration of Urban Rights. Urban European citizens en-
joy a wide variety of rights, incl. right to employment, unlimited mobility and
freedom of travel, intercultural integration (to enable communities of differing
cultural, ethnic and religious nature to co-exist in peace), personal fulfillment
and equality irrespective of sex, age, origin, faith, social, economic and po-
litical status. Such studies must account for and incorporate the following:

¢ the requirements of the development programmes of the Govern-
ment of the Republic of Bulgaria, the strategies elaborated by the Bulgarian
ministries for the development of individual public spheres and the respec-
tive action plans thereto, the regulations relating to spatial and settlement
network development and other reference documents.

e each spatial development level, recognized or unofficial unit bears
the peculiarities of the respective level of detailed description. The 'conch’ of
the level of detailed description widens from the top downwards.

¢ the respective documents (plans, strategies, etc.) relating to the de-
velopment of a planning region, district, municipality and municipal urban
centre.

Information on the demographic development of the city has been ob-
tained from the following sources: National Statistical Institute, Regional Ur-
ban Statistical Offices (for instance for the city of Plovdiv), National Directo-
rate Civil Registers and Administrative Services, Institute of Sociology to the
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Bulgarian Academy of Sciences, the National Employment Agency, Region-
al Employment Directorate in Plovdiv, Local Employment Office “Puldin’ and
‘Trakia’, sociological research and polls.

Different demographic development elements for certain periods are
analyzed, depending on the exhibited dynamics and trends.

The structure of the study must conform to the structural requirements
assignment. For instance:

o Administrative and spatial development changes having an impact
on the number and development dynamics of the population;

o Population dynamics: historical review and demographic
development in five-year periods, for ex. 2001-2005, 2005- 2009;

o Population structure — age, active population;

¢ Ethnic composition — data from population censuses and surveys;

o Development potentials — education, employment, unemployment
figures;

e Employed population — by sectors and economic branches;

¢ Quality of life;

e Groups in social risk.

The information in text must be enhanced by means of graphs and
tables. When research on the lowest level, for example a settlement or a
town, is carried out, it is necessary to provide a retrospective survey of its
demographic development trends, which usually results in clear-cut periods.
As an example, in the case of the city of Plovdiv in “Demographic Develop-
ment - Diagnosis 2005, Trends” the basic periods are three in number [4]:

o | —1978-1985-1991, characterized by population growth. It has been
correctly pointed out that the highest population growth was registered for
the period 1956-1975, mainly accounted for by purely mechanical growth,
following which the growth rate gradually diminishes.

e |l — 1991-2001. During this period the population decreased,
accounted for by a decrease in the male population, whereas the female
population actually increased.

e |l —2001-2004 — Flat rate and slight increase of the population in the
last 2 years.

Studied are basic population subdivisions: by age and sex in both distri-
bution groups in compliance with the adopted Bulgarian classification: un-
der, at and above economically active age and in accordance with Euro-
pean classification: 0-14, 15-64, 65 years and above).

Economically active population, families and households data are also
analyzed. Special attention is to be devoted to the economically active pop-
ulation contingents if their share is found to be high, as they are the main
supply base on which labour force figures depend.

The demographic development potential is examined in respect of edu-
cation, employment and unemployment figures, as well as various aspects
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of the quality of life such as income, expenditure and human development
index.

Furthermore, the demographic development of a given city (Plovdiv) is
characterized both successively in time and by areas, detailing their specif-
ics [4].

The main city population development trends are clearly delineated and
relate to the overall city development.

This research needs to use a wealth of statistical data, sociological re-
search findings, legislative documents and developments relating to the
demographic development of the city, region, state and the European urban
centres.

Comparative analyses are carried out and demographic parallels are
drawn between cities and other settlements in the country, found to be simi-
lar in their demographic development characteristics.

Thus the comparative analyses conduce to the elucidation of the specif-
ics of a city or town on a level of comparison.

Conclusions of high precision level are aimed at to provide an accurate
and objective analysis of the population development potential of the city
and municipality.

Special attention is to be devoted to the economic activities and em-
ployment data of the population, as well as unemployment levels, as these
characteristics may in a certain degree lead to upgrading of the capacity of
industrial areas and activities relating to tertiary sector development.

The maijor role of the city for the development of the suburban area, tar-
geted for special measures — for instance the district of Plovdiv, the South
Central Planning Region and the state.

Of particular interest is the examination of the income and expenditure
data of the population and its structure on municipal/urban level. These in-
dicators are monitored by the National Statistical Institute (NSI) and other
institutions (trade unions, the Institute of Sociology to the Bulgarian Acade-
my of Sciences) on a district level only. Thus it is currently impossible to un-
dertake any concrete measurements and draw conclusions.

Thus the analysis of demographic development and the deductions
drawn clearly delineate the processes that have previously taken place as
well as the ones currently underway in the urban or municipal areas. They
provide an excellent basis to found a population development forecast
which is to then serve a General city spatial development plan or a munici-
pal development plan.

The conclusions drawn and the provision of demographic development
models by city districts focuses the attention upon the specific nature of
each of them, which would help to a great extent to correctly estimate the
area of the respective areas for joint social use territories, landscape and
residential development and others by city districts.
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Priorities aid specialists to positively react to and utilize demographic
processes by means of spatial development. An important aspect of the pa-
per is the highlighting of various factors and trends, which helps avoid cer-
tain risks in time; moreover, their exposure provides for an adequate solu-
tion.

With the demographic processes taking place in the peri-urbanisation
zone (the space where the city finds its functions overflowing into the rural
areas), which is the area, targeted for special measures, it is logical that this
territory is to be administered and managed jointly [6].

The paper must include a lot of graphic material, such as graphs, tables
and diagrams, to be able to fulfill its main purpose: development of the
General spatial Development Plan and the Municipal Development Plan.

Of interest is the research paper on the groups in social risk entitled
“Social and economic problems of the groups in social risk in the General
Spatial Development Plan, for instance Plovdiv, until 2025, [5]

A study must also shed light on the general socio-economic, demo-
graphic and localization characteristics of disadvantaged social groups.

Three social groups of significance to urban development must fall un-
der scrutiny: these are ethnic minority communities, the population above
economically active age and citizens supported by various social care pro-
grammes.

The paper incorporates the social principle of enhancement of the quali-
ty of life and welfare of all Bulgarian citizens, guarantees the right to ade-
quate development of every person, irrespective of origin, ethnic or religious
affiliations and/or other differences.

The examination of ethnic minority communities has been carried out on
the basis of National Statistical Institute data (population censuses), socio-
logical studies, surveys and polls.

Analysis of population data based on permanent and current address is
vital for correct adjustment of all subsystems in the development of a Gen-
eral Spatial Development Plan, especially in respect of habitation data.

Detailed population analysis in respect of ethnic minorities residential
concentrations has been carried out which ensures an individual approach
to the spatial development of these centers and other areas, such as spatial
development zones, needed to cater to their specific needs, finding expres-
sion in spatial elements, sites and measures.

The residential units themselves are analyzed in detail by residential
quarters and the findings yield valuable information on the demographic
composition and character of the city.

Highlighted are the problems of the ethnic minority communities in the
respective residential quarters (in the city of Plovdiv), which relate to re-
stricted access to quality health care, low educational qualifications, low
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school enrolment and graduation rate, low employment and high unem-
ployment rate, low income levels.

Account has been taken of migration processes, which are sporadic and
seasonal, for which reason this population does not appear in local statistic-
al registers and data, as these population figures are not planned or ex-
pected.

The reasons for the low educational qualifications are brought under
scrutiny which reveals that they do not stem from spatial distribution, but are
of various nature. Segregation in schools as a problem area also comes
under the spotlight and is found to be of organizational nature. School
enrolment rate and graduation educational levels are also subjected to a de-
tailed analysis.

Studied are characteristic family and household structures, their aver-
age size and structuring, marriage or cohabitation characteristic peculiari-
ties, as they are very informative on the estimates of residential dimension-
ing. The factors for all of these also receive due attention. The relations
within the family and among families are considered and evaluated as they
help study the movements of this population in the urban environment.

The employment rate, unemployment level and its breakup by sex, age,
education, and qualifications brings further colour to the diversity of prob-
lems, experienced by disadvantaged social groups.

A forecast for the development of ethnic minorities risk groups in the city
has been elaborated in several versions. For the city of Plovdiv for example
two versions have been prepared, based on the number of the ethnic minor-
ity groups population, the one yielded by the 2001 census (appr. 30 000
people) and the other based on the results of a sociological study (65 000
people). The submitted forecast evaluations include numbers of ethnic mi-
norities’ population, distribution by sex and age groups (women in fertile
age, economically active population and pre-school and school-age popula-
tion numbers - from 0 to 18 years), economic activities.

The forecast takes account of the various requirements of the legislative
framework in the social sphere, cited above.

The favorable reproduction trends will maintain significant numbers of
school-age population during the next decades. This in its turn spells out a
need for the construction of new and maintenance of the existing educa-
tional infrastructure.

In respect of the population above economically active age it is neces-
sary to objectively consider the situation so as to avoid the emergence of
‘lifeless’ urban structures of low reproduction potential and excessive ageing
of the population. For example, within the national data the city of Plovdiv is
highly likely to remain an area of relatively constant reproductive age popu-
lation rate, but of relatively low fertility rate.
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The age structure of the population is not homogeneous in certain parts
of the city of Plovdiv. The old central residential quarters of the municipality
of Plovdiv are the most affected by the ageing of the populaton. The age
structure, however, is of the ‘progressive’ type in the new residential areas
and parts where ethnic minorities are concentrated. This should define the
politics to be pursued in urban management by means of the various ‘spatial
development zones, sites and measures’. This is valid for and typical of all
big cities.

In implementing social assistance schemes for the citizens of a given
city, no direct or indirect discrimination is to be allowed, based on sex, citi-
zenship, political or other affiliations, religion, handicaps, age, marital status,
origin or others, as is called for by the Constitution of the Republic of Bulga-
ria, the European Convention on Human Rights and the International Pact
on Economic, Social and Cultural Rights (the European Convention for the
Protection of Human Rights and Fundamental Freedoms and the Interna-
tional Covenant on Economic, Social and Cultural Rights).

Social assistance in a given settlement, city or municipality in the form
of benefits and services, must be allocated in a manner that does not offend
the dignity of the citizens receiving these as monthly allowances. For the
city of Plovdiv for example appr. 2% of the population has been granted so-
cial assistance and benefits. The analysis of the monthly social benefits
shows that the number of families in need of such benefits is continuously
on the increase and an ever greater number of people fall within the scope
of those that comply with the requirements for social benefits.

The implementation of a number of programmes and projects focused
primarily on citizens in need of social care, such as "Opportunity for every-
one' (for social and economic cohesion of vulnerable groups), projects aim-
ing at enhancement of the access of ethnic minority youths to education,
employment rate enhancement projects for provision of income and over-
coming of poverty among ethnic minority groups in the city of Plovdiv and
elsewhere partially supports providing solutions to these problems with oth-
er means apart from the tools of management of the urban territory from the
General Spatial Development Plan.

The analyses must draw on statistical data, sociological research, regu-
lations and studies relating to disadvantaged social groups.

Analyses and conclusions must accurately reflect the objective problem
area of the urban social groups, that are subject of the study. They will sup-
port a correct decision-making in any delay of the final spatial development
planning process in the territory of a certain city.

The paper must include a wide variety of graphic material, tables and
diagrams.

Research of such a broad scope has to purposefully also undertake
concrete studies of the mentioned social groups and their problems as they
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are important for the dimensioning of the General Spatial Development
Plans.

Risk groups may be termed disadvantaged social groups, so as to har-
monize Bulgarian and European terminology.

This kind of paper may be considered good practice prior to the elabo-
ration of a General Spatial Development Plan.

The concrete examinations of demographic processes on municipal,
district and planning region levels have been carried out in accordance with
the methodological instructions on the elaboration of development plans for
these spatial units, enriched with some of the demographic indicators ap-
pearing here. [1], [2], [3].
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gional development and Public Works
[4] Miteva, P., “Demographic Development — a Diagnosis 2005. Trends”
2005, National Centre on Territorial Development
[5] Miteva, P., “Socioeconomic problems of the social risk groups in the
General Spatial Development Plan, Plovdiv — 2025”, 2005, National Centre
on Territorial Development
[6] Shishmanova, M., 2005, Peri-urbanisation as a concept, Proceedings of
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Surface Analysis Functions in GIS environment
Penka Kastreva
South West University "Neofit Rilski”, Blagoevgrad, Bulgaria

Abstract: Topographic surfaces can be represented with the computer,
both in raster and in vector form. Grid DEMs are numerical representations
of the topographic surface are the most used for a GIS analysis. The coor-
dinate grid data are used to estimate the necessary partial derivatives for
points of the topographic surface. They are in the base of the surface inter-
polation methods and functions for topographic surface analysis. Quality of
data and the accuracy of the DEM are discussed.

Keywords: Grid DEM, GIS analysis, topographic surface, surface anal-
ysis functions.

1. BASIC METHODS FOR REPRESENTING A TOPOGRAPHIC
SURFACE WHICH PROVIDE DATA FOR SURFACE
ANALYSIS

Topographic surfaces are features which contain height values called Z
values distributed throughout an area defined by set of X and Y coordinate
pairs. When the coordinate x and y are planimetric, height values are called
elevation and noted with H. Now we have sample data points, we next need
to decide how a surface could be represented with the computer, both in
raster and in vector form.

When mapping the Earth’s topography, a variety of symbolization tech-
niques are possible but the most of them involve manipulating contour lines.
The presentation of the topographic surface is based on the assumption of
a continuous distribution of enumeration height values recorded at point lo-
cation. In order to portray the surface of the tree-dimensional data hypo-
thetical horizontal planes, with given “z” value relative to a fixed datum, in-
tersect with the surface. When these lines of intersection are projected onto
the map they represent all data points with equal “z” value above, or below
the employed datum. Normally the parallel planes intersect the surface at
easily calculated intervals such as 10, 50 or 100, and the distance between
them is termed the contour interval. The lines are constructed by interpola-
tion, an analytical method of calculating a given “z” value by comparing the
distance to all known neighbouring data points.

Slope-breaks defined by high profile curvature value and inflexion lines
separating convex and concave areas are very important parameters in
geomorphology. In GIS software these inflexion lines are called breaklines,
for example lines following streams, ridge crests, or cliff edge; roads often
used as 'breaklines' in urban areas.
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Elevation data are sometimes provided as a triangulated irregular net-
work (TIN), which is based on the triangulation approach. The TIN model is
the basic vector data structure for representing surfaces in the computer.
TIN models consist of a series of non-overlapping triangles. Each vertex of
the triangle is encoded with its location and has a height associated with it.

A TIN model is one of methods of storing height information, creating
group of products collectively called digital elevation models or DEMs. Very
often DEMs data are most commonly provided in a square gridded (raster)
network. Image models are created in two general types: those on points
and those on lines. Each grid cell contains a single absolute elevation value.
In order represent elevation in raster more accurately we have to select a
relatively small grid cell size. For analyses it is equally important to decide
where within the grid cell area the actual elevation point to be located: at the
center of the cell or in one of the four corners.

By definition, Digital Terrain Models (DTM) are “ordered arrays of num-
bers that represent the spatial distribution of terrain attributes, and digital
elevation model (DEM) is defined as an ordered array of numbers that rep-
resent the spatial distribution of elevations above some arbitrary datum in a
landscape”. (Moore et al.1991). DEMs are the most basic type of DTMs.
Therefore, the general term Digital Terrain Model (DTM) may be used to re-
fer to any of the above surface representations. Some people also use DEM
as synonymous with DTM.

Digital terrain analysis is implemented on digital elevation models in or-
der to derive digital terrain models of various terrain attributes. Topographic
attributes, such as slope and aspect can be derived from contour, TIN
DEMSs and grid DEMs, however, the most efficient DEM structure for the es-
timation and analysis of topographic attributes is generally the grid-based
method. Surface analyses in GIS include: creation of contours; slope and
aspect creation; hillshade creation; viewshed and visibility analysis; area
and volume statistics.

2. SURFACE ANALYSIS FUNCTIONS

Digital elevation models (DEMs) are an important part of many GIS
datasets and equally important are the parameters calculated from these
DEMs. The surface analysis functions provide additional information which
can be derived by producing new data and identifying patterns in existing
surfaces. Some basic characteristics of tree-dimensional surfaces are
commonly used for characterizing relief:

e Steepness of slope and azimuth or orientation of aspect

The general method of calculating is to compute a surface that best fits
trough neighboring points and measure the change in elevation per unit dis-
tance. Raster and vector model a surface’s slope and aspect in different
ways. In vector a TIN model is used and each triangle defines a plane with a
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slope and aspect. To determine slope, the software simply compares the
horizontal distance between vertices of the TIN facets with the respective
horizontal coordinates. In a raster, slope and aspect are calculated for each
cell by fitting a plane to the z-values of each cell and its eight surrounding
neighbors. Raster GIS software may also allow nonlinear interpolation me-
thods as kriging or others surface-fitting processes. Slope and aspect maps
are often used as layers within a GIS and can be displayed as a new raster.

e Viewshed

This function is useful when we want to know which land area is seen
from a specified point. This process is called visibility (viewshed) and inter-
visibility analysis. In vector, the simplest method to create line-of-sight is to
connect an observer location to each possible target point and look for ele-
vations that are higher than observer point. Visibility analysis performed in
vector requires the use of a TIN data model in which surface is defined by
the triangular vertices. Raster methods of intervisibility operate in the same
way. The process begins by defining a viewer cell and the software com-
pares the elevation values of each grid cell with the elevation values of the
viewer grid cell.
e Hillshade

The hillshade function calculates the reflective ability of a surface by de-
termining illumination values for each elevation grid cell, given the slope and
aspect of the data and the sun angle.

e Volume and Area

Surface area is measured along the slope of a surface, taking height
into consideration. The calculated area will always be greater than the area
measured by simply using the 2D planimetric extent of a model. The volume
is the space between the surface and a reference plane and we can calcu-
late the volume above the plane or below it (for example hill or lake).
e Cutand Fill

Cut and Fill functions are essentially the same for calculations of vo-
lumes. The calculation of volume is very simple in either vector or raster.
First, we separate the region into portions and calculate the area of each
portion. For each slice of the volume we simply multiply the area attribute
value by the depth value. Cut and Fill analysis determines how much mate-
rial has been lost or gained in a study area by comparing two surface mod-
els of the area -one before a change and one after that.
e Cross —sectional profile

A profile is a result from the intersection of a plane to the x, y datum and
the topographic surface. Raster GIS use method that creates a raster cov-
erage by comparing a central target cell to two of its immediate neighbor
cells. We can select orientation of this search to be able to characterize a
set of profiles for grid cells.
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e Surface Water Flow (run-off) and Water (among other things)
flows downhill

The hydrologic modeling functions provide methods for describing the
hydrologic characteristics of surface. Using elevations from DEM as input, it
is possible to model where water will flow. From DEM we can provide other

hydrologic characteristics for instance to create watersheds and stream
lines.

Fig. 1. Exemples: DEM, slope, aspect and hillshad

3. CONCLUSIONS

DEM models are created in two general types: those on points and
those on lines. If elevation data are available only through topographic pa-
per maps, DEMs can be created by scanning the maps and interpolating the
elevation values of all pixels located in between the contour lines.

There are many interpolation methods that can be used in digital terrain
modelling and their derivative raster models (slope, aspect and hillshad).
The interpolation is generally controlled by a set of parameters that enable
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the modification of the behaviour of the mathematical function so that a re-
sulting surface meets the criteria of specific applications.

The interpolation accuracy can be measured by different methods. The
most straightforward is to evaluate deviations between interpolated surface
and the input points. The overall error, measured e.g. by Root Mean
Squared Error (RMSE) then characterises the interpolation accuracy in the
given points.

Florinsky (1998) analytically derived RMSE errors of various gradient
methods and concluded that (1) RMSEs in slope, aspect and curvatures are
directly proportional to elevation RMSE, (2) these RMSE values increase
with decreasing grid spacing, (3) gradient RMSEs increase with decreasing
slope, (4) curvature RMSEs are more sensitive to grid spacing.

The above lead to the following conclusions. First, before implementing
gradient and derivative calculations by computer, it is worth knowing which
method is used by the applied software. Skidmore (1989) concludes that the
eight-point finite difference methods are more accurate in calculating slope
and aspect because all grid points adjacent to the centre grid contribute to
the calculation.

Second, it is good to understand the original DEM surface and find the
geometrically most suitable gradient filter. For example the topographic sur-
face can be generated from a TIN or generalization contour lines.

Contour data source impacts accuracy of topographic gradient calcula-
tion. Linear interpolation methods, such as TIN offer good results for con-
tour source data. DEMs derived from contour data often display systematic
error towards contour elevations (Carrara et al. 1997). Since the problem is
related to contour line spacing of the original data, cells larger than the av-
erage contour line spacing might treat the problem. Grid DEMs obtained
from TIN-interpolated random points of orthophoto heights can also display
systematic errors.

Carter (1992) proves that the use of gradient methods with smoothing
effect can reduce systematic error in aspect. The aspect should be calcu-
lated also from TIN DEM instead of grid DEM. Because of their smoothing
effect eight-point finite difference methods yield the best approximation of
gradient in this case

Third, the interpolation accuracy depends on the size of grid cells. Ac-
cording to Chang and Tsai (1991); Guth (1995) and Hodgson (1995) grid
spacing also has variable influence on slope and aspect calculations de-
pending on the numerical algorithm. The largest differences in gradients
calculated with various methods occur at pits, peaks, ridges and valleys,
therefore algorithms tend to provide similar results when changing grid
scale by smoothing.

Quality of data used in the GIS is a critical issue. The accuracy is a
property of DEM determining outputs of the GIS systems that are designed

210



Section: “Geograhpic environment and resources”

for example for assessment of renewable energy resources, flood forecast-
ing, disaster and security management. Similarly, suitability analysis, calcu-
lating of environmental indicators and water quality monitoring within the
catchments are based on the use of DEM and the his characteristics. Thus,
a prerequisite for full exploitation of the potential of DEMs is to make them
available at sufficient accuracy and detail for a variety of applications.

4. REFERENCES
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Abstract: A lot of attempts were done for estimation of human activities
effecting on soil properties change. These attempts give some empirical re-
lations but could not be applied for all soil cases. By now the estimation of
human activity as a factor that could change soil properties is very approxi-
mate.

The aim of this study is taking some soil samples in the same place
where the previous soil studies were done. These samples are analyzed by
meaning of soil texture, soil chemical properties and heavy metals in
ploughing soil horizons. These analytical data were compared with the pre-
vious data and the results of human activities for this period could be estab-
lished. The research work shows that the soils in Pazardjik District are ap-
propriate for applying the compost technology to increase the soil fertility.

Keywords: soil properties, soil texture, soil chemical properties, heavy
metals, human activities, compost technology.

1. INTRODUCTION

Soil is a three-phase system made up of solids, liquids and gases. The
solid phase or soil matrix contains mineral and organic materials. The or-
ganic part of soil matrix is a mix of organic residuals (predominantly plant
residuals) is in the different part of their transformation. It is finding that
some of osculate organic products formed by oxidation, condensation and
polymerization yield a new specific organic matter with dark color and high
stability for continued decomposition. This specific organic matter is called
“humus” [3]. Humus plays very significant role in soil formation and soil fertil-
ity increasing in plough horizon.

The main role of compost technology is to increase organic matter in
soils with very low and low humus content with the aim of increasing soil fer-
tility. Of course it is only possible the soil organic matter increasing. Soil
humus content increasing is very slow process and takes thousands of
years. The question is how to find the most successful compost technology
for this purpose. The right answer could be finding by estimating the risky
factors for soil contamination by heavy metals and metalloids, using several
different compost materials in compost technology. The background values
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of these an organic substances in Bulgarian soils vary as follow: Cd — 0.4
mg/kg; Pb — 26 mg/kg; Cu — 34 mg/kg; Zn — 88 mg/kg; As — 10 mg/kg - [1].
According to Bulgarian soil protecting policy - [5], the content of these ele-
ments after compost technology applying, should be low, or at least equal to
their “precautionary values (pv)” (limit values) - [2].

2. OBJECT AND METHODS

Pasardjik district is situated almost in the central part of the South
Bulgarian soil area, which includes the territory of South Bulgaria up to 750-
800 m. altitudes. Some parts of the district area are situated higher than
these altitudes. The Southern Bulgaria embraces Thracian Valley, bordering
to the Southwest with the mountains Rhodopes, Pirin and Rila, and with the
Black Sea to the east. The climate of the district is formed as continental
climate and with the increasing of the altitude above sea level. The mean
annual temperatures vary between 11,5 and 12,5 °C. The mean annual
precipitation for plain part of the district vary between 500 and 600 mm, but
for the uplands (the territories higher than 850 m) reach up to 1200 mm.
Mainly two types of plants present the natural vegetation:

e Deciduous and coniferous trees and shrubs, which can form complete or
particle to complete canopy.

e Grasses presented by tall, steppe and short grasses, which create
meadow and steppe grass ecosystems.

Agroecolopgical areas of the object are sown on Fig. 1.

Human activities play important, sometimes — decisive role in the district
soil forming processes mainly through deforestation, intensive agriculture,
irrigation, reclamation etc. In the last years approximately all existing soil da-
ta were organized into a computerized geographic information system of soil
resources (GISoSR), containing information on:

» Basic topographic information;

« Point information;

» Territorial information in 1:10 000 scale and soil physical and hydro-

logical properties;

» Data about local climate;

» Data about current land use pattern of the soils — Fig. 2.

It was analyzed 15 samples of the plough horizons from typical soils
from south to north starting above Batak and finished above Panaguriste.
Eight soils with low and very low humus content from them are finding ade-
quate for compost technology applying. The analytical results are already
present in [4]. In addition to this data an analytical data from hard civil waste
products, sediments, excrements are presented. All samples were taken in
September 2001. The following analytical methods are used:

Organic carbon is determined following Turin method, modified by Niki-
tin in spectrophotometer.
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Humus following Turin according to equation:
(1) H=1724*C

where: C is organic carbon content (%) and H is humus content (%).

pH — with pH-meter in water suspension in the ratio of 1 part of sample
to 2,5 parts of water.

Heavy metals and metalloids — by ICP and AAS methods.

Soil horizons are classified for humus content and pH according to [3].

Hard civil waste products, sediments and waste from canning works:

Organic carbon is determined following Turin method, modified by Niki-
tin in spectrophotometer;

pH — with pH-meter in water suspension in the ratio of 1 part of sample
to 2,5 parts of water;

Heavy metals and metalloids — by ICP and AAS methods.

Excrements from birds, pigs, sheep and cows.

pH — with pH-meter in water suspension;

Heavy metals and metalloids — by ICP and AAS methods.

Fig. 1: Agroecological areas of the object
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3. RESULTS AND DISCUSSION

Analytical results for 8 of 15 soil samples (more than 50 %) are sown in
Table 1 and for waste end excrements samples — in Table 2. The studied
soil horizons are as follow:

#1. A1A2l pl. hor. of Cinnamonic podzolic (pseudopodzolic) forest sail
near Pestera town.

#2. A1l pl. hor. of Cinnamonic forest soil near Pestera town.

#5. A/1k layer pl. of Alluvial-Deluvial meadow soil near to Captain
Dimitrievo village.

#8. A1A2I pl. hor. of Cinnamonic podzolic (pseudopodzolic) forest soil
near Sarja village.

#9. A1f pl. hor. of Cinnamonic forest soil (undeveloped) near Sbor vil-
lage.

#11. A1l pl. hor. of leached Cinnamonic forest soil near Dolno Levsky
village.

#12. A1f turf of leached Cinnamonic forest soil (shallow) near Buta vil-
lage.

#13. A1f pl. hor. Cinnamonic forest soil (undeveloped) near Panaguriste
town.

There are any suspicions of Cd, Pb, Cu and Zn contamination in hori-
zons analyzed. Some contamination by means of As exist in samples #1,
#12 and # 13 with 15,3 %, 63 % and 2 % respectively.

There are any suspicions of Cd (Cadmium), Cu (copper) and As (Arse-
nic) contamination in analysed samples. Some contamination by means of
Pb (Lead) — sediments of about 4 % and Zn (Zinc) exist in samples CWP 2
and C&DE of about 41 and 30 % respectively.

It is necessary to point out that using same compost techniques should
be very careful. If, for example it is using some mixture of CWP 1, CWP 2, S
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and WCW in equal quantity it yields about 12 mg/kg As. This means that all
soils might be contaminated by As. The same might happened if in a com-
post technology from the same compost components yield contamination by
Cd, Pb, Zn and Cu.

Almost the same might happened if as a compost materials are used a
mixture of C&DE, PE, SE and CE, or mixing all studied potential compost
materials. Every one could calculate how many times would be jumped over
the precautionary values for studied heavy metals and metalloids.

4. CONCLUSIONS

As result of analyzed soil, waste, sediments and excrements it might
conclude that there are same adequate soils for compost technology apply-
ing for organic matter increasing only in Pazardjik district territory.

Is should be notified that such kind of techniques might be done very
carefully because of very high dangerous of soil contamination by heavy
metals and metalloids.

Very hard analytical work by means of soils, waste, sediments and ex-
crements should be done, before taking any decisions about right compost
technology developing.
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103.
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Table 1. Humus content estimation and precautionary values of heavy metals and metalloids for studied soil horizons.

Heavy metals & metalloids content (mg/kg)

Sample Horizon <|:—|olJr1rtneL:1$t Estimation pH in @) T @) N >
number | Depth (cm) o H,O a o < S @
(%) 0O | T |o O ke N o > °

o < O < [ < =} < (7)) <

1 A1A3'_‘2’('5' 0,44 Very low 54| 023| 2.0| 15,88| 70| 33,15| 60| 50,64| 95| 32,65| 25

2 Aé'_gg 0,93 Very low 6,7| 0,47| 2.5| 29,00 80| 98,50 260| 99,00| 340| 17,66| 25

5 A/};'_Sg 0,78 Very low 81| 0,20| 3.0| 16,86| 80| 34,65| 280| 61,20| 370| 19,26| 25

8 Aqf pl 1.94 Low 6.3| 0,20| 2.5| 22,70| 80| 31,81| 260| 98,79| 340| 17,40| 25

9 Ag_g; 1,03 Low 6,9| 0,30| 2.5|23,50| 80| 67,75| 60| 58,76| 340| 15,17| 25

11 Aé'_gg 1,43 Low 56| 0,24| 2.0| 24,28| 70| 34,86| 260| 39,90| 200| 17,50 25

12 o-A11s; 1,96 Low 59| 0,23| 2.0| 24,08| 70| 24,08| 120| 37,38| 200| 40,73| 25

13 Ag_gg 0,90 Low 54| 0,20| 2.0| 21,18| 70| 27,51| 120]| 36,27| 95| 256| 25
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Table 2. Analytical results of hard civil waste products (CWP), sediments (S), waste
from canning works (WCW) and chicken and ducks (C&DE), pigs (PE), sheep (SE)
and cows (CE) excrements.

Heavy metals & metalloids content (mg/kg)

Sam- oM con- _pH
les tent_ esti- | in
P mation H,O Q) T @) N >
o (on C =} w

O R} o gl O ° N kel > Rl
o < o < c < > < 0 <

CWP 1 Very high | 6.8 | 0.70 | 25 | 40.4 | 80 439 | 260 | 153 | 340 | 449 | 25

CWP 2 Very high | 6.3 | 0.75|25 | 13.8 |80 59.2 | 260 | 480 | 340 82' 25

S Very high | 7.3 | 1.60| 3.0 | 83.0| 80 119.0 | 280 | 344 | 370 | 3.37 | 25

WCW Very high | 6.4 | 0.44 |25 |56.0|80 40.1 260 | 186 | 340 | 2.53 | 25

C&DE Very high | 6.0 | 048 |20 |56.9|70 260 | 200

PE Very high | 6.4 |0.17 |25 |64 |80 226 | 340

SE Very high |76 |0.11| 3.0 | 14.6 | 80 160 | 370

CE Very high |74 | 028 |30 |84 |80 129 | 370
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Abstract: The paper illustrates a methodological approach for the cor-
rect localisation of economic, social services and environmental objects in
the territory of recognized or unofficial spatial planning units, based on spa-
tial factors and various rules and regulations. Alongside defining these units’
future development, a description of the direct and reverse connections be-
tween the different levels is provided, seen as a basis for the correct man-
agement of processes, phenomena and the spatial areas themselves. The
attainment of sustainable development in a certain spatial area would re-
quire the correlation and compatibility of the regulatory framework at the dif-
ferent levels, as well as consideration of the available long-term tangible as-
sets, natural heritage and cultural and historical background.
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1. INTRODUCTION

The paper illustrates a methodological approach for the correct localisa-
tion of economic, social service and environmental objects in the territory of
recognized or unofficial spatial planning units, based on spatial factors and
various rules and regulations. Alongside determining these units’ future de-
velopment, a description of the direct and reverse connections between the
different levels is provided, seen as a basis for the correct management of
processes, phenomena and the spatial areas themselves. The attainment of
sustainable development in a certain spatial area would require the correla-
tion and compatibility of the regulatory framework at different levels, as well
as consideration of the available long-term tangible assets, natural heritage
and cultural and historical background.

2. RESULTS, DISCUSSIONS, CONCLUSIONS

Following a period of complete rejection of all forms of regional and spa-
tial development planning, planning and forecasting methods have to a
great extent regained their significance. An important factor in this process
was Bulgaria’s accession to the EU and the adoption of a system of regional
social and economic planning, harmonized with the relevant European leg-
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islature and practice. However, despite strenuous efforts towards com-
pliance with EU requirements we are yet far from a positive assessment of
our achievements. Whereas regional, district and municipal development
plans are in place and a National Strategic Reference Framework, National
Regional Development Plan, National Strategy on Regional Development,
National Operational Programme, entitled ‘Regional Development’, have all
been elaborated, spatial development planning, even though it experienced
a certain ‘renaissance’, has not yet started functioning satisfactorily (Fig.1).
Amendments are usually introduced one or two years after the adoption of a
Municipal Development Plan, whereas developments are partial amend-
ments that continue to be adopted as in the past. Very few municipalities
have prepared their Municipal Spatial Development Plans and very few ci-
ties have new General Spatial Development Plans. It is barely now that spa-
tial development planning of district centers and some larger towns, as well
as of settlements within agglomeration areas, starts. Regional planning, on
the other hand, owing to its inclusion in a number of important documents
under signature, was able, at relatively short notice, to produce a multitude
of documents, strategies and plans, which covered the country on a munici-
pal, district and planning region level.

A certain inconsistency between spatial development and regional
planning emerges on careful examination, with clear evidence for a lag-
behind in spatial development planning, which is a cause of disruption to the
sustainability of the territories.

The regional, district and municipal development plans merit a discus-
sion on the extent of their effectiveness in providing a solution to the chal-
lenges of the social and economic process currently underway, but national
spatial development planning clearly does not function properly, despite its
revival. The reason is that planning in the new market economy conditions
is quite different from planning as implemented by the planned economy
system. We have now been convinced that even the free market cannot do
without planning, especially in the field of spatial development. It must be
understood that for planning to be efficient today it needs to function in har-
mony with the market. Otherwise plans simply fail.

Synchronization between planning and the market has been never been
easy to achieve and has not yet been mastered even in countries of market
economy age-long traditions. Alain Bertaud (World Bank expert) has spoken
on the tragic discrepancy between half-a-century experience based funda-
mental market research carried out by economists and the total lack of in-
terest in these problems on the part of urban planners, who are exactly the
specialists, making the decisions and actually shaping urban development.
In his Beijing lectures Bertaud voiced the opinion that it is exactly the insuf-
ficient knowledge of market tools that has led to the failures in spatial plan-
ning in the 20" century on a world scale. However, any failures of planning
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as practiced in developed market economies do not automatically spell out
appreciation of our practices in the 1990s when some of our country’s most
beautiful natural heritage estates were sold out and destroyed.

The interdependence among planning, market and nature is a problem
area that must receive due attention. The failures of our spatial development
planning have resulted in unsupervised destruction of invaluable natural re-
sources. Society blames construction developers, but in the end they just
provide what consumers demand. If demand calls for recreation facilities
and holiday apartments, construction entrepreneurs will undoubtedly pro-
duce them. The actual problem is whether profits are realized by means of
sustainable or anti-sustainable forms of spatial development, which in its
turn is determined by the rules of the spatial development system.

There is a close connection between all the above and the regulatory
framework issue. Right now there is flagrant discrepancy between plans and
their objectives, of the one part, and the spatial planning regulatory frame-
work, of the other part. More or less successfully, municipal development
plans aim to implement certain publicly significant objectives, but in a mar-
ket economy spatial development rules and standards have much greater
precedence. In our country they literally sabotage and undermine these ob-
jectives. What other comment can Ordinance No. 7 of the Ministry of Re-
gional Development and Public Works on rules and regulations on the spa-
tial development of various types of territories and spatial development
zones possibly elicit with its provision for an intensiveness of development
coefficient of 1.5 for the recreation zones, whereas the Agricultural Land
Preservation Act has one of the most simplified procedures in the world for
transformation of agricultural land into regulated estates, i.e. urbanized terri-
tories [2]. When we so lightly change the intended use of spaces and create
regulated land estates of such a high intensive construction coefficient we
must surely recognize (Kint) [2] that we thus cut up and parcel our invalua-
ble environmental and natural resources. We should not be surprised that
each of these cuts and parcels may generate significant interests. The
enormous values of these natural resources and of the intensive construc-
tion coefficient engender huge economic interests. Therefore it would be
better to analyze the situation and introduce more sensible and nature-
friendly rules into this market game.

The other side of this issue relates to the strengths and weaknesses of
planning and the market. One of the strengths of planning in a market econ-
omy is that with the help of relatively low, but well invested financial re-
sources it can generate a hundred- or even thousand-fold more powerful
market reaction. Such an effective tool is, for example, investment in infra-
structure. The municipality of Bansko succeeded in putting together and in-
vesting over 4 million EUR in its infrastructure with the purpose of providing
an incentive to the development of tourism [4]. Whether this objective was
well-grounded and properly considered is another matter, but the objective
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itself was achieved. Providing a solution to the greater part of the infrastruc-
ture problems of this small town was one of the decisive factors for later at-
tracting millions of EUR as foreign investments, which was a hundred times
more than the planning authority could raise, i.e. the municipality. In fact,
this is just one of many hundreds of real-life positive or negative examples of
the cardinal value of the link between planning and the market [3]. In gener-
al, the expertise we have now gained in the sphere of regional and spatial
development planning in a market-driven environment is now more than suf-
ficient, but regrettably, far from positive. Is Bulgarian spatial planning suc-
cessful and effective? It is especially important to assess planning in the
tourism sector (recreation zones), where developments have been stormy.
An especially apt example is provided by the tourism and recreation zones
[6]. Over the last five years public opinion of them is so negative that they
have become examples for anti-environment-friendly, anti-sustainable, even
anti-recreational spatial development forms.

What is the role of spatial development plans? Another example is pro-
vided by the selection of the 27 industrial zones, which are being developed
prematurely, with no clarity as to any possible investors at this critical point
in time for both the economy and the financial sphere, when moreover,
some countries have now found themselves in recession. Industrial zones
and their spatial development determine the level of industrial development
in a certain territory to a very large extent [5].

Another example of the new speculative business ventures in a negative
sense is the development of the ‘green current’ areas. ‘The green current’
was a headline in the economic section of the Black Sea Lighthouse news-
paper, quoted by the Focus news agency. After the construction sector was
badly hit by the crisis, speculators began looking for cheap land to build
wind farms and photovoltaic stations. Most are now buying low-priced plots
of 20 to 30 thou.sg.m., prepare and submit a project for a single generator
and attempt to find investors. Because of expected high returns and Euro-
pean requirements to increase the share of the ‘green current, projects
have become more ‘expensive’: their value has changed from 110 000 to
160 000 EURO.

As mentioned above, one of the basic factors for the resuscitation of
planning in the 1990s was Bulgaria’s accession to the EU and harmoniza-
tion of Bulgarian legislature in line with European criteria. The newly devel-
oped Regional Development Act adopted in 1999, became the basis for the
National Regional Development Plan 2000-2006. The national regional de-
velopment plans and strategies, operational programmes and sectoral strat-
egies define the major objectives in the development of tourism and
recreation zones as acceleration of development processes, achievement of
a positive overall effect for the economy and providing financial stability, so-
lutions to the social problems in disadvantaged regions, conservation of the
natural and cultural heritage and enhancement of the quality of the tourism
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product [3].

Against the background of the above-mentioned ‘dark ages’ in the
sphere of spatial development of, for example, recreation zones, one can
counterbalance the regional spatial development scheme for the Black Sea
coast and the spatial development plans of the Bulgarian Black Sea munici-
palities as an important large-scale exception, which were financed by the
World Bank (1995 and 1997-98 respectively). Regrettably, despite their high
level of development, these plans (with some minor exceptions) were too
rapidly abandoned.

Conversely, after the 1990s when spatial planning processes started to
gain impetus all over the country, these processes in the recreation zones
and resort towns fell behind. The first half of the new decade saw too few
examples of any new plans being developed. The development of general
spatial development plans did start for a number of towns and resorts along
the Black Sea coast between 2004 and 2008, but planning still remains a
slow and difficult process.

In general, the slow-down in spatial development planning is due to the
extremely difficult adjustment of the enormous and sharpened interests of
the various market participants (these are land estate owners, investors, or-
dinary citizens, ecologists and others). Indeed, the construction of new in-
dustrial zones as a ‘green field’ investment is a much more profitable and a
prompter process, compared with the conversion and adaptation of existing
industrial estates. The former receive no mention and are a blank spot in
spatial development. They increase in number and size. The population is
on the decrease but each new general spatial development plan widens the
urban boundaries and bases its calculations on optimal population numbers.
Should Bulgaria’s population be summed up on this basis, it would appear
to be growing, whereas in actual fact it is drastically diminishing.

The following have been established:

o Discrepancies between regional and spatial development planning;

o Discrepancies between planning objectives and spatial development
regulations;

e Discrepancies between spatial development and the market;

¢ Imperfect planning tools to modify the market.

On the other hand, as the system of regional social and economic plan-
ning has been adjusted to the EU planning system, it sets very strict criteria
on conformity of aims, objectives, priorities, measures, actions, tools, indica-
tors, etc. Therefore, despite certain weaknesses (as certain unnecessary
complications and even disparity between a number of planning documents
and strategies), the generally accepted assessment is that of consistency
and internal conformity between the aims and the means to implement
them.

Actually, it is the lack of ‘external’ conformity that poses the greatest
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problem. The European system of regional planning is a tool for the distribu-
tion of European funds, aiming solely at deriving the maximum effect from
the use of financial resources. This is its primary positive role, but also the
root of many failures, because overestimation of this function makes one
lose sight of the complete picture. Effective use of funds is actually only a
means and not an end in itself. There are activities and factors whose effect
on accelerating local development is difficult to assess, but even so they are
of the utmost importance, which is even more meaningful than European fi-
nancing.

It is for this reason exactly (the function of a tool to distribute funds) that
social and economic planning loses sight of spatial development. District
and municipal plans and strategies are needed to ensure European financ-
ing, but it looks as though that spatial development plans show no relation
to financing local development. To summarize, social and economic region-
al planning relies on spatial development only as regards infrastructure
projects. Regional and spatial development planning must run parallel and
form a unity of both kinds of planning, whereas social and economic plan-
ning must indicate as its output the objectives of spatial development. In
practice however social and economic planning does not concern itself with
the development trends, major objectives, measures, concrete actions and
parameters of the natural and urban environments. Even when they pinpoint
the problem areas of tourism, related to excessive construction develop-
ment of our resort complexes, the strategies (the National Regional Devel-
opment Strategy, the Bulgarian Tourism Development Strategy) never for-
mulate measures and actions to counteract negative trends in spatial
development (such as population density, excessive construction develop-
ment, free space).

The legal and regulatory framework is another and more important fac-
tor of regional development systems, unaccounted for by the strategies and
plans because they focus too narrowly on the function of distribution of Eu-
ropean funds.

Despite the importance of European funds for the Bulgarian economy,
the significance of the legislative and regulatory framework is several times
greater. Regrettably, planning documents rarely take adequate account of
this framework, and even if they do, it is superficially, by simply enumerating
related parliamentary Acts, rules and regulations, without studying their im-
pact on process developments. This has been particularly acutely felt in
spatial development planning. If we analyze spatial development processes
that have taken place in our cities and territories during the last decade we
shall find out that it is exactly the rules and standards as elements of plan-
ning that are functioning. Practices in recent years have shown that while
spatial development plans aim in a given direction (on principle the correct
one), spatial development rules and standards most often work in another
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direction, but it is these two last (rules and standards) that exert an impact
on actual development. A spatial development plan, functioning in dishar-
mony with spatial development rules (universal, national or specially pre-
pared for its implementation) is to no effect [3].

Actually, the market system of urban spatial development has not yet
been considered extensively by a single planning document. Bulgarian
planning practices barely recognize the fact that it is the market today that
boosts spatial development and that the market can and would better be re-
gulated and that there is no other alternative for a plan to be implemented
but by means of market mechanisms. The points of the triangle regional
planning — spatial development planning - market mechanisms must be
synchronized on the basis of sustainable ecological development.
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Late Quaternary glaciation in the valley of Musa-
lenska Bistrica (Rila mountains, Bulgaria)
Emil Gachev

Southwestern University “Neofit Rilski”, Blagoevgrad, Bulgaria
Institute of Geography — BAS, Sofia, Bulgaria

Abstract. This study is about the history of deglaciation in the valley of
Musalenska Bistrica river (Rila mouintains, Bulgaria) after the Last Glacial
Maximum (LGM - the coldest phase of the Wurmian), which took place be-
tween 23,000 and 19,000 years BP. Relict glacial features found on the field
suggest that the post-LGM warming has occurred on several stages that
were interrupted by phases of cooling, to which traces from several glacier
advances are related. Geomorphic analyzes and comparisons with other
mountains in the region show that these phases are to considerable extent
synchronous with those registered in central Europe and the Mediterranean.
The last cold stage was the Little Ice Age (15" — 19" c¢. AD), when probably
the last glacier (or microglacier) still existed in the uppermost part of Musala
cirque.

Keywords: glaciation, glacier retreat stages, Musala cirque, equilibrium
line altitude (ELA), moraines

1. INTRODUCTION

Global climate change has recently been one of the mostly debated sci-
entific issues. A useful instrument to estimate the regional and local effects
of such changes is to reconstruct environmental conditions of different past
periods. Among the most evident field indicators of such conditions in Bul-
garia are the traces of glaciations left during the cold phases of the Quater-
nary, which are found in the highest mountains Rila and Pirin. They are pre-
sented as specific landforms which can be recognized on the field. Through
their analysis and dating it is possible to suggest the basic climatic condi-
tions in the past and by comparing them with the present climatic setting to
elaborate models for possible regional climate changes in the future. Al-
though most authors suggest at least two Pleistocene glaciations in highest
Bulgarian mountains (Riss and Wurm), clear evidence exist only from the
last glacial stage (Wirmian) and from the glacier retreat during the Late
Wiirmian and the Holocene. The present study is focused on the analysis of
glaciation history in a representative part of Rila mountain during the last
21,000 years.
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2. GEOGRAPHICAL SETTING OF RESEARCH AREA

The catchment of Musalenska Bistrica river is situated along the north-
ern slopes of Rila mountain in their central section (fig. 1) and in general
has a northerly aspect. To the south it reaches Musala peak - the highest
point of Rila and all the Balkan Peninsula and to the north it ends at the
town of Samokov where Bistrica o == oo
flows into Iskar River.

The area of interest includes the
upper part of the catchment situated
within the slopes of Rila massif
above Borovec resort, with an alti-
tude ranging from 2925 m a. s. |
(Musala peak) to 1350 m a. s. I
(Borovec). The uppermost part of
this area is occupied by the stair-
cased Musala cirque, which has
three main levels (bottoms at 2700,
2550 and 2390 m a. s. I.).

Mustachall

The study area has a uniform e
bedrock setting - premesosoic
granitoides. The classical relict gla-
cial landform complex includes S 2
cirques, rigels, carlings, U-shaped _Ealtiluueabovesealevel-m
valleys, moraines, roche moutonnée Mo 0 0 M0 w0 zw0 w00 200
etc. Cryogenic processes are typical Fig. 1. Location of the catchment of
for present morphogenesis at Musalenska Bistrica

altitudes above 1900 m a. s. ., (especially active in the areas above
2600 m. a. s. l.), while erosion processes dominate in the lower section of
the valley. The area is abundant with traces of relict and recent paraglacial
activity - rock glaciers, rockfalls, talus cones, avalanche gullies, boulder
fields etc. Cirque bottoms are filled by 7 lakes (the Musala lakes), which
form two groups — upper lakes: Ledeno (2709 m a. s. |.), Bezimenno (2576
m a. s. I.), Alekovo (2544 m a. s. |.) and a small lake at 2486 m a. s. |.; and
lower lakes — Karakashevo (2394 m a. s. I.), Dolno Musalensko (2386 m a.
s.l.) and a small lake at 2391 m a. s. I.

Present climate conditions: average annual air temperatures for the pe-
riod 1931-1970 [1] are as follows: Musala peak (2925 m a. s. l.): -3°C;
Musala cottage (2389 m): +0,5°C; Sitnjakovo (1742 m): +4,2°C; Borovec
(1350 m): +5,5°C. Temperature at Musala peak show a tendency of warm-
ing +0,2°C for the last 30 years and +0,7°C for the last five years [2]. For the
period 1931-1985 annual precipitation range between 670 mm/y (Samokov
at 1029 m a. s. |.) and 964 mm/y at Musala peak [3]. A serious decrease of
precipitation has been registered for Musala peak for the last two decades,
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precipitation presently ranging from 830 to 900 mm/y. Present climatic con-
ditions define presence of a forest belt up to 2050 m a. s. I., (Picea abies,
Pinus peuce), a subalpine belt up to 2500 m a. s. I. (Pinus mugo, Juniperus
sibirica), and a belt of alpine grasses in the highest areas.

3. MORAINE FEATURES AND GLACIAL MORPHOSCULPTURE

According to the maps of the previous researchers [4,5] as well as in re-
sult of author’s fieldwork observations, in the cathcment of Musalenska Bis-
trica are found several terminal moraine ridges that mark out consequent
stages of glacier retreat. As the present study does not include results of
absolute dating of moraine features (samples for cosmogenic nuclide dating
with "°Be that were taken in 2007 are still in processing), suggestions about
the depositional ages are made on the basis of a valley-to-valley correlation,
geomorphic analyses and parallels with similar mountain massifs in the re-
gion where such datings are available.

For each of the glacial stages revealed on the field a spatial reconstruc-
tion of former ice extent was made on the basis of GIS supported analysis
of slope tilts, cirque shoulders and trimlines, and also in verification with
presently glaciated mountain catchments (Hintereisferner glacier in the Alps
and others). On the basis of former ice margins the equilibrium line altitudes
(ELA) for the consequent glacial stages were calculated following the ac-
cumulation-ablation ratio (AAR) method [6,7], which relies on the statement
that surface areas of accumulation and ablation zones of a mountain glacier
are in a relatively constant proportion, dependant on glacier hypsometry and
catchment morphology (normal error £50 m). For present estimations an
AAR ratio of 0.67 was used, which is accepted as average for Alpine gla-
ciers [8]. Obtained values of former ELAs are used for estimations of past
temperature conditions accepting a normal temperature lapse rate of
0.6°C/100 m altitude.

4. RESULTS

The lowermost moraine found in the valley of Musalenska Bistrica is lo-
cated at valley outlet from the mountain slopes just above Borovec resort
(1360 m a. s. I.). An outcrop of this moraine is seen at the road from
Borovec to Beli Iskar near the palace Tsarska Bistrica (the palace itself lies
partially on this moraine). No traces of older moraines were found in the val-
ley below. Correlation with the adjacent valley of Beli Iskar river shows that
these deposits have same age as those, found just above the village of Beli
Iskar. A dating result has already been obtained for the latter, confirming
that moraine accumulation occurred during the Last Glacial Maximum
(LGM) — 23 to 19 ka BP [8]. This indicates that the maximum Wdirmian gla-
cier extent in the valley of Musalenska Bistrica and in Rila as a whole oc-
curred simultaneously with that in the Alps and Tatra mountains and sug-
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gests that other glacier retreat stages can also be correlated to those ob-
served in central Europe. According to calculations the ELA of Musala gla-
cier during the LGM was at about 2155 m a. s. I. [8]. This matches to great
extent the opinions of most of the previous authors that during the late
Wirmian the lower position of snow line in Rila was at about 2200 m a. s. I.
(fig. 2). The next moraines upvalley are found in the forest at altitudes 1650
and 1740 m a. s. I. This is a mixture of terminal and lateral moraine ridges of
age probably related to Gschintz stadial of the Alpine scheme (ca 12—-13 ka
BP).

A well outlined stadial moraine is located just at the lower end of Musala
cirque at 2390 m a. s. |. This flat and wide ridge forms the northeastern rim
of Dolno Muisalensko lake and is partly cut by the shallow incision of Bis-
trica river, which flows out of the lake. Calculations for this stage show an
ELA of about 2490 m a. s. |. Further up terminal moraines shape the north-
ern rim of Alekovo lake at 2550 m a. s. I., outlining a retreat glacial stage
with ELA at about 2645 m a. s. |. A moraine made of three parallel ridges
border also Ledeno lake at 2700 — 2710 m a. s. I, indicating a small cirque
glacier with ELA at about 2740 m a. s. I. (fig. 3). As a result of the bathym-

etry mapping done by [9] a young crescent-shaped ridge was found and
mapped on the bottom of the lake at the shallow SW side.
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which lasted from 15" to 19" century AD). Such a hypothesis is supported
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by documentary records ([10] wrote about “a patch of snow that never dis-
appears at the very foot of Musala peak”, and [11] reported about 11 “small
glaciers” in Rila mountain) and also by the current presence of microglaciers
in Pirin. Althoigh they are considered to exist at lower altitudes due to the
specific topography and lithology in the marble part of Northern Pirin [12],
their presence is by no doubt an indicator that the present snow line is not
very high above the highest mountain peaks.

5. DISCUSSION

The Last glacial maximum occurred simul-
taneously in the mountains of Central and . "™ Ukrains
Eastern Europe. This should mean that gla- @ High Tatra
cier retreat stages in the mountains of the re-  5° 2655 W
gion should also be correlated. For this sake N, - - r
past and present environmental conditions in "% Fagaras
Rila (the valley of Musalenska Bistrica) are | @514 '
compared to two other sites with similar con- !
ditions — Balea valley in Fagdras mountains £as - e
(Southern Carpathians, Romania) and Suha ™. Balkan Mountains
woda valley in High Tatra mountains (Poland) ~ < Rila@susare

? ace. Rhodopes
(fig. 4). They all have similar hypsometry, as- - v 2925_.?___ i
pect (to the north) and lithology (slicate crys- -  (ma el 8

talline rocks). According to regional studies iy

W Greece oy "
[7,13] the present average annual tempera- Fig. 4. Location of comparative

ture in Rila is about 2°C areas — Rila, Fagaras, High Tatra
higher than in Fagaras mts. and about

2.9°C higher than in Tatra mts. at same altitude. In vertical expression
this equals to altitude differences of 330 and 480 m (of the levels with same
values of temperature). When comparing the estimated altitudes of LGM
ELA for Musalenska Bistrica (2155 m), Balea valley (1800 m by [14]), and
Sucha woda valley (1620 m — own calculations based on the data of [15]) it
is evident that differences between the values are quite close to the present
setting (355 m and 535 m accordingly with estimated error of £50m. This
means that three sites underwent similar decrease of temperature during
the LGM (about 6.5°C), and probably close changes in precipitation. Thus
such analogies can be searched also when analyzing retreat stages. In
Suha woda valley a moraine ridge at 1545 m a. s. |. was dated at 12
5501450 years BP [16], which equals to ELA at about 1940 m. Similar age
was obtained by [14] for a moraine at 1850 m a. s. |. in Bélea area (Faga-
ras) indicating an ELA of 2050 m. This level corresponds to ELA at about
2400 m a. s. |. in Musala area, which probably addresses the moraine at
1740 m a. s. I. A good match is present at the next set of stadial moraines
up the three valleys — the moraine at 1850 m a. s. I. is addressed to the
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Egesen stadial (10.7 — 10.2 ka BP), ELA estimate about 2040 m a. s. |. Fol-
lowing the scheme this should correspond to the uppermost moraines in
Balea valley (ELA 2250 m), and to the stadial moraine at Dolno Musalensko
ezero in Rila (ELA about 2490 m). Depositional age of moraines at Alekovo
and Ledeno lakes cannot be estimated in this case because there do not
have representative analogs in the other two analyzed sites. They can
probably be addressed to Kromer stadial (around 8.2 ka BP). On the basis
of the correlations revealed by the moraine levels an estimate is made
about main retreat stages and temperature drop in the three selected val-
leys, calculated under a standart lapse rate of 0.6°C/100 m altitude (tab. 1).

Tab. 1. Comparative data about glaciation in selected valleys of Rila, Fagaras
and High Tatra

Glacial Age Mus. Bistrica Balea Suha woda Temp.
Stage ka BP Rila Fagaras High Tatra drop °C
(Alpine Alt.of ELA Alt.of ELA Ait.of mo| ELA com-
scheme) moraines moraines aines pared
Present 0 - | 3230** - | 2900 - | 2750 o pre-
sent
LIA 0.5-0.2 2710* 2980** - 2650** - | 2500** | 1.5
Kromer 8.2 2710 2740 - | 2330** | 1950 2070* 3.7
Egesen ]0.7-10.2 2500 2645 2150* 2250* 1840 2040 4.3
Gschintz | 12,5 2390 2500 1950 2050 1600 1940 4.9
Bihl 16 - 15 1780** | 2400 1670 1950 1260 1730 5.9
LGM 23-18 1360 2155 1450 1800 1130 1620 6.6

*related to highest small cirques  **suggestible

6. CONCLUSIONS

According to the position and dating of terminal moraines in Rila moun-
tain late Pleistocene glaciers had their largest extent during the LGM stage
(23 — 19 ka BP). This glacial advance occurred synchronously in the moun-
tains of Central and Eastern Europe. According to climate reconstructions,
despite the overall cooling relations between average temperatures (and
probably precipitation) during the LGM in Rila, Southern Carpathians and
the High Tatras were quite much like at present, at least concerning north-
ern slopes. This allows for analogies to be used for revealing the time of
glacial retreat stages these three mountains. Traces for at least five such
stages are found in the valley of Musalenska Bistrica, but the exact dating of
some of them is still quite uncertain. For revealing the Post-glacial evolution
of the valley in more details a further research is needed. It should be fo-
cused on absolute dating of moraine deposits, sampling of lake sediments
and correlations with other mountain areas.
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Changes in forest fragmentation in the period
1990 - 2006 based on CORINE Land Cover
Monika Kopecka, Jozef Novacek,

Institute of Geography, Stefanikova 49, Bratislava, Slovakia

Abstract: Concerns about forest fragmentation and its conservation im-
plications have motivated many studies that focused on the dynamics of the
forest landscape pattern. This paper presents an assessment of forest
fragmentation on the example of the Tatra region, Slovakia. CORINE Land
Cover (CLC) data layers for three time horizons (CLC90, CLC 2000 and
CLC 2006) are used as input data for classifying changes in forest patterns.
Results are based on the quantity of the following fragmentation compo-
nents: core, patch, edge and perforated.

Keywords: CORINE Land Cover, forest fragmentation, Tatra region

1. INTRODUCTION

Forest fragmentation results in both quantitative and qualitative loss of
habitat for species originally dependent on forest. As a consequence, the
abundance and diversity of species originally present often decline. Forest
fragmentation not only reduces the area of available habitat but also can
isolate populations and increase edge effects. Understanding possible con-
sequences of forest fragmentation has become of great concern to conser-
vation biologists and landscape ecologists since almost all natural habitats
have become fragmented at some scale.

According to habitat types of matrix, Faaborg et al. (1993) recognize
permanent and temporary fragmentation. Permanent fragmentation results
in islands of forest surrounded by dissimilar habitat types (eg. urban areas).
Temporary fragmentation occurs for example through timber harvest prac-
tices, which create holes of young forest within a matrix of mature forest.

Although effects of temporary fragmentation are generally less severe
than permanent fragmentation, detrimental effects still exist. From this point
of view, the actual and reliable information about the land cover and its
changes are important input data for forest fragmentation assessment.

In the early 90-ties of the last century, the CORINE Land Cover project
(CLC90) was implemented in the most of the EC countries as well as in
PHARE partner countries from Central and Eastern Europe. This database
became an essential source of information for many national and European
projects and applications, for the policy and decision makers, local admini-
stration, scientists and NGOs. Standard methodology and nomenclature of
44 classes were applied for mapping and database creation in 1:100 000
scale using the 25 ha minimal mapping unit. Soon after CLC 90 came to
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use, the need for an updated database became the impulse for realization
of IMAGE&CLC2000 project. The aim of the project was to produce the
CLC2000 data layer and information in general about land cover changes
between the first CLC inventory and the year 2000 (Feranec et al. 2007). In
the years 2007-2008, 38 European countries participated in the CLC2006
Project. All participating countries used a standardized technology and no-
menclature to ensure the compatibility of results for the environmental
analysis, landscape evaluation and changes.

The aim of this contribution is to present an assessment of forest frag-
mentation changes using the CLC data in 3 time horizons: 1990, 2000 and
2006 and to describe the main driving forces that affected these changes in
the study area.

2. FOREST FRAGMENTATION ASSESSMENT

2.1 Study area
The studied area is situated in the north of Slovakia and includes four
administrative districts: TvrdoSin, Liptovsky Mikula$, Poprad and KeZmarok.
Total studied area is 3,764 km? and it covers 7.7 % of the national territory.
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Fig. 1. - Location of study area

Among fourteen orographic units that differentiate the relief are the High
Tatras the tallest mountains. The most elevated parts of the High Tatras and
also Low Tatras represent the alpine landscape with areas of dwarf pine-
woods, alpine meadows with sparse vegetation and bare rocks. The largest
part of the territory is situated in the basin Podtatranska kotlina - a deep
depression with fluvial plains and terraced flysch hill land in the foreland of
the High Tatras. Prevailingly flysch mountain ranges and depressions alter-
nate in the district of TvrdoSin in the northwest of the region. Mountain
ranges Oravska Magura and SkoruSinské vrchy are mostly forested while
the upland of Oravska vrchovina is also agriculturally used. Forested flysch
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mountain ranges SpiSska Magura and Levocské vrchy cover the major part
of district Kezmarok in the northeast of the region.

The biggest town of the region and an important transport node with an
airport is Poprad. Numerous protected territories in two National Parks
(TANAP a NAPANT) enhance the importance of the region in terms of travel
and tourism.

2.2 Methodology

Fragmentation of forest was assessed using the fragmentation indices
proposed by Riitters et al. (2002) who introduced a model to quantify frag-
mentation from raster land-cover maps (Kopecka, Novacek in print). The in-
dices are based on two measures: forest proportion (Pf) and forest connec-
tivity (Cf). Pf is the percentage of forest in a landscape window. To calculate
Cf, the number of true edges (edges between pixels of the target land cover
type and other land cover types, e.g. forest — non-forest edges) and the
number of interior edges (edges between pixels of target land cover type e.
g. forest-forest) were first determined. Cf is the sum of interior forest edges
divided by the sum of true edges and interior edges in a selected landscape
window. In order to apply this method, it was necessary to convert the vec-
tor CLC data into a raster land cover map (25m x 25m pixels). Land cover
classes were aggregated to focus on the pattern of forest versus non-forest
land cover. Three forest CLC classes (311 Broad-leaved forest, 312 Conif-
erous forests and 313 Mixed forest) were grouped into one forest class and
the remaining classes were grouped into one non-forest-class. Statistical
analysis was carried out using landscape windows 5x5 pixels (125m x
125m).

Comparison of Ps and C; values facilitates classification of the observed
raster window into one of four defined fragmentation components:
Core, if Cf= Py =1
Edge if 1 >P; 20,6 and Ps < C;
Perforated if 1 >P; 20,6 and P; >C;
Patch if P; <0,6

2.3 Changes in forest fragmentation in 1990 - 2006
In the period 1990 — 2006, a remarkable decrease of forest land on
the study area was recorded. Table 1 demonstrates the decrease of the
compact forest areas both in 2000 and 2006. On the other side, in-
creased percentage of disrupted forest areas was observed. Pursuing
the applied methodology, these areas were classified into Perforated for-
est, Forest patches and Forest edge fragmentation components.
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1990 2000 2006 Change 1990-2006
Fragmentation component | km? % SA | km? % SA | km? % SA | km? % SA
Forest core 1540,4 |40,92]1530,05 | 40,64 | 1352,75 | 35,93 | -187,65 -4,99
Perforated forest 59,71 |159 |57,17 152 |59,23 |157 |-0,48 -0,02
Forest patches 28744 1764 27544 [7,32 (289,88 |7,7 |244 0,06
Forest edge 145,75 |[3,87 [150,78 |4,01 |154,81 4,11 ]9,06 0,24
Total 2033,31 54,01 | 2013,44 1 53,48 | 1856,67 | 49,32 | -176,64 -4,69

SA —study area

The crucial driving forces of the forest landscape changes in the period
1990 — 2000 were of anthropogenic origin and they were connected with the
change of the forest into woodland scrub caused by logging (Kopecka et al.
2008). Comparison of forest fragmentation maps from the year 1990 and
2000 documented the most intensive changes in the regions of LevoCske
vrchy, SpiSska Magura and Low Tatras. The most stable region in that pe-
riod was the territory of Tatra National Park. In November 2004 a calamity
windfall in Tatras destroyed around 12 000 ha of forest at altitudes between
700m to 1350 m above sea level. The storm did not only affected the very
susceptible spruce monocultures, but also damaged to some extent mixed
forests, including close-to-nature stands believed to have higher resistance
against wind damage. In the year 2005 large fires increased environmental
problems of the territory affected by the windfall. These facts were the main
reasons of dramatic forest fragmentation in Tatra National Park in the pe-
riod 2000 — 2006.

Decrease of the area of the CLC forest classes (classes 311, 312 and
313) on the land cover maps from 2000 and 2006 was connected with an
increased number of transitional woodland/shrubs polygons (CLC class
324). This land cover type is represented by the young wood species that
are planted after clear-cuts or after calamities of any origin, forest nurseries
and stages of natural development of forest (Feranec and Otahel 2001).
The change of forest into transitional woodland indicates a temporary frag-
mentation with possible forest regeneration. On the other hand, forest de-
struction in the National Park facilitated the development of travel and tour-
ism (new hotels, ski parks, etc.). Consequently, an urban sprawl associated
with a permanent forest fragmentation is also expected in future.
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Fig. 2. Changes in forest fragmentation in 1990 - 2006

3 CONCLUSION

The use of the CORINE land cover maps for the analysis of forest frag-
mentation offers a great potential for the integration of spatial pattern infor-
mation in the management processes, but also requires understanding of
the limitations and correct interpretation of results. Significant changes in
forest landscape were observed in the study area. The applied methodolog-
ical procedure makes it possible not only to quantify the scope of forest di-
minishment in a selected study area but also to detect qualitative changes
in forest biotopes that survive in the territory in question. Anthropogenic
changes in the forest landscape structure as well as those caused by natu-
ral disasters led to the prevailingly temporary fragmentation. With regard to
effects on species composition, special eco-stabilizing measures are
needed to ensure the ecological stability of the Tatra region.

This paper is one of the outputs of Project No2/7021/27 “Structure of
the rural landscape: analysis of the development changes and spatial or-
ganization by application of CORINE land cover data and the Geographic
Information Systems” supported by the VEGA Grant Agency.
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TOURIST REGIONALIZATION IN REPUBLIC OF
MACEDONIA AND IT’S IMPACT ON TOURIST
DEVELOPMENT

Igor Andreeski
DASS Ohrid

Abstract: Republic of Macedonia has many regions with more or less
homogenised structure of elements which contain tourist values. The tour-
ism is directly connected with the area in the surrounding. In that area are
appearing the needs for tourist movements which are taking place in the
boundaries of one area and also their problems are being solved there. We
are going to point out the importance and the meaning of tourism for the
Macedonian economy through analysis of the tourist region.

Valorization of the natural and anthropogenic tourist resources has
enormous contribution for the development of tourism. It is necessary to ca-
nalize the attention of all subjects and use this motivation values.

Tourist regions in Republic of Macedonia will be divided on the base of
their containing values and functional characteristics. That will allow ac-
cented autonomy of the regions in that way that they will provide autonomy
in the development, attendance in the tourist market and mutual compatibili-
ty.

The comparison of the economic, social and demographic parameters
will lead to the conclusion that Republic of Macedonia from tourist aspect is
a small country. But we must insinuate that on this areas are scattered im-
portant natural and anthropogenic tourist resources. That means that here
exist attractive possibilities for tourist development and with their exploration
we can make better the picture of tourist industry of Republic of Macedonia.

Keywords: regionalization, tourist regions, tourism in Republic of Ma-
cedonia, tourist valuables.

1. INTRODUCTION
Tourism is the most powerful global industry in the modern society.
Today, every year number of tourists in the global world is increasing. That’s
why this industry needs more attention. Republic of Macedonia is a transi-
tion country and economy has significant priority. There for we should pay
attention in the tourism industry as it can provide significant influence in
other commercial and non-commercial industries.
By organizing and defining the regions (tourist locality, tourist zone and
tourist region) we can determine which region has better opportunities for
tourism development. That organization need to be treated from the aspect
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of tourism development and influence of the tourism over the society, econ-
omy and tourist regions.

2. TOURIST REGIONALIZATION IN REPUBLIC OF

MACEDONIA

Republic of Macedonia has very important natural and anthropogen-
ic tourist values. Tourism is connected with the natural characteristics of the
areas. Also there are a lot of anthropogenic valuables for tourism develop-
ment. The main reason is that Macedonia has very good geographic posi-
tion and very rich cultural and historic life which was present in these areas.

All tourist regions in Macedonia have more or less attractive ele-
ments, and it need to be determined their level of progress and their func-
tional characteristics.

Regionalization is secure and objective way for adequate valoriza-
tion for all attractive tourist valuables. Also with that regionalization we can
implement effective tourism policy for urban and architectural solutions, and
to all micro-local activities and organizational designation.

Protection of natural and cultural valuables is more than necessary,
and we can approach more organize to solve this problems with tourist re-
gionalization. With correct tourist regionalization we will have better percep-
tion for all separate localities, zones and regions, and we can decide priori-
ties to direct investments, organizational and labor policy.

The tourist regions determine the places which are in priority for de-
velopment of tourism. Also they are building the principles about their usage
and manipulation. Republic of Macedonia has tourist regions which are
enriched with significant natural and anthropogenic tourist values. On the
other hand, the region which doesn't have any important tourist values must
see their development in the other economical branches.

3. NATURAL TOURIST VALUABLES

Natural tourist valuables are basic for tourism development. Mace-
donian fund of natural attractions is very big, various and qualitative. These
valuables enable complementary development of different types of tourism.
Character of natural factor is great specification, authenticity and originality.

Republic of Macedonia has attractive places in which the tourist ac-
tivity can be performed. In order to have better approach in studying of the
tourist values on these places it is necessary to have tourist regions on the
territory of Macedonia.

To become one phenomenon or object attractive for tourist visits, it
need to have at least one of the following attributes: recreate characteristic,
curiosity, aesthetic or place of importance.®

® Zivadin Jovicic “Tourist Geography” Science book, Belgrade, 1971.
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If the tourist place doesn’t have this attributes, it has no qualities that
will satisfy the tourist needs. From all this quality depends if that place will
be visited by tourists, what season will be that tourist activity and how impor-
tant are economic effects from tourism in that region.

Natural potentials in Republic of Macedonia are very common. In
contents of natural tourist valuables, basic component are this factors:®

= Geomorphologic tourist valuables;
Climate tourist valuables;
Hydrographic tourist valuables;
Bio-geographical tourist valuables;
Landscape tourist valuables;

4. ANTHROPOGENIC TOURIST VALUABLES
The anthropogenic tourist valuables are significant factor for tourism
development of one region. They fit perfectly together with the natural valu-
ables and they enrich site attractiveness to attract attention of the potential
tourists. That means that natural factors are complemented with those fac-
tors created by the human as a result of their physical and mental activities.
This is why we need to analyze anthropogenic tourist valuables and their
valorization. If one place has natural attractive factors, and at the same time
there are no anthropogenic valuables, then tourist offer for that place is not
complex.
Anthropogenic tourist valuables can be divided into:’
= Ethnography and social motives;
= Cultural-historic motives;
» Manifestation motives;

5. METHODOLOGICAL ASPECTS OF THE

REGIONALIZATION

Economic activities are performed inside boundaries of one geo-
graphic place. We can’t research all activities separately for each smaller
territory space, but we can do that in multiple defined sites — economic re-
gions.

Main reason for economic regionalization in one country is to ar-
range rationally product forces in all territory and to fulfill reciprocal connec-
tion between the regions. With that regionalization we can have equal eco-
nomic and social development in all territory and higher growth rate for a
longer period of time. That's why we need to pay attention in both economi-
cal and regional aspects and they need to be one functional entirety.

% Naume Marinoski "Tourist geography of Republic of Macedonia” Ohrid 1998, page 48.

’ Naume Marinoski ”Tourist geography of Republic of Macedonia” Ohrid 1998, page 197.
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Regional aspect long time was disregard in the economic theory.
Later on, social and economic problems became more strength. Some re-
gions faced serious consequences like unemployment and asocial pheno-
menon, and other regions had significant economical effects. Therefore a lot
of countries took some measures to harmonize and establish equal eco-
nomic development in all economic activities. Regionalization includes sys-
tem of organized activities in social, economic and political plan to accom-
plish separate interests between the territorial localities in circled entireties.
That is a basic step to get better level of the entire economy in one country.

When we need to determine tourism regions in Republic of Macedo-
nia, during the methodological action it need to predict the following models:
model based on the natural factor, economic regionalization model, model
for functional spacious gravitation, development model, gravitation model
and model for administrative-territorial classification.

From methodological aspect are considered the spacious characte-
ristics of tourism, conditions for better tourist development and the needs for
this complex socio-economical and spacious phenomenon.

6. CRITERION FOR TOURIST REGIONALIZATION

Tourist turnover is under massive influence from huge population
that is involved in the tourism as one of the most expanded social and eco-
nomical phenomenon. Also relation between one region and the major tour-
ist recruit countries, most important transit lines, and other concurrent tourist
regions are very important attributes that can determine development poten-
tial of one tourist region.

It is necessary to define what kind of tourism can be developed in
the tourist regions. There for all the factors which determine the tourist de-
velopment must be considered in order to achieve some optimal efficiency
in the valorization of conditions for development. Through analysis of the
places and define the natural and anthropogenic tourist values, the activities
that have priority which must be done for the development of any kind of
tourism will be separated.

During the defining the criterions, it is crucial to pay attention to the
dynamic character for the specified tourist region, how did tourism influence
the natural factors, social end economic development of that region. The
most important criterions that need to be developed and worked out are the
following: natural social and economic intact, criterion of integrity, type of
traffic, criterion for optimal tourist valorization and capacity of the spaces.

7. CONCLUSIONS
The complexity of tourist regions in Republic of Macedonia is very im-
portant for tourist development. When we define the problems, and explain
the regional aspects of tourism, we can make some conclusions. The mod-
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ern conditions of living are pointing out the meaning of tourism as a signifi-
cant factor from which we can provide important economical results. For the
existence of the tourist development in some places, his basic directions
must be determined. With their determination, the infrastructural devel-
opment of the tourist region is identified and so are the places which must
be protected for the tourist needs in some region.

Evaluation of the tourist potentials of the smaller spacious units in
the tourist regions must be made and with their grouping to form a bigger
unit. The smallest spacious unit is the tourist place which is with at least one
attractive element for the tourist development. The tourist place is a homo-
geny tourist spacious unit which is developing under the influence of the
higher spacious units. That higher unit is the tourist zone, which represents
a group of many tourist places. The tourist zone is mutually connected with
other zones and it can not have individual development. The biggest spa-
cious unit is the tourist region which is formed of many tourist zones. This
kind of spacious, natural and economical units are making the possibilities
for an individual tourist development.
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The Reconstitution of the Morphohydrographic
Evolution of the Jiu — the Danube Confluence

Area on the Basis of Cartographic Documents
Gheorghe Curcan, Sandu Boengiu, Mihaela Licurici

University of Craiova, Geography Department, Craiova, Romania

Abstract: In time, the Danubian rivers transmitted to the contermi-
nous area the different shaping imposed by the Danube, with all the corre-
sponding forms. At the same time, the particular features of the basins of
the Danube’s tributaries enter the landscape of the collecting river course
with characteristics that are proper to the situation.

The confluence of the Jiu river with the Danube brings about the
most interesting issues, not so much concerning the present morphological
aspect, but more regarding the paleogeomorphological evolution. As the his-
toric documents show, the confluence of the Jiu river with the Danube oc-
curred, at that time, near the settlement of Bechet. After the extraordinary
flash flood that took place in 1879, the Jiu river abandoned its old course, as
well as the old confluence point and moved 15 kilometres westwards. Nev-
ertheless, the present confluence is neither the same, nor that represented
on the Map of the Pliocene of Oltenia, scale 1:500,000, realised by I. P.
lonescu — Argetoaia (1918). At present, the Jiu debouches into the Danube
2 kilometers downstream, after describing a double bend on the last 2 — 3
kilometres, and its mouth has a slightly oblique position, exactly in front of
the downstream edge of the Copanita Holm.

Keywords: the Jiu, the Danube, paleogeomorphological evolution,
morphohydrographic features, cartographic documents.

1. GENERAL CHARACTERISTICS

The drainage basin of the Jiu river is located in south-western Romania,
between 43°45’ - 45°30’ N and 22°34’ - 24°10’ E. Within these limits, it cov-
ers a surface of 10,080 sq. km, is about 260 km long and is characterised
by an average width of about 60 km in the upper part and 20 km in the lower
part. One of the particular features of this drainage basin is its elongated
shape. The drainage basins of the 232 coded tributaries keep the same high
degree of elongation. The hydrographical network is 3,876 km long and its
density is 0.34 km/sq. km. The average altitude of the Jiu drainage basin
varies between 1,649 meters in the northern part and 24.1 meters in the
confluence area. The average slope of the basin is 5 %0. Having its sources
in the Carpathians, the Jiu has a north - south flowing direction; after pass-
ing out the Southern Carpathians, the river successively crosses the Getic
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Sub-Carpathians, the Getic Piedmont and the Oltenian Plain (the western
sub-unit of the Romanian Plain) and it debouches into the Danube near the
settlement of Bechet.

Notes with hydrographical and toponymic character concerning the Da-
nube Valley and the Jiu - the Danube confluence area appear in the ancient
Greek literature dating before Christ; these notes were occasioned by the
expansions of the Greek merchants and they were recorded by the histori-
ans of the time, Herodot (5" century B.C.), Aristotel (4™ century B.C.), Era-
tostene (3™ — 2™ century B.C.) etc. Evidences regarding the hydronims of
the Jiu river appear later, i.e. during the Roman occupation (the first centu-
ries after Christ), namely Rhabou.

Important data concerning the land and rivers in this part of the country
offers the historian and geographer Strabon, in the 1 century after Christ, in
his “Geographica”, while Pomponius Mela noted the cartographical results
of the Roman Empire during the reign of Augustus.

The first cartographic document in which the course of the Rhabon river
(the Jiu) is sketched belongs to Claudius Ptolemeus from Alexandria (about
150 after Christ). The map of the Lower Danube, reproduced by C. Bratescu
(1924) and Ptolemeus’ entire work remain the most important documents
until the Renascence period, respectively the 15" century (Simion Me-
hedinti, Dacia ponticad si Dacia carpatica, The Bulletin of the Geographical
Society XLVII, 1938).

The first map of high cartographical value, on which the river has its
present name, is that of the High Stewart Cantacuzino; it was published in
1700, in Padova. On this map, the Jiu river has a cartographical representa-
tion that is very similar to the present one. Another important map on which
the Jiu river and other rivers in Oltenia appear, is that realised by the Aus-
trian Schwartz during the occupation of Oltenia (1718-1739) by the Austri-
ans; the title of this map is Tabula Valachiae Cisalutanae (1724).

Turning to good use all the previous cartographic documents, there ap-
pears the first Atlas of Romania, in 1865 (Fig. 1), under the guidance of Gh.
Asachi; here, the Jiu river is represented with high precision. Other very im-
portant information was left by the engineer C. Achim (the 19" century). He
noted valuable data on some very high flash floods occurred in 1864, 1879,
1881, and 1893, on the Jiu and on other rivers within the southern part of
the country. Records with morphometric and hydrographical character were
left by the same author. Thus, it is recorded that after the 1879 flash flood,
the confluence between the Jiu and the Danube changed from a point lo-
cated near Bechet to a point that is close to the present river mouth (Fig. 2).
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Fig. 1 The Jiu - the Danube confluence  Fig. 2 The Jiu - the Danube confluence
on the Atlas of Romania, 1865 on the Atlas of Romania, 1903

2. MORPHOHYDROGRAPHICAL CHARACTERISTICS

The numerous studies on the Quaternary in Oltenia (S. Stefanescu,
1896; lonescu-Argetoaia, 1918, 1923; Popescu Voinescu, 1932, 1935,1936;
P. Cotet, 1957; T. Baudrabur, 1957, 1968, 1971) and the interpretation of the
results obtained through recent geological drilling (The Institute for studies,
projecting and land improvement - Bucharest, The Drilling and water supply
enterprise - Bucharest, S.T.M.H. - Craiova) performed in the Jiu floodplain,
confirm the fact that at the end of the Levantine, the Pliocene lake com-
pletely withdrew from the region of the Lower Jiu.

The climatic conditions, together with the movements of the crust (Al
Rosu, 1956, 1964; P. Cotet, 1957; C. Savin 1973) played a determining role
in the evolution of the river course and of its deflection, in the formation of
the terraces and influenced the lithological character of the Quaternary de-
posits (P. Cotet, 1957; Al. Rosu, 1964). The paleogeographical evolution of
the Jiu river starts with the Quaternary.

The youngest deposits in the Jiu floodplain are those that make up the
alluvial stratum of this unit, as well as the sand of the dunes that cover the
floodplain, the terraces and the fields.

The above-mentioned studies certify, on the basis of evidences, that the
Wirm or Riss age, allotted by some researchers to the aeolian sands (B.
lonescu, 1923, P. Cotet, 1957) is not justified, as they are deposed on all
morphological units, starting with the floodplain and ending with the high
field.

These sands were attributed to the superior part of the Upper Holocene.
According to the paleoclimatic criterion, only the terrace deposits belonged
to the Quaterary. The research conducted by Liteanu and Bandrabur, 1957,
based on the fossil mammals criterion, led to the conclusion that the depos-
its of the terraces, as well as the sediments with loess character are attrib-
uted to the stratigraphic interval Middle Pleistocene — Upper Pleistocene,
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while the accumulations of the floodplain and the Aeolian sands belong to
the Holocene.

On the geological map, scale 1:200,000 (1966), the alluvial deposits of
the low terrace (t1) of the Danube, made up of gravels, blocks and sands,
characterized by thickness of 5 — 10 meters, are attributed to the “Lower
Holocene”, position which is accepted lately by almost all researchers that
have studied the terraces.

Through the geomorphologic analysis (parallelism and connecting to the
mouth of the Jiu river), we consider that this age must be attributed also to
the low terrace (t4) of the Jiu (after C. Savin). On the basis of the same
analysis, we reach the conclusion that we need to attribute the deposits of
the floodplain, the dunes deposits and the marsh deposits to the immedi-
ately superior sub-stage of the ,Upper Holocene”.

Although not many authors accept the idea of this age for the most re-
cent deposits in the Jiu floodplain, we support this new opinion on the basis
of the detailed mapping realised in the field, in the area where the Danube
floodplain is connected to the Jiu floodplain (C. Savin, 2003). The existence
of certain clear morphogenetical differences between the low terrace of the
Danube and of the Jiu, on the one hand, and the new floodplain formation,
on the other hand, logically imposes the acceptance of an age differentiation
between the two morphologic units, the last one continuing its evolution up
to our days.

3. THE ISSUE REGARDING THE OLD COURSE OF THE JIU RIVER

An attentive look at a morpho-hydrographical map of the Jiu valley
shows that downstream of the settlement of Murta, on the left side of the
floodplain, there is another watercourse, parallel to the Jiu and having its
bed moulded in the same alluvial deposit (Fig. 3, Fig. 4).

Although on the hydrographical maps this river appears as a first order
tributary of the Danube, having a drainage basin independent of that of the
Jiu, we consider this water course and the afferent reception basin to be a
component of an organic ensemble, represented by the Jiu drainage basin;
taking into account the hydrological aspect, it could be considered an inde-
pendent river, but following the morphological, geological, hydrogeological
and paleogeomorphological aspects, it cannot be set apart from the general
evolution of the Jiu valley, whose component it is.

In the present case, there is no doubt that the Jiet flows through a valley
that exclusively belongs to the Jiu river, from the genetic and evolutional
viewpoint. Thus, the only explanation is that the the Jief is not an independ-
ent river, with its own paleo-geo-hydromorphology, but it represents the rest
of a river that once flowed on this track: the Jiu river.
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Fig. 3 Fragment of the topographical Fig. 4 Fragment of the Atlas of the drying ol
map, scale 1:100,000, 2000 edition the rivers, scale 1:200,000, 1974 edition

In other words, the present course of the Jiet is inherited from the Jiu,
which once was flowing on the left side of the present floodplain and had its
mouth near the present settlement of Bechet. The present course of the Jiet
is an abandoned course, partially clogged in time, due to the overflowing of
the Jiu or to a complex of causes and processes (the deposition of sands
transported by the wind, the contribution of the tributaries on the left, slope
processes), in which the Jiu played, nevertheless, an important role.

Furthermore, highly significant historical evidences, such as the notes
left from the engineer C. Chiru, ascertain the fact that until the exceptional
flash flood occurred in 1879, the Jiu river was flowing into the Danube near
the Bechet; subsequently, it changed its course with about 15 km west-
wards. This testimonial is highly significant, the change of the Jiu course on
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the present track being of extremely recent historical date. Among other evi-
dences that ascertain this movement of the course, we mention:

- besides the flowing bed, the Jiet presents numerous abandoned me-
anders that, taking into account their dimensions and the low flow of the
river, cannot be the result of certain natural corrections imposed by the Jiet,
but they are inherited from the Jiu and constituted one of the causes that led
to the abandonment of this track;

- most of the erosion forms (the present and abandoned meanders) of
the Jief are developed in the upper part of this course, where the Jiet barely
gathers its water and it does not have the necessary strength to create such
erosion forms in the minor river bed. Most of the rivers are exposed to such
processes in the middle and lower course, where their flows are higher and
the divagation is stronger. Thus, these erosion forms are inherited from a
stronger river, characterised by erosion, transportation and accumulation ac-
tivity that is highly superior to the Jiet;

- the granulometric analyses of the alluvia from the two horizons of the
floodplain alluvial stratum confirm a perfect petrographical unity on its
whole width and their mineralogical nature is obvious Carpathian; the trans-
porting agent is the Jiu river;

- the present aspect of the Jief riverbed is that of an old river course,
while the present sector of the Jiu, located between Padea and the conflu-
ence - with no meanders - seems that of a much younger river. It cannot be
admitted that the Jiet is an older modelling factor than the Jiu, as the last
one represents the morphogenetic agent that led to the formation of the
slope terraces and of the Jiu floodplain along the entire river.

All these arguments, to which the tectonic factor can be added, as it fa-
cilitated the deviation of the Jiu course towards the right slope, are convinc-
ing enough to make us consider the present course of the Jiet as being, in
fact, a riverbed abandoned by the Jiu river.

So, the main causes of this important stage in the historic evolution of
the Jiu river course are, in fact, two: the tectonic one, which facilitated the
divagation of the course towards the left of the floodplain and the hydrologi-
cal one, which finished this change of direction and of riverbed.

The above-mentioned elements lead to the important conclusion that
during the whole evolution of the floodplain and up to its present form, the
Jiu river changed the flowing direction many times and the one analysed
above is the most recent and of historic age. The data obtained from drill-
ings support this statement; it shows that the alluvia of the floodplain is
made up of a succession of strata, whose width and disposition in longitudi-
nal and transversal profile suggest an evolution with numerous and pro-
nounced deviations in horizontal plan and oscillations in vertical plan. All
these leaps in the evolution of the course and of the floodplain of the Jiu
river were the result of the climatic variations rebounded in the hydrological
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regime of the Jiu, to which the influence of the tectonic movements was as-
sociated.

In the light of the past, there can be anticipated that such leaps in the
evolution of the river within the limits of the present floodplain are also pos-
sible in the future, especially if we take into account the fact that the Jiu is
presently in a stage of strong alluviation. This is proven by the data obtained
from the topographical survey, showing that on certain portions, the eleva-
tion of the riverbed is more important than broad surfaces of the floodplain,
at least in the lower course of the river.

The confluence of the Jiu river with the Danube brings about the most
interesting issues, not so much concerning the present morphological as-
pect, but more regarding the paleogeomorphological evolution.

Concerning the graphical representation of the Jiu river mouth on the
historical maps, it is to be noticed the fact that these differ a lot in precision,
not only from a century to another, but also on maps drawn at a few years
interval. Thus, on the maps drawn during the 17" century, the Jiu is repre-
sented schematically, usually through a short, slightly winding line, on the
northwest-southeast direction; the river debouches into the Danube east-
wards than the present confluence, as it is shown by the Map of J. Hondius,
published in 1606 (Fig. 5), where the Jiu river mouth is located near a set-
tlement, probably Bechet; another map is that realised by J. Blaeu in 1666
(Fig. 6), showing a very pronounced diversion of the Jiu on the northwest-
southeast direction. Only in 1699, on the Transylvanian Map, Homann
places correctly both the course of the Jiu and its confluence with the Da-
nube (Fig. 7). In the next year, 1700, there appears in Padova the Map of
the High Stewart C. Cantacuzino and on this cartographic document the Jiu
valley is more precisely drawn (Fig. 8).

The first map to represent the Jiu river as exactly as on the modern
maps is that realised by Schwantz, in 1722 (Fig. 9), but it indicated the fact
that the Jiu debouched into the Danube through two mouths that enclose a
relatively large triangular surface, the bifurcation of the course occurring at
the entrance in the Danube Floodplain, near the settlement of Potrojani,
namely the present-day Ostroveni.

In 1790, there appears the Specht Map (Fig. 10), on which the Jiu de-
bouches into the Danube through only one branch. Comparing these two
last maps, one can believe that the Jiu river mouth moved 15 km eastwards
in about 70 years. Although it is rich of details, this map does not concord
with the reality concerning the confluence, as in 1791, there is published the
Map of F. von Reilly (Fig. 11), in which there appears the same bifurcation
as 70 years before.
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Fig. 5 The Confluence of the Jiu on the Fig. 6 The Confluence of the Jiu on the
Map of J. Hondius (1609) Map of J. Blaeu (1666)

Fig. 7 Fragment of the Map of Homann (1699) Fig. 8 Fragment of the Map of C.
Cantacuzino (1700)

Starting with the 19™ century, on the published cartographical materials,
the Jiu river appears with only one mouth, but with a series of branches that
start to appear north of Ostroveni (Fig. 12).

As the documents left from the 19" century show, the confluence of the
Jiu river with the Danube occurred, at that time, near the settlement of Be-
chet. After the extraordinary flash flood that took place in 1879 (C. Chiru),
the Jiu river abandoned its old course, as well as the old confluence point
and moved 15 km westwards. Nevertheless, the present confluence is nei-
ther that indicated by C. Chiru, nor that represented on the Map of the Plio-
cene of Oltenia, scale 1:500,000, realised by I. P. lonescu — Argetoaia
(1918).
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Fig. 9 Fragment of the Map of
Schwantz (1722)

Fig.11 Fragment of the Map of Von Fig.12 Fragment of the Plan of the
Reilly (1791) Brancoveanu Hospital Estate (1838)

At present, the Jiu debouches into the Danube 2 km downstream, after
describing a double bend on the last 2 — 3 kilometres, and its mouth has a
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slightly oblique position, exactly in front of the downstream edge of the Co-
panita Holm (Fig. 13, Fig. 14).
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Fig. 13 The confluence of the Jiu with Fig. 14 The confluence of the Jiu with the Da-
the Danube, after the Austrian Map, nube (Sketch after the topographical map, scale
1912 edition 1:100,000, 1929 edition)

We cannot think that the map of the reputed geologist lacked the nec-
essary precision and would have indicated in an approximate manner a con-
fluence that was perpendicular on the Danube, while the dimensions and
the form of the Copanita Holm would have been represented arbitrarily. If we
compare the detailed aspect of the confluence shown on the above-
mentioned map with that of the present confluence, we notice sensible dif-
ferences. Among these, there are to be mentioned:

- according to the respective map, after the settlement of Zaval, the
Jiu river course has a slight deviation towards west and the confluence was
perpendicular; at present, on the last km, the course of the Jiu presents a
slight bending, then a double bend and subsequently debouches into the
Danube in a relatively oblique position;

- in the quoted map, the Copanita Holm was characterised by other
shape and dimensions while, at present, it is nicely elongated along the Da-
nube, being characterised by a much more regular shape. It is possible that
the alluvia transported by the Danube contributed to the completion of its
dimensions and shape, up to the present configuration;

- at that time, between the Copanita Holm and the Jiu mouth there
was no other holm; at present, the maps indicate the presence of a small
holm, located in an oblique position, both on the flow direction of the Da-
nube and that of the Jiu river in the above mentioned period (1918); the
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shape and position of this small holm demonstrate that it is the common re-
sult of the fight between the alluvia deposed by the Jiu and the Danube’s
tendency to wash them. This small holm, whose genesis must be connected
to the solid flow of the Jiu river, could have caused, in an anterior stage, the
closing up of the Jiu river mouth and the movement of its confluence with 1
— 2 kilometers downstream, in a position that facilitates the much easier
discharging of the tributary’s solid flow into the Danube. All these recent
changes of the Jiu — the Danube confluence can be considered real if we
take into account the fact that the Jiu river is characterised by a solid flow of
up to 144 kg/s (C. Savin, 1973) in the confluence sector.
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Directions and Possibilities for Capitalizing the
Touristic Potential of the Relief within Oltenia,
Romania
Popescu Liliana, Negreanu Stefan, Vaduva lulica

Abstract: Oltenia, situated in the south-western part of Romania,
covering an area of approximately 30,000 sqgkm, is a region with a great
geographical personality, as a result of the presence of mountainous, hilly
and plain relief, that gradually descend from north to south, with different
lithological strata, differently modeled by exogenous agents. Consequently,
there are various categories of touristic objectives found throughout the
region, which includes the first two touristic areas of the country from the
touristic potential value point of view. The paper aims at analyzing the main
attraction points and at suggesting the main possibilities for a better
capitalization of the touristic potential within the region.

Keywords: touristic potential of the relief, touristic zones, capitalization,
Oltenia.

1. INTRODUCTION

Tourism, as a form of capitalizing the natural environment and the man-
maid patrimony, transforms, spontaneously or following the decision of the
public administration, the geography of numerous countries [5, p. 311].

The touristic attraction is generated by some natural or man-made
potential, with a permanent or only conjectural action. The natural touristic
potential is a fundamental premise for promoting a region and for stimulating
the touristic flows. It is the fundamental factor that has led to the initiation of
touristic capitalization of some components, representing the primary
touristic offer from the economic point of view [3, p. 25].

Among the natural elements, relief plays a great attraction since it
greatly influences the characteristics of any landscape. The relief is
important for tourism first of all due to its numerous forms, both individually
and associated, as well as to the diversity of the attractions and its role in
unfolding the touristic activities [4, p. 63].

2. THE TOURISTIC POTENTIAL OF THE RELIEF WITHIN OLTENIA

2.1 Geographical location and relief characteristics of the region

Oltenia is one of the historical provinces of Romania, situated in the
south-western part of the country, covering an area of approximately 30,000
sgkm. It stretches from the peaks of the Southern Carpathians in the north
to the Danube valley in the south.

257



Faculty of Mathematics& Natural Science — FMNS 2009

From the touristic point of view, a great potential is found throughout the
entire mountainous area, situated in the north and north-western part of the
region, which includes the southern massifs from the Fagaras, Parang and
Retezat-Godeanu, and the much lower Almaj Mountains, as well as in the
Mehedinti Plateau and in the Subcarpathians (Fig. 1).
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Fig. 1 Geographical location and relief within Oltenia region

2.2 The relief forms with touristic potential

The touristic potential of the relief is largely the result of the different
landscapes that vary from one place to another depending on the
lithological strata shaped by endogenous and exogenous agents, altitude
and natural biomes. The relief forms found within limestone areas, the
glacial forms, the gorges in the Carpathians and the sand dunes in the
Romanian plain are the most prominent touristic attributes of the natural
environment within the region.

2.2.1 Relief forms on limestone

Limestones are predominant in the Capatani, Valcan and Mehedinti
Mountains, as well as in the Mehedinti Plateau, extending on hundreds of
kilometers on a west-east direction, with impressive karst formations. The
presence of thick limestone strata, high degree of tectonization, the lack of a
protective layer and the large quantity of precipitation lead to the territorial
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variety of the karst relief in the area [7, p. 169]. It is worth mentioning here
some of Romania’s most important caves, lapies fields, karstic springs, very
picturesque gorges and escarpments.

There are hundreds of caves in Oltenia, approximately 300 only in the
Cerna basin [7, p. 170], but only very few are fitted out for visitors — i.e.
Polovragi, within the Oltet basin, and Muierii — the first cave in Romania that
had electricity. Topolnita and Epuran in the Mehedinti Plateau are among
the most impressive caves in Romania. All the important caves are
protected by law since they were declared natural protected areas and the
access of the public is very strict, requiring special approval. Moreover,
other beautiful caves are administrated by amateur speleologist clubs, with
gates at the entrance, so that the access is somehow restricted. Although it
is very necessary to protect the caves and to reduce the human impact to
the minimum, some of the small caves should be opened for the public,
having proper guiding and following very strict rules.

The shallow karst forms are the most representative for the landscape
of the low and medium mountains in the north and north-western part of
Oltenia. There are large lapies fields, in different stages of evolution, such
as those in the Mehedinti Mountains and Plateau (Poiana Mare, Stan Peak,
Ponoare), doline, locally known as crov, the most representative being
Crovul Madvedului — the biggest in the country, 170 m deep and 1 km in
diameter [7, p. 170], the karstic valleys found throughout the Cerna and
Cosustea hydrographic basins, karst springs (Izbucul Cernei, Izbucul
Jalesului — protected area).

There are also very picturesque gorges, such as Tesna, Corcoaiei,
Cosustea, Sohodol and Oltet gorges, and steep escarpments formed on lime
stones, sought by the alpinism club members, with various levels of difficulty.

2.2.2 Glacial relief forms

The landscape of the high mountains testify for the glacier erosion
during the Pleistocene, leading to glacial cirques and lakes, comb-like
ridges appreciated by some tourist seeking the adventure, such as the
Parang main ridge, 10 km long, that unfolds between Parangul mare and
Mohoru Peaks [3, p. 36]. Almost all the touristic routes in the high
mountains cross the sectors with the most significant and accessible glacial
relief forms [6, p. 40]. The peaks are the essential objectives and
destinations for hiking and climbing, offering a large view towards the entire
mountainous area.

3 EVALUATION OF THE TOURISTIC POTENTIAL

In order to evaluate and hierarchy the territorial units, the Ministry of
Regional Development and Housing, together with specialist from
universities and state institutions, used the analysis tree method, based on

259



Faculty of Mathematics& Natural Science — FMNS 2009

criteria and subcriteria, resulting in a total of maximum 100 points, of which,
for the natural touristic resources there were given maximum 25 points
(natural environment 10 points, therapeutic natural factors 10 points and
natural protected areas 5 points).

According to the Spatial Planning of the National Territory elaborated by
the Ministry of Regional Development and Housing, the highest potential of the
relief is found in the three counties situated in the north of the region —where
there are many territorial administrative units considered to have the best
natural environment, with a total of 10 points out of ten for this criterion. It is
worth mentioning Pades in Gorj county (Domogled-the Cerna Valley National
Park, Piatra Closanilor, Closani and Cioaca cu brebenei caves, Corcoaia
gorge, Mount Oslea), Balta, Ciresu (Mehedinti Geopark, Topolnita and Epuran
caves), Ponoarele (the karst complex, including a natural bridge, cave, lake
and lapies).

There are 20 caves, 6 gorges, over 20 peaks, escarpments and slopes,
which were declared natural protected areas, 11 fossil points, all of them
declared natural protected areas. On the whole, the Iron-Gates — the Cerna
valley (Mehedinti county) is ranked the first for the value of the touristic
potential, and Gorj follows on the 14" place in the national hierarchy.

4 POSSIBILITIES FOR CAPITALIZING THE TOURISTIC POTENTIAL

The main objective for the touristic promotion of the region should be a
much better capitalization of the touristic potential by developing all forms of
tourism that may unfold within this territory and by drawing tourists from the
other regions of the country as well.

In order to make it possible, the local authorities should bear in mind that
accessibility is often a key point in the development of any touristic point.
Pades, Balta, Ciresu, Dubova, Obarsia Closani etc., all with great natural
potential must deal with technical infrastructure issues, since there is no di-
rect access to a national road, and, moreover, the existing roads are in a
very bad condition.

The accommodation possibilities in the area are also very poor. The
very same settlements with numerous natural protected areas and
spectacular relief forms have hardly any chalet or guest houses. For
instance, there is no public place to accommodate at Balta, Ciresu or
Obarsia Closani, although here are some of the most representative karst
landscapes and objectives. It is very important to increase the number of
accommodations in these territorial units, and, most of all, to make sure that
they are not a discordant element of the landscape. The traditional
architecture is the most appropriate for this and numerous peasant houses
could serve as accommodation places. But for that, settlements should have
a good edilitary infrastructure (running water, sewage system). Although all
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the villages have such projects, financed by the European Union, the
progress is very slow.

The chalets and refuge places in the mountains should not be
neglected. They are very necessary for the tourist that go hiking and
camping in the mountains in bad weather.

The landscapes and relief forms in Oltenia favor the development of the
recreation tourism and educational tourism.

4.1 Recreation tourism

The recreation tourism attracts the urban population, that wants to
escape the towns, no matter the age. The nature of the three northern
counties of the region is very suitable for:

e Mountainous itinerant tourism — at altitudes exceeding 1500 m in the
Parang, the Capatani and Valcan mountains. The marks on the touristic
paths and forest roads should be repainted periodically.

e Hiking — favoured by the landscape value of the mountains, both in the
limestone massifs (the Capatanii, Buila Vanturarita, Mehedinti and Cerna
Mountains) as well on the alpine summits.

e Mountaineering — along the Cerna valley and Mountains, on the
limestone cliffs and escarpments.

Most townsmen flee the cities, especially in the hot summer days, as
well as during the spring, in search for a quieter, greener, cooler place for
the week-end. It is the case of people from the three large towns in the
north — Ramnicu-Valcea (along the Olt and the Lotru valleys), Drobeta
Turnu-Severin (towards Orsova and the Danube defile), and Targu-Jiu
(Sohodol gorges). As accommodation is scarce, most of them do not camp
in the mountains, but return home in the evening. The rivers springing from
the Carpathians and the foothills of the mountains could attract tourist from
the southern counties as well, since the landscape in Dolj and Olt is rather
dull, being dominated by plains and low hills, if there were places to stay for
the night. The camping sites should be well organized, with fireplaces and
garbage disposal points.

4.2Educational tourism

The educational tourism includes all the touristic activities the purpose
of which is the education, particularly of the young generation (pupils or
students). In this respect, the local authorities should largely promote some
of the main attraction points, emphasizing the uniqueness or specificity of
the county: the sarsen stones at Costesti, the Land Pyramids at Slatioara
and Valea Stancioului and the paleonthological reserve at Golesti in Valcea
county; the Jales karst spring, Corcoaiei and Sohodol gorges, fossil places
in Gorj county or Ponoare complex in Mehedinti county.
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5 CONCLUSIONS

The relief, due to different geology and variety of landscapes, attracts
many categories of tourists, with different interests and needs; thus, the
touristic activities must include more objectives and sightseeing points.
From the touristic point of view, any region, regardless of the natural
background potential and beautiful scenery, is important only when there is
an appropriate technical endowment, which allows it to be integrated in the
touristic circuit. Only then the natural and man-made resources may be
properly capitalized.
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The impact of tourism activities on rural space
in Romania
Liliana Guran-Nica, Narcizia Stefan

Spiru Haret University, Bucharest, Romania

Abstract: After a long transition period, characterised by important diffi-
culties, Romania experienced, in the last several years, a true economic
progress. However, this advance was significantly reduced because of the
Global Economic Crisis. In these conditions, the Romanian rural space was
and continues to be the most affected as agriculture is its main activity, and
consequently it does not have enough resources to overcome the crisis. A
possible answer to these problems that have already been discussed at the
political level is the development of tourism and agrotourism activities. A
good example is Rucdr-Bran Passage placed in the Southern Carpatians,
where the phenomenon took a special turn in the last decades.

Key words: tourism, agrotourism, rural space, Romania

1. THE CHARACTERISTICS OF ROMANIAN RURAL TOURISM

Romania is a south-eastern European country that, like other states in
the region, has known an intense process of political and socio-economic
change after 1989, a unique process through its peculiar complexity and
long time extent. In the decade following the historical events of 1989, the
economy experienced a downfall followed by a relatively slow recovery that
affected the Romanian society. In the view of the economic analysts, follow-
ing a 3 years downfall (16% per total), in 1999 this country experienced
economic recovery, although it was no more than 1.8%. Eventually, “the
GDP grew by 2.1 and continued to grow by significant values in the follow-
ing years, the negative growth from the '90s not being experienced any-
more” [8].

In this less favorable context, the Romanian rural space, dominated by
agricultural activities, was strongly affected. An important structural and fi-
nancial crisis has brought the above mentioned space to a state of deep
underdevelopment. Nevertheless, there is hope to revitalize it by implement-
ing special programs to modernize the agricultural activities and develop the
tourism ones. Tourism proves to be a viable alternative in a Europe that
wishes to protect and sustain the sustainable development of natural and
traditional landscapes.

Romanian rural space has an important tourist potential, consisting of
diverse natural and anthropic resources. The attractiveness level is deter-
mined by the existence of unique natural landscapes containing numerous
protected areas, the diversity of architectonic and traditional cultural ele-
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ments, the presence of tourist resorts, etc. The analysis of their spatial dis-
tribution underlines the concentration of the most valuable ones in approxi-
mately 20% of the total rural settlements. These are grouped in five large
tourist areas of notable importance: the Eastern Carpathians, the Southern
Carpathians, the Banat Mountains, the Apuseni Mountains, the Black Sea
Littoral an the Danube Delta [4].

Among the numerous types of tourist activities viable for the rural
space, agro-tourism proved to be a real chance for the development of the
local economy [3]. However, agro-tourism and the socio-economic devel-
opment of rural settlements are vital to each other [1], The first one influ-
ences the environment in which it evolves, leaving a print on the general
level of development of the region.

Nevertheless, although rural tourism activities can offer important re-
sources to the individual and communitarian income, in Romania they have
not overcome the crisis. The tourism is even now less developed compared
to the existing natural and cultural potential.

This situation is confirmed by the state of the accommodation capacity
expressed in number beds per commune. The analysis done underlines the
fact that most rural settlements (95%) have no accommodation units (huts,
pensions, motels, hotels, etc.), excepting some small areas from the Carpa-
thians and the Danube Delta. At the same time, the level of comfort is con-
sidered unsatisfactory by tourists willing to spend free-time at the country-
side [4].

In the above mentioned areas, the agro-tourism is starting to make up
for the lack of other forms of rural tourism, although the experience of the
population in this direction is poor and the transport and municipal infra-
structure are deficient.

2. BRAN-RUCAR PASSAGE - A TRADITIONAL SPACE FOR

RURAL TOURISM

Bran—Rucar Passage, placed in the Southern Carpathians, is a very im-
portant touristic area. In this space called by Maria Banus “open gate be-
tween Transylvania and Wallachia, a pass for transhumance, a meeting
place for Romanians all over the country, where people speak a clear,
smooth, plane language as a rock from a mountain river, a language as a
nest for the literary one” there is the cradle of the rural tourism. Bran com-
mune, together with the settlements around it, is the place where the devel-
opment of the Romanian rural tourism started. Lying in the northern opening
of the Bran—Rucar Passage, through which an old commercial and strategic
road between Tara Barsei and Wallachia is passing, this settlement is ap-
preciated for its natural and cultural beauties. A heath resort of local impor-
tance at the beginning, developing in a space never touched by the co-
operativization process, Bran was an economically prosperous village at the
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beginning of the last decade of the XX™ century. This was an opportunity to
the entire area to highly evolve and to become the national centre of rural,
ecologic and cultural tourism, being now one of the most coveted in Roma-
nia.

2.1. Physical and socio-economic characteristics

The geographical position of Bran—Rucar Passage is in the Southern
Carpathians. Its highest altitude is in Giuvala Pass (1232 m) on the territory
of Fundata commune. From the geomorphological point of view in this geo-
graphical unit there are two structural entities. One is the mountainous area
characterised by individualised massifs, deeply fractured, dominating the
depression by 1000 ms, covered with mixed forests of resinous trees, beech
and Quercus species and alpine grasslands. The second structural unit is
the depression like passage dominated by levelled surfaces 1000 m high

(fig. 1).

The temperate climate, specific to_the mountalnous depressmns is__ _
characterised by cool summers and / .3
cold winters, being attractive from
the tourism point of view. The annual
mean temperature is 5° C, rising
above 25° in summer and falling be-
low —10° in winter. Along the pas-
sage winds are permanently blowing
with a speed of 3-5 m/s.

The hydrographic network is
well developed and consists of two
main rivers: Barsa in the northern
sector and Dambovita in the south-
ern one.

The Bran—Rucar Passage is
crossed by DN 73, this road being
connected in the north to E 60, one |/ e v
of the most important national high- - ¢ tn s umen

ways that link Bucharest, the capital
of the country, with Western Europe. Fig. 1: Bran-Rucar Passage — geo-

In the south the road goes to Réas-

nov and than to Pitesti, another strategic transport node. This network offers
the studied area a good accessibility to the two main regions of Romania,
Transylvania and Muntenia and, further more, to the two extremities of
Europe, the western and the south-eastern.

The 12 villages of the Bran touristic zone are spread on the mountain
slopes and in the valleys. They are grouped in 3 communes: Bran (5573
inh.), Moeciu (5514 inh) si Fundata (1000 inh.), occupying the largest part of
the passage. Although tourism is the most important for these settlements,
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there are other economic activities as commerce, transport, constructions,
finance and forestry that contribute to the local budget.

2.2. The tourist potential (natural and cultural)

The natural potential is the result of the combination of various factors
as the complex relief forms (high mountains picks and plateaus, abrupt
slopes, hilly depressions), fractured by a dense river network, a favourable
climate and an abundant vegetation.

Very attractive relief forms are those developed in karst (gorges, doli-
nes, dry valleys, polje, caves) as Moeciu Cave and Waterfalls, Brusturet
Gorges, Dambovicioara Gorges, Bats Cave, Bears Cave, and many others
placed in Piatra Craiului National Park and Bucegi National Park. The mild
climate, the pure air, the atmospheric calm, the fresh water and the forest
are also important for the tourist activity. On the mountain picks of Bucegi
and Piatra Craiului one can see the chamois (Rupicapra rupicapra), consid-
ered a natural monument for Romania, and many other wild animals living in
the two national parks. Unique vegetation species live in these mountains
Dianthus Callizonus, Leontopodium alpinum and Gentiana lutea being some
of them.

The region has also a rich and various cultural potential altogether with
a specific hospitality. The most important of all is Bran Castle, lying high up
on a big cliff, like an old soldier from immemorial times watching the pas-
sage between the two countries, Transylvania and Wallachia. It is an archi-
tectonic monument of inestimable historical and cultural value, the origin of
the fascinating Dracula legend. _
Its fame changed it in “the brand”
of Romania. At the bottom of the
cliff there lies Queen Mary’s hart,
the symbol of her deep love for
Romania, for Bran and its popu-
lation. Another historical monu-
ment of a great touristic impor-
tance is Rasnov's Peasant
Fortress, built up in the XIV-th
century, being illustrative for the
medieval architecture of Roma-
nia.

There are also other interesting places that can be visited by the tourists
coming in this region: The Ethnographic Museum from Bran and The Cus-
tom-house Museum. Among the religious sanctuaries the most attractive is
Adormirea Maicii Domnului Church (Assumption of the Virgin), built up in the
XIX-th century.

2.3. Development level of the tourism facilities in present

Fig. 2: Bran Castle
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The high potential of Bran-Rucar Passage sustains all forms of tourism,
practiced along the entire year. Not many years ago agriculture was the
main economic activity in this region, and especially the animal raising.
Touristic unregistered activities were present, too.

This economic branch was officially borne only in 1994, when the old
tourist establishments were registered. The tourist profiled rural households
were the first homologated in Romania (January 18", 1996), receiving the
specific classifying certificate for rural tourist boarding houses. In the last
few years agrotourism has highly developed, and is going to be the main
economic activity in the region. This is the result of the general economic
development, the population growth, the rise in budget, more free time, the
development of transport facilities, infrastructure and telecommunication
networks, etc.

In present, a much larger number of households in Bran-Moeciu area is
profiled on tourism activities. Compared to 1997 when there were only 69
touristic boarding houses and villas with a total of 376 places®, ”in 2001 the
number of the tourist and agrotourist boarding houses in Bran region ex-
ceeded 220, being homologated by the Ministry of Tourism and rated one to
four daisies” as Marilena Stoian, the President of ANTREC?® underlines [11].
Until 2007 many other accommodation units were built (383 in the last 3
years only in Moeciu), some rated 5 daisies, each having up to 20 rooms
[2]. Among them only 85 were registered in The Tourist Boarding Houses
Guide, as many owners tried to elude paying the burdensome taxes im-
posed by the state.

The majority of the accommodation units are placed in Bran and Moeciu
communes. This is the motive for “those who build up boarding houses to
avoid Bran, as it is already crowded, many of them do not prefer that, there
are jams in weekends”, Marilena Stoian says [2].

The number of tourists in Bran region was more than 7.300 in 199710
and exceeded 42.000 (5 times more) in 2007, 24.485 Romanians and
17.659 foreigners''. The overnight stays grew also from 13.727 in 1997 to
103.732 in 2007'%, tourists preferring more Bran (44.180) and Moeciu
(46.683), and less Fundata (2.869). The sojourn average duration dimin-
ished in the same period of time from 3.19 days to 2.46 days, meaning ei-
ther that the tourists are more interest of week-end trips or they prefer ex-
ternal destinations for longer excursions. “The president of ANTREC affirms
that during the working days only 10-15% of the total accommodation facili-

8 Source: Bran — Imex, 2001.

? National Agency for Rural, Ecologic and Cultural Tourism
' Source: ANTREC, 2001.

"' Source: INS (Institutul National de Statistica), 2007.

12 Source: INS (Institutul National de Statisticd), 2007.
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ties are covered, while beginning with Fridays the occupancy level is up to
50%” [11].

3. CONCLUSIONS

The Romanian rural space is struggling with many difficulties even after
20 years of market economy experience. Nevertheless, a hope still exists in
tourism. The plenty natural and cultural resources that one can find in the
villages are attractive not only for Romanian tourists but also for the foreign
ones. Therefore, the experience of some areas fully developed in this direc-
tion is inestimable. The Bran-Rucar Passage is one of them and is offering
precious information that encourage the authorities of other rural settle-
ments to use this example for more efficient development programs.
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Analysis of the Threats and Damages from Natu-
ral Disasters in the Simitli Municipality
Krasimir Stoyanov

SWU °“N. Rilski, Blagoevgrad, Bulgaria

Abstract: The aim of this paper is to investigate the space- and time
characteristics of the natural risk processes in the Simitli municipality. The
risk analysis considers unfavorable events (threats) and their conse-
quences, which are subject to preliminary quantitative and/or qualitative
evaluation. Information about the threat frequency (probability) and intensity
as well as the size of damages (losses) is available. The municipality is
considered as a complex system of interconnected and interdependent
elements. The expected losses are directly and/or indirectly connected with
life quality deterioration.

Keywords: natural risk processes, threat, frequency, municipality.

1. INTRODUCTION
The tendency in the last decades is towards increasing influence of

natural disasters and technogene damages over living environment and
people’s quality of life. The natural disaster is a phenomenon and process in
the nature that is beyond the control of human beings and is of geophysical,
geological, atmospheric or biosphere origin. It is characterized by a sudden
disturbance in the vital process of people, damages, destruction of material
values and causalities among the population. Typical examples of natural
disasters are the volcano eruptions, earthquakes, floods, landslides or ava-
lanches, tropical cyclones and etc. This means, these are natural pheno-
mena and processes that threaten the health, life and activity of people by
causing material damages and various unfavorable changes in the envi-
ronment.

It is possible that one disaster leads to another. A number of processes
can generate or cause another types of catastrophic in their character natu-
ral disasters.

2. OUTPUT DATA AND METHODS

Natural disasters can be classified according to different indications.
One of the most frequently used is the genetic principle. Natural disasters
can be caused by three groups of processes and phenomena — predomi-
nantly geological ones in the lithosphere (earthquakes, volcanoes,
landslides, etc.), meteorological in the atmosphere (hurricanes, hailstorms,
snowstorms, dry spells, etc), hydrological in the hydrosphere (floods, tsu-
namis, mud flows, etc.). [4]. This classification is relative in its character, for
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an instance, an earthquake can cause more damages and destructions by
after-phenomena like tsunamis. This is illustrated by the earthquake near
Sumatra on 26.12.2004.

Other classifying criteria for natural disasters are the disaster’s frequen-
cy, range, duration, intensity. Classifications according to form and plan also
exist, for an instance, linear, planning, spot, etc. [4].

The notions of “risk”, “danger”,”vulnerability”, “management of risk” are
used when considering the influences that natural processes have over hu-
man activity. These notions are defined in the books [3][4][5][6][7].

The aim of this paper is to investigate the space- and time characteris-
tics of the natural risk processes in the Simitli municipality and to determine
their intensity and frequency on the territory of the municipality by means of
perfecting existing methods also [3].

The main dangerous natural processes on the territory of the municipali-
ty are the following (Table 1):

Table 1: List of natural disasters used in method guides

N | Disaster

Basic criteria

Striking factor and conse-
guences

Geological processes

1 | Earthquakes

Force or intensity —
up to Magnitude 12

Soil dislocation, cracks,
landslides, fires, destruc-
tions, human casualties

2 | Landslides, landslips

Mass, speed of
flow

Masses of rocks, material
losses

3 | Mud-rock flows (seli)

Mass, speed of
flow

Mud-rock flow, material
losses

Hydrological processes and phenomena

1 | Floods Increase river le- Flooded riverside areas,
vels material losses, human ca-
sualties
2 | Dry spells High temperatures | Agricultural damages, de-

and low humidity

creased soil fertility, fires

3 | Snow flows and glacia-
tions

Over 20 mm rainfall
for 12 hours

Snowdrifts — complications
in the road

Meteorological processes and phenomena

1 | Strong wind

Speed over 15m/s

Material losses

Tornado phenomena

Speed over 30m/s

Material losses

3 | Dust storms

High temperatures,
low humidity, dust

Agricultural damages, de-
creased soil fertility, fires

4 | Hailstorms

Size of ice grains,
intensity

Agricultural damages

5 | Wet snow

Amount and mois-
ture content of
snow

Damages over forests, fruit
gardens, electro conductive
network

6 | Fog

Horizontal vision -

Transport, air purity
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below 500 m
7 | Silver thaw Intensity Transport, Agriculture
Fires Temperature Thermal impacts, material
losses, biosphere and soil
damages

Some disasters have ecological effects under favorable conditions and
combinations. These effects greatly vary and practically cover all aspects of
human'’s vital activity. Ecological disasters fall into four basic groups accord-
ing to their character:

- change in the land conditions: soil degradation, erosion, deserting;

- change in the characteristics of air environment — climate, shortage of
oxygen, harmful substances, acid rains, break of the ozone layer, etc;

- change in the hydrosphere conditions — pollution of water envi-
ronment;

- change in the biosphere conditions.

Natural disasters’ basic characteristics are given in Table 2.

Table 1: Basic characteristics of natural disasters

N | Disaster | CND (min) | CA | CE
Geological processes

1 | Earthquakes 107-10' 10°-10"" | REG- GLO

2 | Landslides, landslips 10°-10° | 10°-10° | LOC- REG

3 | Mud-rock flows (seli) 10°-10" [ 10>-10° | LOC-REG
Hydrological phenomena and processes

1 [ Floods 10°—10* [10*-—10° | LOC- REG

2 | Dry spells 10*-10° | >10° REG- GLO

3 | Snow flows and glaciations 10°—10* [ 10°-10° | LOC-REG
Meteorological phenomena and processes

1 [ Strong wind 10°—10* [10>-10° | LOC-REG

2 | Tornado phenomena 10°-10° | 10°-10° | LOC

3 | Dust storms 10°—10* | 10>-~10° | LOC-REG

4 | Hailstorms 10°-10" [10%-10° [LOC

5 | Wet snow 10°-10* | 10>-~10° | LOC-REG

6 | Fog 10°—10* | 10°-~10" | LOC-REG

7 | Silver thaw 10°—10* | 10°-10° | LOC-REG
Fires 10'—10* [ 10%-10° | LOC-REG

CND - continuance of the natural disaster — min;
CA — cover area of the natural disaster — m?
CE — coverage evaluation — LOC (local) , REG (regional)GLO (global)
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Disasters’ intensity is evaluated according to the basic characteris-
tics, the striking factor and the consequences. Parameters of quantity are
used for these characteristics. A relative scale from 0 to 10 has been intro-
duced for the level of intensity (0 — insignificant level; 10 — maximum level),
as follows: low-intensity disaster — 0-2; middle-intensity — 3-4; high-intensity
— 5-7 and catastrophic-intensity — 8-10.

The frequency of event is evaluated on a one-year basis. Basically, it
tells the chance a given event occurs. Thus, these two characteristics help
evaluating the threat from a given natural disaster as a rating value for the
whole socio-economic life and specific business and infrastructural sites in
the municipality.

3. DATA AND INFORMATION FOR THE MUNICIPALITY

A great part in the threat evaluation plays the geographic position, the
typical climate conditions in the municipality and the overall description of
the economy there. They define to a greater extent the chance natural dis-
asters happen and their expected intensity.

The municipality of Simitli lies on 533 km? in the north-west part of the
Blagoevgrad region. The center of the municipality is the town of Simitli,
which extends over the both banks of the Struma River in the foothills of
Vlahina Mountain. It is 110 km south-west from the capital Sofia and 14 km
from the Regional center Blagoevgrad.

The total number of the population in the municipality as of December,
2005 is 15804.

The lay varies and has significant displacements. The central area is
occupied by a part of the Struma valley. Within the boundaries of the muni-
cipality fall the Zheleznishko Defile in the north and part of the Kresnensko
Defile in the south. The Simitliyska Hollow is formed between them. The
eastern wall of the hollow is the low foothills of south-western Rila and
northern Pirin (up to 2597 m). It reaches the steep, faulty sides of Vlahina
Mountain in the west, and the Krupnishki hills of the Maleshevska Mountain
in the south-west.

Morphometric peculiarities of its lay clearly reflect the tectonic structure
of the region. The vertical segmentation of the lay varies from 20 m/km? to
40 m/km? in the lower and flat south part of the Similiyska Hollow and
reaches up to 450 m/km? at the bottom of the hill from the Krupnishki hills.
These sharp differences in the vertical segmentation reflect the faulty tec-
tonics and especially the active Krupnishki fault. The vertical segmentation
in the high part of Rila and Vlahina is up to 400-500 m/km? and above these
levels in Pirin. The horizontal lay segmentation is predominantly due to ex-
ternal earth forces. The significant gradients, shallow soil coverage, de-
nuded slopes and Mediterranean rainfalls all favor the formation of a dense
river-valley network. It is 2 — 2.5 km/km? within the range of the wall slopes
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and decreases to about 2 km/km? at the hollow bed. Middle and significant
slopes gradients dominate — up to 15 — 20° and up to 1 -5° at the hollow
bed.

Risk processes. They are connected to the formation of a great number
of landslides, predominantly small- and middle-size ones. They are mainly
situated at the foothills of the slopes, in the diluvial-prolluvial deposits on the
periphery of the Simitliyska kettle. There are several active landslips in the
Struma defiles. They mainly influence the road infrastructure.

Geological — tectonic structure and seismic activity. They are distributed
by magma, sediment and metamorphic cliffs at different age. The Simit-
liyska kettle is covered in alluvial, diluvial and proluvial neogenic deposits,
where intensive erosion processes are developing. Paleogenic deposits fill
the Brezhanska hollow. The wall mountain areas are mainly characterized
by Cambrian and pre-Cambrian metamorphic cliffs. Pirin is an exception. Its
northern part consists of evenly-grained biotitic Cretaceous granites —
(Northern Pirin plutonic). The same cliffs constitute the part of the Kres-
nensko defile that falls within the range of the municipality.

The region is known for its very high levels of seismic activity. The most
active one is the seismic center of Krupnik, which generates earthquakes in
the Krupnishki fault, directed south-west and north-east. Around 2000
earthquakes have been localized for the period 1990 — 2003 alone in the
region of the seismic center of Krupnik with magnitude between 1.5 and 4.1
[2]. About 65 — 70 of them are felt. On 4™ of April, 1904 one of the powerful
earthquakes in Europe took place, the epicenter of which was the region of
the Kresnensko defile. The magnitude of the shock at 27 past 12 o’clock
was registered 7,8. The local seismic activity also influences the movement
of the active faults in the region [1]. These seismic activities, together with
the instrument-registered low-amplitude seismic activity in the region, are
beyond any doubts related to the complicated morpho-tectonic structure in
this part of the valley of Sredna Struma River.

According to its climate, the hollow occupies an area with transitional
climate, which is harsher in the mountains due to the influence of the alti-
tude and the exposition. The average annual temperature in the hollow is
12,5-13°. The topographic peculiarities are a prerequisite for some unfa-
vorable characteristics of the climate. A low dispersing level of the atmos-
phere contaminators can be observed at the times when there is no wind
and especially if fogs come down.

The sum of the rainfalls in the Simitliyska kettle is 650 — 700 mm(Table
3). A transitional regime is observed in the distribution of the rains — maxi-
mum levels in the late spring and summer — May-June and minimal levels in
February.
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Table 3: Middle month and year sum of the rainfalls [9]

Ng Station | Il 1] v |V VI VI (vl [IX | X Xl | XIl | Sum
1 | Suhostrel | 65,3 |60,9 | 63,8 |61,4 |88,2 81,8 |59,2 |49,0|47,6 62,1 |77,8]62,0|779,1
2 | Krupnik 66,4 | 58,5 47,9 |50,9 | 64,2 |62,2 /51,1 | 324|354 |52,2 |69,8|60,8 |651,8
3 |Gradevo |67,2 |55,5 53,6 [63,0 |80,2|74,9 52,4 |44,2|50,0 |57,9 |86,5|70,3 |755,7
4 |Predela 75,4 |61,8 |59,1 62,9 |92,7 |78,3 |57,0 |44,2154,8 |74,9 |82,2|84,9 |828,2

The possible upper rainfalls for a twenty-four-hour period and a month
are an important characteristic. This index places the region under the av-
erage level for the country. The great slopes, unstable rocky substrate, lack
of flora are all prerequisites for formation of mud-rock flows. Such can be
observed at the Zheleznishko defile and at other place, as well. Dry spells
are possible in August and September.

The snow cover does not stay for long. There are no snowstorms and
snow drifts. North-western winds dominate in the region. They are low-
speeded.

Water resources. The waters on the territory of the municipality of Simitli
flow into the Struma River. Left flows from Rila and Pirin are the rivers Brez-
hanska, Senokoska and Gradevska, and right flows from Vlahina and Male-
shevska mountains are the rivers Stara, Sushichka, Potoka, Breznishka.

Soils. The dominant soils are the maroon forest skeleton ones, which
are mainly strongly eroded. Alluvial soils have developed in the Simitliyska
hollow.

Vegetation. The significantly denuded from forests lands in the low-
mountain belt increase the erosion of the saoil.

There are 18 towns and villages altogether on the territory of the muni-
cipality.

Infrastructure. Transportation system. The international transportation
corridor No. 4 Vidin — Sofia — Kulata crosses the municipality and renders a
road connection with Greece and Romania.

A railway directing north — south crosses the municipality and within its
boundaries serves the town of Simitli and the village of Cherniche.

The municipality of Simitli is bordered on the west by the Republic of
Macedonia, but they are not connected by a functioning direct transportation
network.

Two of the most important roads in the South Bulgaria cross the territory
of the municipality. Road I-1 (E-79) Vidin — Sofia — Kulata is a part of the
Trans-European international transport corridor (MTK) No. 4 — Vidin/Lom —
Sofia — Blagoevgrad — Kulata — Thessalonica. This direction is the shortest
distance between the harbors of Vidin and Lom on the Danube River and
the harbor of Thessalonica in Greece. The section of the road that goes
through the municipality is 28 km long and runs along the riverside of Stru-
ma River.
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Another road of strategic significance for the municipality is Road 11-19
Simitli — Razlog — G. Delchev — Koprivlen — Border Checkpoint llinden. It
makes the connection with the others municipalities in the Region of Bla-
goevgrad, which lie along the riverside of Mesta River. The section of Road
[I-19 that goes through the municipality is 22 km long. The roads that con-
nect the other towns and villages in the municipality, apart from the enume-
rated ones, are IV class and municipal ones. 33,5 km of them are in good
condition and 33,4 km — in bad [10].

The territory of the Simitli municipality is crossed by a main railway V
(CE-855) Sofia — Kulata. There are two active railway stations — Simitli and
Cherniche, which are used by passengers and for loading.

Thirty-nine water sources are exploited on the territory of the municipali-
ty — 35 drainages and catchment, 2 river water-intakes and 2 shaft wells
[10].

The municipality of Simitli is supplied with electricity by SS “Simitli”
110/20 sq 2 x 25 sq through WEP by SS 110/20 sq “Blagoevgrad”, “Razlog”
and “Sandanski”. The total length of the distributing network is 25 km over-
head and covers 14 towns and villages [10].

The transnational gas pipeline for Greece crosses the territory of the
municipality.

4. RESULTS AND DISCUSSION

On the grounds of the two basic criteria for evaluation of natural disas-
ters a table, which reflects the intensity and frequency of natural disasters
on the territory of the municipality of Simitli, was made (Table 4). The
threats caused by earthquakes are of primary significance. They are of re-
gional and global character and represent a serious danger to the neighbor
municipalities and partly to southwestern Bulgaria and east Macedonia. One
of the most active earthquake epicenters are 20 km far away from Blagoev-
grad. The earthquake force on such a distance is only 1-2 levels lower than
this in its epicenter (on MSKG6).

The highly indented topography, unstable rock basis, denuded of fo-
rests areas and earthquake shocks predefine the great threat of landslides
and landslips in the municipality. They seriously endanger the roads, includ-
ing the main ones - E-79 in the region of the defiles and Road [I-19 from the
village of Gradevo to Predel.

Mud-rock flows are typical phenomena for the municipality, which are
due either to the abovementioned reasons or rare, but intensive rainfalls.

Other natural processes that carry a risk for the municipality are the
floods. Almost all of the towns and villages are located near rivers, which
more or less makes them vulnerable to floods. Particularly dangerous are
rivers with denuded catchments and big inclines, which have developed at
weathered and easily-crumbling cliffs. In this case high waters are com-
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bined with flow of ample rock material and thus they become mud-rock
flows. In this regard, the villages of Zheleznitsa, Polena, Sushitsa, Cher-
niche and Dolno Osenovo are the most endangered ones.

The rest of the natural processes and phenomena (Table 4) are less in-
tense and frequent.

What also matters is the vulnerability of the technical infrastructure to
natural disasters. A number of critical sectors are not presented in the mu-
nicipality of Simitli, for an instance, nuclear power engineering, aero-cosmic
industry, facilities for scientific researches.

Critical objects are those of the road infrastructure, the gas pipeline for
Greece and the mining companies, where exploding substances are used.
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Table 4. Intensity and frequency of natural disasters in the municipality of Simitli
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About some anomalies in precipitation regime in
Bulgaria
Ivan Drenovski, Krasimir Stoyanov

SWU “Neofit Rilski”, Blagoevgrad, Bulgaria
Abstract: An attempt for analysis on the precipitation regime in the part
of territory of Bulgaria in last 14 years is made. As a base a data published
in monthly hydro-meteorological bulletins from 1995 till now are used. Some
anomalies in annual trade of precipitation are revealed. Some suggestions
about their causes are expressed.
Keywords: Precipitations, Anomalies, September, Period of 14 years.

1. INITIAL DATA

Data about month’s precipitations for 16 stations in Bulgaria for the pe-
riod of 14 years (1995-2008) are used. Most of them (for 14 stations) are
gathered from national month’s hydro-meteorological bulletins[3]. For 2 sta-
tions data are obtained through internet. Unfortunately there are no more
available and reliable comparative data for other stations in Bulgaria. The
entire period of published data in national month’s hydro-meteorological bul-
letins cover 17 years — from 1992 to 2008. But the first three years (1992,
1993, 1994) are omitted in analysis, because they are abnormally dry. Ac-
cording [6][7] these three years are ones of driest from the beginning of me-
teorological observation in Bulgaria. The probability of occurrence of two
contiguous extremely dry years as 1993 and 1994 is estimated to 0.1%.

2. REGIME OF PRECIPITATIONS IN BULGARIA

All climatologists, dealing with annual distribution of precipitation in Bul-
garia [1],[4],[5],[6],[7] record that two main regime types are observed. First
of them is called tempered-continental with maximum in May-June and
minimum in February (rarely in September). The second one — continental-
Mediterranean is known by maximum in November-December (rarely in
January) and minimum in August (rarely in September). Considerable part
of Bulgarian territory has transitional regime with two maximums and two
minimums. The main maximum and minimum are respectively in May-June
and August-September and the secondary ones — in November-December
and February-March [4].

3. RESULTS

Some different and considerable changes occurred in precipitation re-
gime in the most of examined stations.
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1. In all 16 stations amazingly big increase of rainfall in September is
observed (Tab. 1).

Tab. 1: Absolute and relative increase of September rainfalls for 1995-2008 period
in comparison with 1931-1985 period

Station Precipitation | Precipita- Increase of September | Change
in mm tion in mm rainfalls of an-
1931-1985 | 1995-2008 nual
mm (%) rainfalls
(%)
Varna 28.0 77.1 49.1 1754 | +0.8
Dobrich 32.0" 83.0 51 159.4 | +8.38
Razgrad 33.0 77.6 44.6 135.2
Sliven 32.0 74.6 42.6 133.1 | -8.2
Russe 37.0 84.6 47.6 1286 | +6.3
V.Tarnovo 41.0 89.5 48.5 118.3 | +0.7
Blagoevgrad 26.4 54.9 28.5 108.0 | +20.5
Pleven 38.0 70.8 32.8 86.3 | +1.8
Vidin 36.0 66.0 30 83.3 |-48
Kardzhali 32.0 54.8 22.8 713 | -11.2
Burgas 36.0 59.5 23.6 653 | +1.0
Plovdiv 35.0 54.3 19.3 551 | -2.2
Sandanski 30.0 45.2 15.2 50.7 |-7.3
Vratsa 59.0 85.2 26.2 444 |-58
Sofia 44.0 63.3 19.3 439 |-14
Kyustendil 38.0 49.9 11.9 313 |-10.2

"The data are for 1916-1955 period
©The data are for 1946-1981 period

The most considerable increase of September precipitations, between
2,2 and 2,75 times, is observed in six station located mainly in eastern and
northeastern part of the country. Absolute values of rainfalls growth is be-
tween 43 and 51 mm.

In the central and western part of Northern Bulgaria, as in the Blagoev-
grad the increase is from 83 to 108%. In absolute values growth 28-33 mm
is recorded. In these stations (excluding Pleven and Blagoevgrad) the an-
nual rainfall maximum is moved in September (Fig.1). To this group of sta-
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tions should be included Vratsa station with more than 26 mm absolute
growth. The relative increase in this case is deceitful small, due to the very
high background value of September rainfalls — 59 mm.

Month's rainfall distribution for the most part of Northern Bulgaria (1995-2008)
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Fig. 1: Month’s rainfall distribution for the most part of Northern Bulgaria (1995-
2008)

Least of all is the increase of September precipitations in South Bulgaria
— between 31 and 71%. Absolute growth of rainfalls here is from 12 to 23
mm. But in some stations the amount of September rainfalls becomes the
second big in the year (Fig.2).

Based on these two diagrams a considerable growth of rainfall in July
and August can be revealed too. It regards to some stations in Northern
Bulgaria. Relative increase is about 15-25%, but in some cases can reach
up to 30%. This increase leads to tendency the sum of precipitation in July
to become maximum or the second big in the year in tree stations - Pleven,
Vidin, Dobrich. In Russe it is due to the decrease of May and June rainfalls.

2. As just have been mentioned, conversely in some months of the year
significant decrease of precipitations take place (Table 2).

Unfortunately it happened mainly when the maximum of rainfalls to the
specific climate zone in Bulgaria supposed to be. In continental-
Mediterranean zone in South Bulgaria these are the months from November
to January.
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Month's rainfalls in some stations for 1995-2008 period
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Fig. 2: Month’s rainfall in some stations for 1995-2008 period

Tab. 2: Relatively decrease (in %) of precipitations in chosen months for 1995-2008
period

Station/ January April May June November
months

Kurdzhali 29.7 20.5 46.4 15.8
Sandanski 22.9 12.5 15.6 34.2
Kyustendil 27.3 221 18.8 25.0
Sliven 19.2 14.8 35.2 26.3
Burgas 10.5 13.5 21.8

Vidin 11.5 21.0 34.1 27.5
Vratsa 25.8 20.1

Pleven 34.3

V. Tarnovo 18.7 17.5 24.1

Russe 34.6

Varna 18.6 26.8

Plovdiv 20.7 17.5

Average value of rainfall reduction in November and January is about
25%. In fact in December in some stations relative increase is recorded, but
it can’t balance winter decrease of precipitations. In tempered-continental
climate zone the biggest decrease is recorded in June (average 25-30%). If
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the decrease in April and May (average 15-20%) would be given in account,
a very disturbing reduction of spring rainfalls promises to become. In transi-
tional-continental climate zone both of pointed tendencies are revealed.
Cartographic interpretation is done on Fig.3.
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Fig.3. Relative change of precipitation monthly sums for 1995-2008 period

4. COMMENTS

Most likely the main reason for pointed changes in precipitation regime
in Bulgaria is connected with changes in atmosphere circulation in our re-
gion, as [7] and [4] presume. There is no statistical evidence for increase of
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rainfall synoptic situations in September. Years with intense cyclonic activity
alternate ones with almost no occasions of cyclones in September. And
what is more — the number of passed cyclones is not in a direct ratio to rain-
fall amount. In some cases in one and only situation in September fallen
rain amount can be more than a monthly norm. Typically such situations
arise when a movement of Mediterranean depression from south-west is
prevented by an anticyclone lying northerly or north-easterly from Bulgaria.
Usually such combination is most common in the winter. A numerous other
reasons are enumerated in specific paper [2].

As matter to precipitation decrease in November and January, most
probably it is related with the reduced number of Mediterranean cyclones in
winter, as earlier was observed by [7]. A rainfall reduction in June and May
probably may be explained with smaller number of Atlantic depressions in
the spring. This assumption need to be proved further.

5. CONCLUSIONS

Taking in account the relatively short period of observation (14 years)
no definite conclusions can be done. Very likely all these anomalies in pre-
cipitation regime in Bulgaria are associated with global climate change. The
question whether is this stable tendency or casual climate fluctuation re-
mains opened.
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Application of Remote Sensing Data to Assess
the Big Fire in the Rila Mountain of September
2008
Alexander Gikov', Nadejda Nikolova®

"Space Research Institute — Bulgarian Academy of Sciences, Sofia
e-mail:gikov@space.bas.bg
2South-West University’Neofit Rilski”, Blagoevgrad, Bulgaria

Abstract: The various capabilities of current satellite sensors for ob-
serving and mapping of fires are overviewed. RGB combinations with pseu-
do colours for best visualization of bands are shown. For mapping and area
assessment of fire-scar, a KOMPSAT-2 image with 1 m resolution is used.
In GIS environment, the fire-scar is delineated. Both plan area and surface
area are calculated.

Keywords: Wildfire, Remote sensing, Rila Mountain

1.INTRODUCTION

Wild fires are a natural element of landscape development and an im-
portant part of the successive change of its vegetation cover. Nevertheless,
they are considered an extremely adverse event on Bulgarian territory. After
1990, substantial increase of both fire number (Fig. 1) and the area affected
by them have been observed.

Since 2000, only on the territory of the Rila National Park, several fires
have occurred, of which the one with the greatest area (nearly 400 ha) and
significance occurred in the region of the Malyovitsa hut in September 2000,
while the last great one occurred in the Rila Mountain in the beginning of
September 2008.

This last fire started on September 3, 2008, along the southern slope of
the Arizmanitsa summit above the Bodrost relaxation site. It is believed that
it was caused by a lightning. The meteorological circumstances in the end
of summer facilitate the easy emerging and propagation of wild fires. Fig.2
shows that, after a brief slight temperature lowering about September 1,
during the first half of the month the weather was still characterized by
summer daily temperatures. Actually, for more than a month (August 11 —
September 14), the weather stayed dry, with almost no precipitation, which
increased the risk of fire occurrence and propagation.
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Fig. 1: Wild fires during the period 1971-2008 [12]
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Fig. 2: Maximal temperatures and precipitations for August and September 2008 for
the Cherni Vruh and Kustendil stations [11]
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2.SATELLITE INSTRUMENTS FOR FIRE OBSERVATION

Remote sensing methods have been adopted worldwide as a reliable
instrument for wild fire identification and assessment of the damages
caused thereby. Currently, many sensors are orbiting, featuring various spa-
tial and spectral resolutions. There is a reverse proportional relationship be-
tween time and spatial resolution, i.e. the greater the spatial resolution, the
smaller the time resolution and vice versa.

2.1. MODIS Data

MODIS (Moderate-resolution Imaging Spectroradiometer) is an instru-
ment launched into orbit by NASA in 1999 on board the Terra Satellite, and
in 2002 on board the Aqua satellite. The instruments capture data in 36
spectral bands ranging in wavelength from 0,4 ym to 14,4 um and at varying
spatial resolutions (2 bands at 250 m, 5 bands at 500 m and 29 bands at 1
km). They are designed to provide measurements in large-scale global dy-
namics including changes in Earth's cloud cover, radiation budget and
processes occurring in the oceans, on land, and in the lower atmosphere.
The width of swath is 2330 km [9].

MODIS data are used to identify wild fires by accounting for thermal
anomalies. There are various web-sites presenting global- and regional-
scale wild fire maps. On them, fires are indicated by dots, marking the cen-
tre of a pixel sized 1 km. These maps usually cover a time interval of 8-10
days, or a month. One can download freely from the web-site of processed
MODIS data [8] the products MYD14 and MYD14A1, which represent clas-
sified and georeferenced raster layers in HDF format, where the pixels hav-
ing the size and value of 7,8 and 9 represent wild fires. The increase of this
figure shows increase of fire intensity. Somewhat more detailed images with
resolution of 250 m and nearly on-line are accessible on the sub-sites of the
MODIS Rapid Response System, whereas nearly the whole territory of Bul-
garia in included in the AERONET _Thessaloniki Subsets [10]. On the real-
and pseudo-coloured images with resolution of 250 m, fires are distin-
guished by their smoke trains. The data may be downloaded in GeoTIFF
format, which provides for their easy integration into GIS.

During the first 3 days, on account of the cloud cover above Rila, the fire
could not be identified on the MODIS images. But, on the real-coloured im-
age acquired by the Terra satellite on September 6, before noon, the fire
smoke and the smoke train, directed to south-west, are clearly visible. On
the afternoon image acquired by the Aqua satellite, there are clouds over
the mountain ridge, but the smoke train is bigger, reaching the valley of the
Strouma River. During the next days, the fire could not be identified clearly
because of the clouds, except for the scene from September 8, 2008.

The priority use of MODIS data is intended for global monitoring and
identification of fire-devastated areas, not for their assessment or mapping.
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For the latter two purposes, satellite images with higher spatial resolution
are used.

2.2. Landsat data

The Landsat program is the longest running enterprise for acquisition of
imagery of Earth from space. The first Landsat satellite was launched in
1972; the most recent, Landsat 7, was launched in 1999 [5]. On May 31,
2003 the Scan Line Corrector (SLC) in the ETM+ instrument failed. Because
of this defect, in the end of the received scenes, there were strips with data
gap, which prevented both the images visual interpretation, as well as their
automatic classification. For this reason, it was resolved to let Landsat data
for free downloading on the Internet [6, 7]. Now, even the archive images
from the older Landsat missions 1-5 are accessible on the web-sites of
USGS Global Visualization Viewer [4] Earth Explorer [2].

The ETM+ sensor has 7 spectral bands, 6 of them with resolution of 30
m, and the seventh, thermal one, with resolution of 60 m. Apart from them,
ETM+ also has a panchromatic channel with spatial resolution of 15 m [3]
and time resolution of 16 days. The spatial resolution provides to identify
several degrees of fire impact on the Landsat images.

It is a good chance that there is an available cloudless Landsat scene
acquired during the fire on September 6, 2008. The bad luck is that it is cap-
tured by the damaged Landsat 7 sensor, ETM+. Nevertheless, the fire is
clearly visible on it. Using an RGB combination of the bands (3-2-1) in the
visible part of the spectrum provides to see the white smoke above the val-
ley of the Blagoevgradska Bistritsa River. Using the terminal channel as a
red one, the fifth, infrared channel as a green one, and the third, red chan-
nel as a blue one (RGB 6-5-3), a contrast pseudo-coloured image was ob-
tained, on which the smoke’s disguising effect was greatly reduced. Using
the thermal channel as a red one allows to see clearly the area (which is
shown in bright red) of the fire centers active at the time.

2.3. ASTER VNIR data

ASTER (Advanced Spaceborne Thermal Emission and Reflection Radi-
ometer) is an imaging instrument flying on Terra, a satellite launched in De-
cember 1999 as part of NASA's Earth Observing System (EOS). ASTER
provides high-resolution images of the Earth in 14 different bands of the
electromagnetic spectrum, ranging from visible to thermal infrared spectrum.
The ASTER instrument consists of three separate instrument subsystems.
Each subsystem operates in a different spectral region and has different
spatial resolution. ASTER's three subsystems are: the Visible and Near
Infrared (VNIR), the Shortwave Infrared (SWIR), and the Thermal Infrared
(TIR). The resolution of images ranges between 15 to 90 meters [1].

To assess the damages and map the burned area, a VNIR image from
ASTER with resolution of 15 m was used. It was acquired on October 24,
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2008. The change is identified through comparison with an older ASTER
scene captured on August 21, 2008. Both VNIR scenes were visualized in
RGB combination 3-2-1. On the pseudo coloured image, survived vegeta-
tion is shown in red and the fire-scar is grey. This spatial resolution allows
separating the areas with survived trees inside the fire-scar. They appear in
red color in the pseudo coloured image. If a very high resolution (VHR) im-
age of the fire-scar had not been found, this ASTER image would have
been the basic one.

2.4. VHR imagery — KOMPSAT-2 data

KOMPSAT-2 (KOrea Multi-Purpose SATellite-2) is a South Korean very-
high-resolution Earth-imaging satellite. It was launched on 28 July 2006.
The mean altitude of orbit is 685 km. The sensor has a single PAN spectral
band between 500 - 900 nm and 4 spectral bands between 450-900 nm.
PAN imaging and MS imaging operate simultaneously during mission op-
erations. The spatial resolution is similar to IKONOS — 1 m of panchromatic
band and 4 m of spectral bands [13].

The archive of KOMPSAT imagery has two scenes acquired after the
fire. The first one is taken on 6 November and the second on 11 November
2009. We preferred the second scene because the first one has thin snow
cover which could embarrass visual interpretation. Using software ENVI 4.6,
the following image processing steps were applied:

= Layer stacking of spectral bands.

= Pan-sharpening applying the Gram-Schmidt spectral model.

= Orthorectification using RPC file with GCP (7 points) and DEM with

30 m sell size is made.

For precise orthorectification, 7 points are not quite sufficient, but since
the area is mountainous only GCPs in the valleys were available. Because
of the low sun elevation, the north-western steep slopes were shaded and
some GCPs were not recognizable, which decreased additionally their
number.

In GIS environment, the fire-scar was delineated and the area was cal-
culated. The total burned plan area is 117.2 ha. The real surface area is
larger because the region is mountainous and part of the fire-scar occupies
a steep slope. To calculate the surface area, DEM with cell size of 30 m
was used. It is equal to 135.1 ha, i.e. by 13% larger than the plan area.
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Fig. 3: Fragment of KOMPSAT-2 image acquired on November 11, 2008, two
months after the fire. Burned areas are shown in dark grey. On the B&W image, on-
ly the upper fire-scar border is clearly visible. At the top center of the picture, the fire

0 750m
———

I 2 s 4 —5 6 7

Fig. 4: Burned area delineated on KOMPSAT-2 satellite image

1 forest; 2 grassland; 3 burned area; 4 ditch restricting fire spread;
5 paved road; 6 unpaved road; 7 ski lift
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The delineated burned area may differ to some extent from the real one.
Where the fire was low, the grass and the bushes were affected, but the
canopy remained intact. But it is mainly the tree heads that are pictured on
the image. The fact that there are large areas with intact forest is very com-
forting, giving rise to hope for relatively quick restoration of the forest land-
scape.

3.CONCLUSION

Thanks to the quick intervention of the employees of the Rila National
Park and the Fire Safety Service and especially, thanks to the use of dedi-
cated wild fire extinguishing aircraft, the fire’s propagation was restricted
and the setting to fire and burning of many trees on the fire-affected slope
was prevented. This conclusion is confirmed by the comparison of the ulti-
mate fire-affected area and the active fire centres, outlined by Landsat’s
thermal band on September 6. During the next days, the fire’s area ex-
panded insignificantly to the west, in the direction of the Kartalsko gully.

However, the fire was completely extinguished only after the weather’s
change in the middle of the September, as seen from climatic data. Ac-
counting for the fact that the damages caused by this fire were smaller than
those caused by the great fire of 2000 at the Malyovitsa hut, it may be as-
sumed that if they had used aircraft at the time, the sub-Alpine landscapes
would not have suffered such great damages.
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Structure of sectors and branches of agriculture
and livestock breeding in the rural areas of Bla-
goevgrad district
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Abstract: In the report is outlined the modern sector-sectoral struc-
ture of rural Blagoevgrad region, through analysis of some economic indica-
tors. There are strengths and weaknesses, identified are appropriate oppor-
tunities and potential threats to their development.

Keywords: structure of sectors and branches, rural areas

1.ANALYSIS OF THE ECONOMIC SECTORS AND BRANCHES IN
THE RURAL DISTRICTS

In order to determine the contemporary branch structure of the agri-
cultural economy, analysis has been made according to three indicators: di-
vision of the employment in the economic sectors and branches, number of
the economic subjects in the economic sectors and branches, and gross
production of the economic sectors and branches.

The division of the employment in the economic sectors in the studied
theory is 3.1 : 56.2 : 40.8. It differs from the average state of the employ-
ment in the country which is 26.7 : 26.5 : 46.9. Extremely low is the number
of those who take part in the primary sector — that indicator approximates
the one in the most developed countries in Europe. Here, however, it is not
a result of a modernly developed agricultural economy the way it is in those
countries. Here the hidden employment in that sector is very high and much
results from the way in which the land reform is being made. Indeed, it
granted land to almost every owner or their heirs but that lead to a great
fragmentation of the cultivable land.

The established model of the employment in the district is: main em-
ployment in the secondary or in the tertiary sector, while in the “free time” —
in the rural economy (the owners work mostly parts of their land, breed one
animal or a few birds). The production is being used for personal needs - a
small quantity of “everything” is being grown, which means there’s no spe-
cialization of the produce and no market orientation of the economy. The
landowner and the members of his family engage themselves in this activity
but this is being registered nowhere as employment, neither as income.
That is why the employment in the primary sector of the agricultural econo-
my is that low (according to personal investigation).
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The high share of employees in the secondary sector of the rural econ-
omy (twice above the average in the country) is being explained with:

- The lower employment in the primary sector;

- The structural changes of the industry in the district, which took
place with less damage than other places, due to the fact that
here have been no huge industrial giants.

- The change in the branch structure is not big — except for the
machine-building industry;

- This area has never been completely dependent on the agricul-
ture in the economical meaning (even the valley of Sandanski
and Petrich), coming from the fact that there have been work-
shops and small firms in many of the settlements on this territory.

The employment in the tertiary sector in the studied area is lower than
the average in the country. Even though the difference is not quite big, it
can be accepted that the development of the service sector here lags be-
hind compared with the rest of the country. The lower number of the em-
ployees in this sector has another explanation — the hidden unregistered ac-
tivity in the family firms. This structure of the employment is typical of almost
all rural regions in the area. Some exceptions though are determined.

The distribution of the economy subjects (firms) in sectors in the rural
regions of the studied territory shows the lowest share of the firms in the
primary economy sector and highest in the tertiary one in the area as much
as in all rural regions. The share of the firms in the primary sector is in be-
tween 1 % and 10 %. Even in Petrich and Sandanski, which have highest
producing potential and possibilities for developing in agriculture, the same
share is in between 1 % and 1.2 %. The development of the sector in the
new market conditions lags behind significantly compared with the others.
The reasons for that are complicated. The agricultural sector hasn’t yet
surmounted the crisis and if the land reform has finished, the structural
reform still goes on. The rural economies have no market orientation and
work to content personal needs. The landowners have no motivation (the
period of 2001 — 2004) to register as subjects of agricultural activity. For
many of them farming is an additional but not a general source of income,
most often by paying in kind (by products), which makes such registration
pointless. The limited share and fragmentariness of the cultivable land also
reduce the possibilities of developing modern rural economy.

The subjects in the secondary sector form 20 % — 25 % of the small
business establishments in the rural regions. This share is lower in Garmen
and Simitly. Garmen is undeveloped rural region with entirely peasant popu-
lation, more isolated in terms of geography and transportation, which ex-
plains the lower industrial development on its territory. The situation with
Simitly is different. Here is a solid specialization in the mining industry
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(coals), which lasted in the new market conditions, in spite of the reduced
production.

The distribution of the business subjects (firms) in the sectors of the
economy shows a sharp domination of the tertiary sector (62% - 86%) in all
the rural regions unexceptionally. It is widely known that to establish a firm
and start a business in the service sphere it is financially more favorable ra-
ther than in the manufacture industry. In a time of transition and establish-
ment of the private property, when the population still hasn’t accumulated
enough capital, but yet there are men willing of enterprise, and the banks,
however grant loans reluctantly, firms are being established namely in the
tertiary sector. Consequently, the economical conjuncture in the country de-
termines this direction of business development and the rural regions in the
studied territory make no difference. It is positive in terms of the tendencies
in the economical development of the European rural regions and the policy
of the EU for the growth of the tertiary sector and creating a large range of
services for their population. The largest is the number of firms in the field of
trade and repairs (G) 40 % - 50%, followed by hotels and restaurants (H). In
territorial aspect, the number of firms in both fields of economy sharply
stands out in the developed rural regions such as Petrich, Sandanski, Gotse
Delchev and Razlog. As for transport and communications (1), the territorial
concentrations of the firms is salient in Sandanski and Petrich (in number)
and in Simitly as a percentage because of the favorable transport and geo-
graphical lay. The division of the economic subjects in sectors proves an al-
ready started process of economical diversification in the rural regions.

Tab. 1 Sector and branch structure of the rural regions

Rural re- Branches and sectors of economy
gions
Bansko D — Manufacture industry

1
2. G - Trade, repairs, technical maintenance of automobiles,
personal goods and devices
H — Hotels and restaurants
. A, N — Primary sector; health and social activity

A - Primary sector

G — Trade, repairs, technical maintenance of automobiles,
personal goods and devices

H, N - Hotels and restaurants; health and social activity

3
4
Belitsa 1. D - Manufacture industry
2
3

Gotse D — Manufacture industry

Delchev . G —Trade, repairs, technical maintenance of automobiles,
personal goods and devices

3. H, F - Hotels and restaurants; building

4. A, 1, N - Primary sector; transport and communication; health
and social activity

N2 s

Garmen 1. D - Manufacture industry
G — Trade, repairs, technical maintenance of automobiles,
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personal goods and devices

A - Primary sector

H, I, N - Hotels and restaurants; transport and communica-
tion; health and social activity

Kresna

N —

D — Manufacture industry

G — Trade, repairs, technical maintenance of automobiles,
personal goods and devices

H, E, A - Hotels and restaurants; production and distribution
of electricity; primary sector

F - building

Petrich

N s

D — Manufacture industry

G — Trade, repairs, technical maintenance of automobiles,
personal goods and devices

H, | - Hotels and restaurants; transport and communication
N, F - Health and social activity; building

Razlog

WN 2w

»

D — Manufacture industry

F — Building

G - Trade, repairs, technical maintenance of automobiles,
personal goods and devices

[, N - Transport and communication; health and social activi-
ty

A - Primary sector

Sandanski

N =

D — Manufacture industry

G — Trade, repairs, technical maintenance of automobiles,
personal goods and devices

H - Hotels and restaurants

| - Transport and communication

N - Health and social activity

F - Building

Satovcha

N 2o ok w

D — Manufacture industry

G — Trade, repairs, technical maintenance of automobiles,
personal goods and devices

A - Primary sector

H, F - Hotels and restaurants; building

N - Health and social activity

Simitly

N = ok w

D — Manufacture industry

G — Trade, repairs, technical maintenance of automobiles,
personal goods and devices

H, I, A - Hotels and restaurants; transport and communica-
tion; primary sector

Strumyany

N —

D — Manufacture industry

G — Trade, repairs, technical maintenance of automobiles,
personal goods and devices

F — Building

H, N - Hotels and restaurants; health and social activity

A - Primary sector

Hadjidimo-

S|k w

D — Manufacture industry
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N

VO G — Trade, repairs, technical maintenance of automobiles,
personal goods and devices
H, F - Hotels and restaurants; building

N - Health and social activity; transport and communication

Yakoruda D — Manufacture industry

G — Trade, repairs, technical maintenance of automobiles,
personal goods and devices

A - Primary sector

H, N - Hotels and restaurants; health and social activity

N2

»w

The highest share of the gross production belongs to the manufacture
industry (D). This share varies from 50 % in the undeveloped rustic regions
like Belitsa and Garmen, to over 80 % in the more developed ones Bansko
and Gotse Delchev. The manufacture industry stands lower share in Razlog
because of the high percentage share of building and construction in the
same sector. Higher than the expected is the share of the manufacture in-
dustry in Satovcha and Hadjidimovo. The percentage of the building indus-
try in the gross production is low — 2% - 6% due to the fact that the huge
construction sites and commissions are being assigned to firms, registered
outside of the studied territory. Razlog is the only exception from this ten-
dency.

According to the share of the primary sector in the gross production of
the regions may be concluded the following tendencies: very low share
(0.5% - 3.2%) in half of the regions, which once again shows the lack of
market - orientated economic subjects, specialized in the growing and
breeding particular crops and stock; a lack of integration between agricul-
tural producers and firms from the light and food industry; in other rustic re-
gions this share is slightly higher (4.3% - 10.7%), which is a result from the
slower growth of the other branches and sectors of the economy (Garmen,
Satovcha, Yakoruda) or from more favorable conditions for agriculture (Pe-
trich); very high share of the primary sector in Belitsa, resulting from the fo-
restry enterprise (two boards) and firms dealing with lumbering due to the
limited possibilities for developing other fields of production.

2.SECTOR AND BRANCH STRUCTURE OF THE RURAL REGIONS.

The analysis of the sectors and branches made in the rural regions in
the studied area according to the three indicators showed their structure
(tab. 1). It is characterized by the following features:

- The manufacture industry is the leading one everywhere. The
share of manufacturing dominates in the gross production and
employment but lags behind in terms of economic subijects;

- Trade and repairs (G) is on second place in almost every rural
region (except for Razlog and Belitsa). It is the leading one ac-
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cording to percentage of economic subjects and in some regions
— according to gross production as well;

The primary sector is on third place in the undeveloped rustic re-
gions, which shows a stronger dependency of their economy on
it. In other rustic regions on third place is standing a branch of
the tertiary sector (most often hotels and restaurants (H);

In well developed rural regions and those with favorable geo-
graphical and transport allocation (Simitly, Hadjidimovo) the
fourth place takes a branch such as transport and communica-
tions (1);

The place of the building industry in the structure of the rural re-
gions is not that simple. In Razlog it takes second place, in Gotse
Delchev, Strumyany, Hadjidimovo — third place, in a few more ru-
ral regions it’s on fourth place. There are regions in the structure
of which it does not find place due to various reasons. In Bansko,
for example, firms which perform building and constructing activi-
ty are registered in settlements outside of the studied area and
that is why they are not part of the statistics here.

3.SWOT ANALYSIS OF THE RURAL REGIONS IN BLAGOEVGRAD

DISTRICT.

The analysis of the demographic resources, the structure of branches
and sectors of the economy, of agriculture, of small and medial business
and of the infrastructure of the rural regions in Blagoevgrad district allowed
to identify the strong and weak characteristics of there regions, along with
determining the favorable opportunities and potential obstacles for their de-

velopment.

Tab. 2 SWOT analysis of the rural regions in Blagoevgrad district

Strengths rating Opportunities rating |

- Favorable border bio- 9 - Development of external 9
graphical position; economical relationships with

- Transport objects of 9 | neighboring countries;
national and international - Use of the mineral water 7
importance; potential;

- Diversity of nature 10 - Good ecological characte- 8
conditions and resources; ristics on the territory;

- Considerable amount 8 - Improving the level of me- 10
of water resources (under- chanization in agriculture;
ground rivers, lakes, thermal - Improving the producing 8
springs); process of biological products;

- Good demographic po- 9 - Involving new technologies 8
tential in most of the rural in agriculture and development
regions; of multifunctional agriculture;

- Low level of unem- 9 - Improving the competitive

297



Faculty of Mathematics& Natural Science — FMNS 2009

ployment and increasing qualities of small and medial 8
share of employment; firms and agriculture;

- Low level of urbaniza- 7 - Speeding up of the eco-
tion; nomical diversification in the ru- 9

- Well developed eco- 8 | ral regions;
nomical sectors: manufac- - Development of regional
ture, building and services; fields in manufacture industry 8

- Establishment of con- 9 | (foods and drinks), textile fabrics
siderably developed sector and clothing, agriculture, tour-
of small and medial firms; ism, transport;

- Usage of the hydro- 9 - Development of telecom-
energetic resources on the munications and making the 8
territory; access to information easier;

- Considerable expe- 8 - Establishment and devel-
rience and tradition in some opment of free economic zone in 8
of the agriculture industries; tourism;

- Produce of new for he 7 - Rehabilitation and moder-
territory crops breeding of nizing of the technical infrastruc- 7
untraditional animals; ture;

- Development of di- 9 - Investments in human re-
verse forms of tourism (eco- sources for professional educa- 8
logical, rural, cultural, spa- tion improving the level of quali-
tourism) fication during lifetime;

- Basic net of technical 8 - Wider access to the EU
infrastructure — roads, water markets for more of the Bulga- 5
supply, communications, rian producers;
garbage disposal, distribu- - Closer connections be-
tion of electricity; tween the local business and the 6

- Settlements with good 6 | professional schools;
housing capacity; - Increasing the level of at-

- Preserved rural com- 9 | tractiveness of rural regions not 10
munities along with their life- only for rest and recuperation
style, folklore, traditions, efc; but for living as well.

- Rich cultural and his- 10
torical heritage (museums,
monuments of culture, fol-
klore, architectural sights,
festivals, etc.)

Total rating 141 Total rating 127

Weaknesses rating Threats rating |

- Significant fragmenta- 9 - Widening range of the de- 10
riness of the sources of agri- population process;
cultural products and cultiv- - Increasing level of illiteracy 6
able land; among the population, especially

- Insufficient specializa- 10 | the roma population;
tion and market orientation - Too slight interest for co- 8

of most of the farms;

operation between farmers;
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- Small share of cultiva-
ble land;

- Small share of firms in
agriculture;

- Insufficient share of in-
vestments in the economy;

- Domination of micro—
firms in services;

- High share of munici-
pal class roads and lower
share of the state road net;

- Not fully built or old in-
frastructural systems: water-
supply and canalization, il-
legal dung-hills;

- Deteriorating condition
of social infrastructure (dila-
pidating buildings of health
cares and schools, abolish-
ment of schools)

- Low percentage of
population with high degrees
of education;

- Delay of the technological
progress and innovations in the
economy;

- Limited number of market
orientated farms;

- Increase in the percentage
of uncultivable land;

- Loss of the competitive
advantages due to high cost of
labor and land along with in-
crease of the prime cost of agri-
cultural production;

- Low level of integration be-
tween the farming producers and
manufacture firms;

- Growing of the internal dif-
ferences in the regions on the
territory.

10

Total rating

76

Total rating

72

This SWOT analysis provides information to distinguish two strategies
for development of the rural regions in Blagoevgrad district. At first, the main
one should be the recovering strategy due to the predominant relation be-
tween strong characteristics and obstacles. When putting it into practice,
most of the efforts should be towards stopping the influence of external
negative factors and taking advantage from usefull internal features. The
second stage, due to the good combination between strong characteristics
and opportunities, would be concentrating on developing the aggressive
strategy which would work for efficient and stable usage of the unique local

conditions and resources.
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Process of economical diversification of rural
areas
Emilia Patarchanova
SWU ” Neofit Rilski ”, Blagoevgrad, Bulgaria

Abstract: The, defined as a model o contemporary development of
rural regions. It is defined by the term diversification and reveals itself in the
increasing diversity of economical activities in the secondary and thirdly sec-
tors of rural economics. Creation of stable sectors, presented by diverse
production activities mark the contemporary socio-economic development of
these territories.Present is the place of economical diversification in the poli-
tics for development of rural areas in EU and Bulgaria.

It is analyzing in process of economical diversification in chosen rural
areas from the country. In this base is created example model for diversifica-
tion of rural economic, according to specialties of specific area.

Keywords: economical diversification, rural areas

1.MEANING AND BEGINING OF THE PROCESS OF ECONOMIC

DIVERSIFICATION IN RURAL REGIONS.

Researchers of European rural regions identify two models in the de-
velopment of these territories. The first model is related to a policy of subsi-
dizing rural production, the main aim being a growth in its quantity and qual-
ity. Investments have been used mainly for the opening of branch
companies, moving of firms to rural regions and development of their infra-
structure. Some services are also moved from urban to rural regions. As
these investments are made from other regions or from abroad this model of
development is called exogenic. The second (endogenic) model of develop-
ment combines rural employment with employment in other spheres — tour-
ism, services, agrobusiness, etc.; it introduces forms of local development,
which are less dependent on external funds; it is characterized by a high
concentration of specialized small and middle-sized companies. Develop-
ment of rural regions is focused on the encouragement of local enterprises,
increase of the local potential, local initiatives and economical diversification.

The contemporary socio-economic tendencies in rural regions develop-
ment in EU indicate of the 90°s are:

» Increase of their population with a higher tempo than that of the urban
regions;

» Agriculture is an important branch in rural economics, but the weight
and importance of non-agricultural activities rise, i.e. a process of economi-
cal diversification is carried out;
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» Differences in the branch structure of employment between rural and
urban regions in European countries are going to decrease;

» A new model of employment emerges, which is shown in the decrease
of agricultural employment and increase of servicing employment;

The strong points of rural regions (proximity to nature, quality of living
environment, etc.) make them capable of attracting investments and labour
power.

The undevelopement of agriculture in an economical sense and ac-
cording to the number of people employed was identified as a basic ten-
dency in rural regions development. Meanwhile another tendency develops,
defined as a model of contemporary development of rural regions. It is de-
fined by the term diversification and reveals itself in the increasing diversity
of economical activities in the secondary and thirdly sectors of rural econom-
ics. Creation of stable sectors, presented by diverse production activities
mark the contemporary socio-economic development of these territories. Di-
versification is identified by the growth of employment in industry and the
servicing sector, which compensate for the decrease of employment in agri-
culture. The bigger part of rural regions, which have chosen this way of de-
velopment have registered an increase of their population.

Therefore old conditions are related to traditional development of the ag-
ricultural sector, rural experience of farmers and industrial workers. New
conditions concern vital values as rural idyllic, natural quality, returning to
land and a cheaper way of life, which the “newly come” identify with rural re-
gions. Wishes and expectations of new-comers challenge the rural regions
themselves. In these conditions, development of rural regions depends on
complicated economical, social and political processes. In all these rural re-
gions, however, a transformation takes place, during which monofunctional
enterprises are displaced by new polyfunctional enterprises. They produce
and deliver new products and services as protection of local natural land
shafts, creation of new high-quality regionally specific products, develop rural
tourism and organic farming, reclaim renewable natural resources and aim to
develop themselves at new markets. That way a diversification of rural econ-
omy is achieved.

2.ECONOMIC DIVERSIFICATION IN THE EU’S POLICY FOR THE
DEVELOPMENT OF RURAL REGIONS.

The idea for economic diversification of rural areas is also part of a terri-
torial approach, used in the defining of rural areas.

The territorial approach.

The territorial approach rejects the strong interaction between rural re-
gions and agriculture and focuses on economic diversification of rural re-
gions. According to territorial approach space is divided to territorial units, in
which economical activities take place. Every unit includes agricultural, in-
dustrial and servicing activities and consists of one or more centers and
open space (Saraceno, 1994).
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Stimulation of the process of economic diversification can be traced
back to the EU transition program period (2000-2006). In the Council Regu-
lation of the Union, one of the main aims of the second base of this policy for
the development of rural areas is ,Development of secondary and alternative
activities, which must secure a workplace, aiming to slow the process of de-
population and strengthening the economic and social situation in these re-
gions” (Council Regulation of the EU 1257/1999).

This is followed by a reformation in the CAP in which it's main objectives
are defined: increasing the competetive qualities of agriculture through re-
structuring; development of landscaping and natural surroundigs through
management of natural resources; raising the standard of life in rural regions
and encouraging the diversification of economic activites via actions carried
out in farms and other economic subjects in rural regions.

The relative weight of every one of the groups in the planned European
Agricultural Guidance and Guarantee Fund (EAGGF) agenda for the period
of 2000-2006 (EU-15) is 38% for ,competetive quality”, 52% for the ,natural
surroundigs” and 10% for the precautions aimed at diversifying economic ac-
tivities in rural areas.

In addition to the rural area development policy the LEADER+ initiative
has been active through the community. The areas, on which the program
will concentrate are alternative agriculture, rural tourism, ecological protec-
tion, culture and renovation of villages, small business initiatives within and
outside food production and reinstatement of technical and social infrastruc-
ture in rural settlements. The initiative is financed by EAGGF.

During the current program period (2007-2013) the EU has allowed an
independent policy on developing rural areas (IPDRA). One of the three
main objectives is the development of economic diversification:

1. Increasing the competition in the agricultural and forest sector
through funding restructuring (minimum 15% of the country’s budget, se-
lected for rural development).

2. Improvement of natural and rural surroundings through financing
land management (minimum 25% of the budget).

3. Diversification of rural economy and life-standard improvement
(minimum 15% of the budget).

An independent european agricultural fund has been established for the
development of rural areas. This way all funds, allocated for these regions
are accumulated in the newly formed fund and are not part of structural fund-
ing.

Following the agenda for stable development, CAP and IPDRA work to-
gether in order to reach economic, social and ecological solutions in rural re-
gions. They help with the successful integration of rural areas and diversifi-
cation of their economy. They aid to the solving of problems such as the
stable management of natural resources, achieving economical and social
unification in these regions, diminishing differences between them, and sus-
taining equality in their development capabilities.
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3.DEFINING (CALCULATING) ECONOMIC DIVERSIFICATION
(ED).

Usually you use the number of employees in the three sectors of the
economy, quantity of production in the gross produce, division of economic
subjects in the economic sectors.

Our proposition is to add another indicator, called index of undertaking
activity of the population.

Calculating the undertaking activity can be reached through this equa-
tion:
F
(1) Ka=——1000 ,
P

whereas: K ,— coeficient of undertaking activity;

F — number of small and medium-sized businesses in the ru-
ral region;
P — number of economically active population.

In choosing an indicator we have tried to achieve the following: To have
available data via the LAU-I, to simplify its use in the analysis of rural re-
gions, development of small and medium-sized businesses as one of the
mechanisms defined for the acomplishment of integrated development of ru-
ral regions; creating a signified sector in the small and medium-sized busi-
nesses is a key factor in defining it as a market economy; small and me-
dium-sized businesses are very useful for the rural regions, because they
have proven their advantages — flexibility in terms of quantity and quality,
quick assimilation of new productions, they also achieve economic diversifi-
cation.

The small and medium-sized businesses analysis, conducted in the rural
areas of the Blagoevgrad region shows, that the dispersion of small and
middle-sized businesses depends on the size of the rural area, defined by
the index of economically active population. The corellation coefficient be-
tween the small and medium-sized businesses and the economically active
population in rural regions is 0.961. It is close to 1 hence the dependency is
strong and proportional. The correlation analysis states, that if the economi-
cally active population increases, the number of small and medium-sized
businesses is raised as well. The capable active workforce tends to affect
the creation of small and medium-sized businesses in a positive way. The
determinative coefficient between the small and medium-sized businesses
number and the economically active population is 92%, which shows, that
the economically active population is a major factor in increasing the number
of small and medium-sized businesses. We therefore have a reason to think
that the indicator is adequate.

The key reasons to use this indicator are:
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- stimulation of endogenic development of rural areas based on local re-
sources. The population is well acquainted with these resources, and it itself
is a very important resource;

- New aims in the IPDRA, connected with the LEADER+ initiative, which
after 2007 has become one of the main stalwarts of this policy. The goal is to
stimulate the active population towards strategic planning and realization of
local development, and making important decisions concerning the areas in
which they work and live;

- The newly formed businesses are always connected with activity reali-
zation which is a product of an important decision. In reaching such a deci-
sion people are strongly motivated to succeed in its realization. They often
have the necessary education, qualification and experience in the business
(personal enquiry);

- The successful realization of a single decision (to start a business) can
also have a multiplying effect (new workplaces, manufacturing or new ser-
vices, new taxes in the municipality, stimulated development of other busi-
nesses etc.). The uses in developing initiatives of this sort are connected
straight to the undertaker, but also affect the settlement in which the busi-
ness is situated.

4. REALIZATION POSSIBILITIES FOR BULGARIAN RURAL
AREAS (BASED ON RURAL AREAS IN THE BLAGOEVGRAD
DISTRICT (TAB.1).

The conducted research of rural areas’ economic sector structure have
shown, that there is a process of economic diversification underway in the
Blagoevgrad municipal area (Patarchanova, 2007). There rural areas, unlike
most others in this country (Agricultural report, 2001) are not entirely eco-
nomically dependant on agriculture (tab. 2). In the current definitive structure
the manufacturing industry is dominant as well as a few branches of the third
economic sector (Patarchanova, 2007).
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Tab. 1 Model for the economic diversification of rural areas

Economic diversification of rural areas:
1. Production of food; 6. Absorption of renewable natural
resources;
2. Reinstating local jobs; 7. Production of biological products;
3. Infrastructural develop- 8. Production of specific regional
ment; products;
4. Activies meant for preserv- 9. Development of small and me-
ing natural resources; dium-sized businesses in commersial
service,;
5. Development of rural, agri- 10. Guarantee for raw materials for
cultural and ecological tourism; the industry;

Tab. 2 Agriculture firms in Blagoevgrad district performing non-agricultural ac-
tivities

Type of activity Number of firms Percentage of firms
in the South-eastern re-
gion

Mechanized services 942 51.8

Manufacture of agri- 1298 47.7

culture products

Manufacture of wood 22 68.8

Rural tourism 34 60

Crafts 17 70.3

Fishing and aquatic 34 12.3

cultivating

Producing of electrici- 4 33.3

ty
Other activities 179 33

Source: agritultural firms count in Bulgaria in 2003. MSG, Agrostatistics,
2005 and independent calculations.

1. Development of small and medial business.

The correlation analysis of small and medial firms has shown that the
establishment of stable sector of small and medial business can’t be made
without investment in human resources. The policy for development of hu-
man resources in the rural regions should be directed towards:

- Development of consulting services in the rural regions.

- Creating closer connections between the professional schools in the
rural regions and the local business.

- Encouragement of the enterprising thought and skills through educa-
tion, establishment of better law and administrative environment for starting
business, providing administrative services through internet, consolidation of
the technological capacity of small firms; improvement of the access to fi-
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nancial services are important premises for encouraging the people in their
ambition to start a business of their own.

To provide possibilities for development of small and medial firms in the
rural regions is required also:

0 Registration of the firms in the regions where their activity takes
place.

0 The creating of strategies for development of small and medial firms
should be coordinated with the characteristics and specific needs of the par-
ticular rural region. They should reflect the views of the locals for the future
of the region.

o Capitalizing of the border geographical position of the rural regions.
The establishment of free trading zones, common labor markets, realization
of investments in the economic activities and infrastructure can stabilize the
economical and demographical situation of a significant number of villages.

In the process of economical diversification the manufacture industry is
leading. It dominates over the other sectors and branches in terms of gross
production and employment and in some rural regions also in terms of eco-
nomical subjects. Firms in the rural regions are of rather local and rarely re-
gional importance. Many of them before and after the economical reform are
small departments and micro-firms in the sphere of manufacture and food
industry.
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Hydrological specific of Pirin Mountain
Nelly Hristova

Sofia, Bulgaria

Abstract: There are some likeness and differences of river regime in Pi-
rin Mountain with other high mountains in Bulgaria (especially Rila Moun-
tain). The likenesses include periods with high water and low water. The dif-
ferences are finned in the maximum and minimum of flow..

Keywords: river regime, high water, low water, maximum of flow, mini-
mum of flow

1. INTRODUCTION

Hydrological point of view of Pirin Mountain shows two differences with
other mountains. The first is the hydrographic structure. The river network is
very close-meshed. It includes rivers, which flow away in contrary direction
and which are elements of two main rivers in Bulgaria — Struma River and
Mesta River. The second special feature is the flow regime — with two pe-
riods of high water and two periods of low water.

2.RESULTS, DISCUSSIONS, CONCLUSIONS

2.1. Classification of rivers.

The river network is asymmetric — the tributaries of Struma River are
longer and bigger by surface area then tributaries of Mesta River (Table 1).
The most rivers with flow to Mesta are small by length (between 10 and 20
km) and watershed (from 20 till 100 km). Only two rivers are middle by this
index — Belishka River and Matnitsa River. Exception is Breznishka reka,
which is small by length and middle by watershed. The tributaries of Struma
River — Vlahina reka and Sandanska Bistritsa are middle, Melnishka reka —
small, Pirinska Bistritsa — middle big by this classification (Sarafska, 2000).
The reason for this difference is that southwestern, western and northern
slopes are longer then northwest and eastern slopes. So, Pirin Mountain is
local center of divergence. It's interesting that there haven't a lot of excep-
tions, which are typical for karst region. Only Melnishka reka doesn’t give
good correlation with other rivers (Figure 1). This river hasn’t constantly flow
in its river bad. The coefficient D = InF/InL (where F is area of watershed, L is
length of the river) is between 1,13 (Bezbozka reka) and 1,57 (Belishka re-
ka). It proves that rivers run on steep slopes.
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Tab. 1: Rivers of Pirin Mountain

River L F ) Classification
(km) | (km®) "By jength | By watershed
Belishka reka 22.6 134.4 middle middle
Votrachka 17.8 68.2 small small
Bela reka 18.9 80.7 small small
Jazo 5.2 5.8 very small | very small
Iztok 16.5 41.0 small small
Glazne 24.6 118.9 middle middle
Demijanitsa 13.4 36.9 small small
© Razdavitsa 12.0 21.0 small small
+» | Dobrinishka 20.8 57.0 small small
2 [Bezbozka 16.0 | 23.2 small small
Retidze 19.0 44 4 small small
Lakenska 13.9 25.2 small small
Kmenitsa 17.4 314 small small
Kostena 15.7 25.2 small small
Breznishka (Tufcha) 26.6 122.8 small middle
Kornishka 14.4 53.5 small small
Nevrokopska 18.5 53.9 small small
Matnitsa 31.0 145.8 middle middle
Djavolska reka 26.9 133.2 middle middle
© Vlahinska-Vlahi 27.0 108.0 middle middle
= Sandanska Bistritsa 33.0 139.0 middle middle
2 | Melnishka 30.0 97.0 small small
®  [Pirinska Bistritsa 53.0 507 middle big | middle big
F, km?
600
500 + d
400
300 +
200
100 - . et |° o
0 . e de ‘. :
0 10 20 30 40 50 60 L, km

Fig. 1: Classification of rivers by length and area

2.2. Flow regime
The river’s regime was calculated on monthly flow. There are ten gauges
for Pirin Mountain, which have got good dates for calculate (Table 2). The
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other gauges had functioned for some year (two or three) and that's why
they didn’t include in this investigate.

Tab. 2: Stream-gauging in Pirin Mountain

River F H Period
(km*) | (m)

years n
Belishka reka - Belitsa 63.0 1791 1948/49-1982/83 35
Votrachka - Belitsa 68 1490 1951/52-1982/83 32
Bela reka - Razlog 71,4 1367 1957/58-1982/83 26
Demijanitsa-Bansko 35,7 1953/54-1982/83 30
Iztok - Razlog 55,4 1388 1959/60-1966/67 8
Iztok - Banja 61,0 1968/69-1982/83 15
Breznishka - Breznitsa 39,48 | 1597 1958/59-1982/83 25
Vlahinska - Vlahi 91,6 1838 1959/60-1982/83 25
Sandanska Bistritsa - Liljanovo | 116,6 | 1838 1950/51-1982/83 33
Pirinska Bistritsa - Spanchevo | 131,9 | 1527 1951/52-1982/83 32

The hydrological year in Bulgaria begins in November. What about for
hydrological year in Pirin? All rivers finish water balance in September (Table
3). It is reason to tell that hydrological year in Pirin begins in October. It's
very important for analysis of water regime. The comparison between hydro-
graphs proves that (Figure 2).

The hydrographs of river flow show that

All rivers have high water from April till June or just three months (Table 3,
Figure 3).The exceptions are Iztok River-Razlog and Demjanitsa River-
Bansko. Iztok River-Razlog is under anthropogenic impact. The watershed of
Demjanitsa is more then 2000 meters above sea-level and that's why high-
water is only two months. The volume of runoff in period with high-water is
between 44,9 % (Retige River) and 60,9 % (Belishka reka).

There is a second period with rising flow in Pirin Mountain. It begins in
October and includes three (Sandanska Bistritsa River) — five (Vlahinska re-
ka) months. The runoff during in this period is lower then annual flow. It al-
most the same flow of summer law-water. The second raising of runoff for
tributaries of Mesta River begins in October and continues till December (for
Bjala reka and Demjanitsa Rive) or till January (for Belishka reka and Vo-
trachka reka) (Figure 3). It’s longer for tributaries of Struma River, especially
for Vlahinska River and Pirinska Bistritsa River (Figure 4). During winter
high-water appear the second monthly maximum of flow, but it shows up for
Votrachka reka, Demjanitsa River and Sandanska Bistritsa River.

The period of law-water begins July and finish September. Then appear
the first minimum of flow, which is in September for all rivers. Exceptions are
Bela reka and Demijanitsa River (Table 3, Figure 3 and 4). The second pe-
riod with law-water is very short — one month (February) or two months (Feb-
ruary — March). It is three months (January — March) for Demjanitsa River

309




Faculty of Mathematics& Natural Science — FMNS 2009

and Bjala reka. In February appears the first monthly minimum of runoff for
these rivers (Table 3, Figure 3 and 4).

Tab. 3: Monthly distribution (%) of river flow in Pirin Mountain

River months
XETXU] 1 [ 0 T m V]V v vii[vin] x| X
Belishka
reka- 51|53 |47 |33|42[132|203|184|6,8 |30/ 28|39
Belitsa
Votrachka-
: 50|57 | 45|42 |64 |164| 28 [155| 60 | 26 | 2.3 | 3.4
Belitsa
Iztok- 83 (102| 85|85 |105| 73|91 |115| 84 |59|57 |60
Razlog
Iztok-Banja | 51 | 5,8 | 6,2 | 7 | 95 |12,0|19,0|13,7| 6,4 | 3.6 | 43 | 7.0
Belareka- | 4 g | 35| 04 | 17|17 |49 [247(293|133| 57 | 3.8 | 4.1
Razlog
Dem-
janitsa- 63|34 |26 |22|24|73|268(261]|99|44]|39]47
Bansko
Breznishka | vy | 67 | 71 | 65| 65 |103|218|168| 83 | 37 | 28| 35
-Breznitsa
x::mnska- 7117577756693 |225(171|52 |24 | 25 | 46
Sandanska
Bistritsa- | 6,7 | 49 | 46 | 44 | 49 | 79 [220(209| 92 | 55 | 43 | 47
Liljanovo
Pirinska
Bistritsa- | 6,1 | 6.2 | 59 | 62 | 7,3 |12.8185[172| 841 | 53 | 47 | 5.1
Spanchevo
% Belishka reka - Belitsa % Belishka reka-Belitsa
35 35
30 30 1+
25 W 25 + \
20 20
15 / 15 /
10 /’l: 10 1
* T hesn e PIITererdy |
XX |l ] m N Vv VI VIV X X X XXl mm v Vv VIVIEVIE X

Fig. 2: Comparison between hydrographs of Belishka reka-Belitsa for different be-
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Fig. 3: Flow regime of the rivers from Mesta River network
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Fig. 4: Flow regime of the rivers from Mesta river network

The hydrological specific of Pirin Mountain is determined by climate,
lakes and karst. There is big deference between alpines zones and lower
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courses of river in the watersheds by these futures. Glazne River (flowing
under this name after the spot where Banderishka and Demjanitsa River
merge their waters), Retize River and Vlahinska River start at the lakes. Bela
Reka and Iztok collect the greater part of the underground waters of the karst
ridge. All rivers gather their waters from snow in the alpine zones and from
precipitations in lower part of watershed. That's\s why their regime is similar
and different in the same time.
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Abstract: The paper proposes an approach for a complex assessment of
the geo-ecological risk of a certain geographic region on the basis of quan-
titative and qualitative datum about the potential natural disasters. A fuzzy
logic model is designed. The type of the threats, consequences and interde-
pendencies between infrastructure objects are taken into account. The geo-
graphic region is considered as a complex system of interconnected and mu-
tually influencing elements. The expected damages are directly and/or
indirectly connected with life quality deterioration.

Keywords: Risk, Geo-ecological risk, Damages, Threats, Vulnerabilities,
Natural disasters

INTRODUCTION

The analysis and assessment of the geo-ecological risk from natural
disasters in a particular geographic region could bring to the avoiding or
reduction of the consequences from the negative impact of different threat
types [2].

The risk is an expected damage from the occurrence of a particular
dangerous phenomenon (event or process) due to its intensity, time and
place, as well as in correspondence with the vulnerability level of that place
[1].

The geo-ecological risk for a given geographic region is bound to the
possibility of oversetting its normal condition (damage, annihilation, disrupted
functioning, capacity reduction, etc.) due to the occurrence of critical natural
disasters.

In this paper, the complex assessment of the geo-ecological risk is taken
as an integral measure for the level of negative impact of the natural
disasters over the geographic region. Because of that the assessment of the
geo-ecological risk is presented as a functional relationship between
‘Damages” and “Probability”.

The damages, that are related to the geo-ecological risk, depend on the
vulnerability level of the geographic region and the threat strength,
predetermined by the intensity of the natural disaster, i.e.
Damages=F(Vulnerability, Threat).
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The vulnerability reflects the natural capacity of the given geographic
region to withstand any natural disaster.

The threat reflects the potential danger for a possible occurrence of a
natural disaster with a given intensity.

The threat occurrence probability takes into account the occurrence
frequency of a given natural disaster for a fixed time period in the
investigated threat geographic region.

In the risk assessment, the consequences from the threats are subjected
to a preliminary quantitative and/or qualitative assessment. It is assumed
that there is information for the threat frequency (probability) and intensity, as
well as for the strength of the damages.

It is necessary to emphasize, that the geo-ecological risk assessment of
the geographic region is done under subjective and uncertain conditions.
This justifies the usefulness of applied intelligent assessment methods with
fuzzy logic [3].

The purpose of the paper is to propose an approach for a complex
assessment for a geo-ecological risk of a certain geographic region on the
basis of quantitative and qualitative information for potential natural
disasters. The approach is based on fuzzy logic, by which the subjectivity in
the expert knowledge and indefiniteness of quantitative data.

A FUZZY LOGIC APPROACH FOR A COMPLEX ASSESSMENT OF
THE GEO-ECOLOGICAL RISK

The proposed approach for a complex assessment of the geo-ecological
risk in a given geographic region comprises several stages.

Vulnerability Determination of the Geographic region

Vulnerability determination of a given geographic region is performed. It
is assumed that the vulnerability depends on the peculiarities of the geo-
graphic region that in the greatest extend influence the damages from a
natural disaster.

Most frequently the following geographic peculiarities are analyzed: geo-
logical structures, rock and soil moisture, level of underground waters, land-
slides, mud-rock flows, swamps, deforest, etc.

Threat Definition for a Geographic region

Threat (dangers) definition for the given geographic region is performed,
that are related with damages with determined intensity. The natural disas-
ters directly affect the condition of the natural environment.

The most common natural disasters over the territory of our country are
presented in the following table.

| N | Disaster | Basic criteria | Striking factor and conse-
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| quences

Geological processes

1 | Earthquakes

Force or intensity —
up to Magnitude 12

Soil dislocation, cracks,
landslides, fires, destruc-
tions, human casualties

2 Landslides, land-

Mass, speed of flow

Masses of rocks, material

slips losses
3 | Mud-rock flows Mass, speed of flow | Mud-rock flow, material
(seli) losses

Hydrological processes and phenomena

and low humidity

1 Floods Increase river levels | Flooded riverside areas,
material losses, human
casualties

2 | Dry spells High temperatures Agricultural damages, de-

creased soil fertility, fires

3 | Snow flows and
glaciations

Over 20 mm rainfall
for 12 hours

Snowdrifts — complications
in the road

Meteorological processes and phenomena

1 Strong wind Speed over 15m/s Material losses
2 | Tornado phenom- Speed over 30m/s Material losses
ena
3 | Dust storms High temperatures, | Agricultural damages, de-
low humidity, dust creased soil fertility, fires
4 | Hailstorms Size of ice grains, Agricultural damages
intensity
5 | Wet snow Amount and mois- Damages over forests,
ture content of fruit gardens, electro con-
snow ductive network
6 | Fog Horizontal vision - Transport, air purity
below 500 m
7 | Silver thaw Intensity Transport, Agriculture
Fires Temperature Thermal impacts, material

losses, biosphere and soil
damages

Criteria exist for each natural disaster type, with which the
damage intensity is determined, that is used for characterization of the ex-
pected threat.

Most frequently the strength of the natural disasters is classified as a
Small, Medium, Large and Catastrophic intensity.

Damage assessment for a geographic region from a natural dis-
aster
A damage assessment for the analyzed geographic region with a
determined vulnerability level is performed when a natural disaster with a dif-
ferent intensity occurs.
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The Dy, Dy, D3 and D, variables are introduced, which describe the

potential damages when a natural disaster occurs, correspondingly with a
small, medium, large and catastrophic intensity.
It is assumed that the values of the variables D;, i=1...,4 vary

from zero to ten in order to achieve an uniformity and comparability
between the expert assessments of the potential damages due to different
natural disasters.

Probability calculation for the natural disaster occurrence with a

defined intensity

The probability calculation for a natural disaster occurrence with a given
intensity is performed.

The accumulated quantitative information (a priori and a posteriori) and
expert knowledge for threat types with different intensity is used.

It is proposed the probability assessments to reflect the possibility for the
occurrence of different natural disasters within one year period.

The P, Py, P; and P, variables are introduced which represent the

occurrence probability for a given natural disaster, correspondingly with a
small, medium, large and catastrophic intensity.

Determined assessment of the geo-ecological risk

A variable GER is introduced which represents a complex assessment
of the geo-ecological risk of the observed geographic region from natural
disasters with different intensities.

The determined complex assessment of the geo-ecological risk, GER, is
calculated as follows:

(1) GER = P1D1 + P2.D2 + P3.D3 + P4.D4

It is important to emphasize that the calculation of the geo-ecological risk
for a given geographic region is performed in the conditions of subjectivity
and incomplete definiteness.

The assessment of the potential damages, D; as result of the occur-

rence of a certain natural disaster is based on an incomplete quantitative in-
formation and subjective knowledge of the experts regarding the region vul-
nerability and the intensity of the observed threat.

The intensity assessments themselves for a certain natural disaster are
also represented with linguistic variables (Small, Medium, Large and Catas-
trophic intensity), which are by themselves qualitative, rather than quantita-
tive variables.

The indicated peculiarities for the assessment of the geo-ecological risk
quite naturally lead to the idea for the inclusion of the fuzzy logic approach,
which accounts for the subjectivity and indeterminateness.
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Fuzzy logic assessment of the geo-ecological risk

The idea is to develop a fuzzy logic model that describes quite well the
subjectivity in the assessments of different experts regarding the size of the
potential damages for a geographic region with a various intensity of the
natural disaster.

In fact the proposed fuzzy model should be taken as a complex assess-
ment for the level of the geo-ecological risk from natural disasters in a given
geographic region.

In the current paper the fuzzy logic model is established on the basis of
a determined functional dependency (1), in which the potential damages of

D;, i=1...4 and the complex assessment of the geo-ecological risk GER

are defined as linguistic variables.
Five values for the linguistic variables D;, i =1,...,4 are introduced to re-

flect five levels for each of the four types of damages.

The proposed five levels of damages are set with five fuzzy subsets, cor-
respondingly: Very small, Small, Medium, Large and Very large.

All linguistic variables vary in the [0, 10] interval and they are set with a
trapezoid member functions (see Figure).

A node point vector a =(ay,a0,a3,a4,a5,) is introduced, which in the
particular case has the following form: « = (1,3,5,7,9).

Each D;, i=1,...4 variable has a corresponding membership function
Hij j=1,...,5 to the five fuzzy subsets.

The membership function ;i are defined with the following formulae:

0,0<D; <15

1,0<D; <15 10(D; —2.5),1.5<D; <2.5

b1 =410(2.5-D;),1.5<D; <2.5; bip = 1,25<D; <35  ;

0, 2.5<D; <10 10(4.5-D;),3.5<D; <4.5
0,45<D; <10
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0,0<D; <3.5

10(D; -3.5),3.5<D; <4.5

(2) Mi3 = 1, 45<D; <55 ;

10(6.5-D;),5.5<D; <6.5
0,6.5<D; <1

0,0<D; <55

10(D; -5.5),5.5<D; <6.5 0,0<D; <7.5

lig = 1,65<D; <75 ; bis =110(D; -7.5),7.5<D; <8.5

10(8.5-D;),7.5<D; <8.5 1, 85<D; <1
0,85<D; <1

For the linguistic variable — complex assessment of the geo-ecological
risk GER, five levels are introduced too, as shown in the following Table

GER intervals Levels of the geo-ecological risk
8<GER<10 “Very large geo-ecological risk’.
6<GER<8 “Large geo-ecological risk’
4<GER<6 “‘Medium geo-ecological risk’
2<GER<4 “Small geo-ecological risk”
0<GER<?2 “Very small geo-ecological risk’

The complex assessment of the geo-ecological risk on the basis of the
proposed fuzzy logic model is calculated as follows:

4 5
(3) GER=)P> ajj.
i=1  j=1

The obtained value for GER shows the level of the geo-ecological risk in
the observed geographic region.

CONCLUSIONS

The proposed fuzzy logic model produces a complex assessment for the
geo-ecological risk that is comparative to the corresponding summary as-
sessment of the experts (geologists, hydrologists, meteorologists, financiers,
ecologists, etc.).
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Treatment of Hazardous Wastes from the Town of
Kyustendil Emergency Department and Its
Branches
Stefka Cekova, Lidia Sakelarieva, Maria Stoyanova

South-West University, Faculty of Mathematics and Natural Sciences,
Department of Geography, Ecology and Environmental Protection, 66 Ivan
Mihailov Str., 2700 Blagoevgrad, Bulgaria

Abstract: Technical guidelines on the environmentally sound manage-
ment of biomedical and healthcare wastes were adopted at the sixth meeting
of the Conference of the parties to the Basel Convention on the Control of
Transboundary Movements of Hazardous Wastes and their Disposal held in
December 2002. As a country accepted the Basel Convention the Republic
of Bulgaria has adapted the Technical guidelines for the local conditions.
Technical guidelines on the management of installations for healthcare
wastes were adopted in 2003. Consistent implementation of the measures
set in the Guidelines and in the National waste management programmme
has started since then.

An example of the treatment of hazardous waste from the Emergency
department in the town of Kyustendil and its six branches located in the dis-
trict of Kyustendil has been considered in the report.

Kewords: biomedical and healthcare wastes, treatment of hazardous
wastes, Emergency department, district of Kyustendil.

1. INTRODUCTION

The safety management of biomedical and healthcare wastes has been
one of the problems which have to be sold by the Bulgarian legislation. The
National waste management programmme for the period 2009 — 2013 [3]
has set ten strategic goals which to a certain degree concern also the
healthcare wastes. One of them has been connected with the development
of stable systems for management of specific waste flows which include the
hazardous wastes from the medical and healthcare institutions.

The purpose of the present study was to make an attempt for an as-
sessment of the established system for management of hazardous wastes
generated by the town of Kyustendil Emergency department (ED) and its
branches and to give some recommendations for the improvement of that
activity.

2. MATERIAL AND METHODS

The Emergency department in the town of Kyustendil was established on
the grounds of government decree 195/1995 and was structured for work in
the territory of the Kyustendil district. About 154 470 inhabitants in area of
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3037 km? have been served by the 6 branches of the ED located in the
towns of Kyustendil, Dupnitsa, Bobov dol, Rila, Sapareva banya, and in the
village of Nevestino (Fig. 1).
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Fig. 1: The area of the Kyustendil district

Information about the generated hazardous wastes, their dynamics and
the treatment methods used was gathered for a three year period (2005 —
2007). The supplements of Ordinance No 9 [2], the transportation maps, the
annual reports, the planned and realized measures for improvement of the
activities set in the Programme of the ED for the period 2006 — 2011 were
used. Our own studies were also conducted.

3. RESULTS AND DISCUSSION

Different kinds of wastes are generated by the town of Kyustendil ED
and its branches. They could be combined in two large categories — hazard-
ous and non-hazardous. The wastes which collection and treatment are sub-
jects of special requirements, according to Ordinance No 3 [1], are included
in:

Code: 18.01.03 - used sharp objects (needles and syringes from used
vaccines, edges of scalps, razors and safety razors and laboratory glass-
ware); used and broken laboratory glass-ware as well as used surgical in-
struments; pathologo-anatomical wastes (amputated extremities, polluted
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consummatives for one-time use and materials polluted with physiological
and pathological secretions, bacterial cultures etc.); plaster casts, working
clothes polluted with physiological and pathological secretions etc.

Code: 21.01.21 — thermometers, luminescent lamps, batteries etc.

The generated waste with non-hazardous properties is included in:

Code: 18.01.04 — waste which collection and treatment are not subjects
of special requirements in order to avoid infections — linen, one-time clothing
etc.

Code: 20.03.11 — mixed waste — paper and plastic packaging, paper
from the administrative offices, consulting and hospital rooms, waste from
the cleaning of the area of the ED and its branches.

The non-hazardous wastes have been thrown away daily in containers
owned by the ED and have decomposed at the town of Kyustendil landfill.
The hazardous wastes from all branches have been transported to premises
for temporarily storage located at the area of the town of Kyustendil ED and
then sent and burned in the insenerator of the Alexandrovska hospital (So-
fia). The quantity of hazardous healthcare waste generated by the ED and its
branches has been registered monthly on the basis of the transportation
maps accompanying the load.

The dynamics of hazardous waste (Code: 18.01.03) generated by the
ED and its branches for the period 2005 — 2007 (fig. 2, 3, 4, 5, 6 and 7)
shows that:

1. The monthly values of hazardous wastes quantities varied from about
1kg (August 2005 and 2006, the village of Nevestino ED branch) to
about 27kg (May 2006, the town of Bobov dol ED branch and August
2007, the town of Sapareva banya ED branch). However the average
values in the three studied years changed from about 10kg to 16kg
per month with the exception of the village of Nevestino ED branch
where the average quantity of waste was about 4kg. The quantity of
hazardous waste generated in the town of Kyustendil ED branch in
2007 was comparatively higher with an average monthly value about
20kg.
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Fig. 2: Dynamics of hazardous waste generated in the town of Kyustendil ED branch
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Fig. 3: Dynamics of hazardous waste generated in the town of Dupnitsa ED branch
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Fig. 4: Dynamics of hazardous waste generated in the town of Bobov dol ED branch

2. The dynamics of hazardous wastes quantities generated in 2005 and
2006 was similar in each of the ED branches except in the village of
Nevestino ED branch (fig. 7) where the quantity of waste in the
second three months of 2005 was comparatively higher.

3. In some cases (fig. 5, 6, 7) the dynamics of hazardous wastes quanti-
ties generated in 2007 followed those in the previous two years.

4. The higher quantities of wastes in August of the three studied years in
the town of Sapareva banya ED branch could be explained with the
increased number of visitors to the town in that month.
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Fig. 5: Dynamics of hazardous waste generated in the town of Rila ED branch
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Fig. 6: Dynamics of hazardous waste generated
in the town of Sapareva banya ED branch
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Fig. 7: Dynamics of hazardous waste generated in the village of Nevestino ED
branch

The hazardous healthcare wastes transported for burning in the insene-
rator of the Alexandrovska hospital (Sofia) in 2007 were approximately 849
kg - 236 kg from the town of Kyustendil ED branch, 186 kg from the town of
Dupnitsa ED branch, 164 kg from the town of Sapareva banya ED branch,
148 kg from the town of Bobov dol ED branch, 80 kg from the town of Rila
ED branch, 35 kg from the village of Nevestino ED branch respectively.
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4. CONCLUSIONS

Measures for the consecutive implementation of the requirements set
in the Waste management Act and the corresponding normative acts
have been adopted in the town of Kyustendil Emergency department
and its branches. The long transportation distances and the ex-
penses connected with them impose a new policy of hazardous
healthcare waste management. It has to be directed to waste minimi-
zation and treatment at the place of their formation by using auto-
clave or microwave installations.

The preparation and realization of a programme for management of
the old luminescent and other lamps containing mercury, thermome-
ters, medicines with expired term of use, batteries, accumulators etc.
is expedient.
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Observations of Amphibians (Amphibia) within
the Territory of the Blagoevgrad Municipality
Alexander Pulev, Lidia Sakelarieva

South-West University, Faculty of Mathematics and Natural Sciences,
Department of Geography, Ecology and Environmental Protection, 66 Ivan
Mihailov Str., 2700 Blagoevgrad, Bulgaria

Abstract: A great number of the amphibian and reptile species, distrib-
uted in Bulgaria, are sensitive to anthropogenic impacts. Therefore they are
protected by the Low of biological diversity and are included in the new edi-
tion of the Bulgarian Red Data Book. The present observations of the herpe-
tofauna within the territory of the Blagoevgrad municipality have been carried
out since 1988. The aim has been to update, supplement and summarize the
available information about the taxonomy, distribution and ecology of the
amphibians and reptiles in this region. The results about the amphibians are
presented and discussed in this report. Eleven amphibian species, out of 18
for the whole country, have been recorded. One subspecies, concrete habi-
tats, as well as some aspects of the ecology of certain species are reported
for the first time.

Kewords: amphibians, distribution, ecology, Blagoevgrad municipality

1. INTRODUCTION

Although the researches of the herpetofauna in Bulgaria started in the
beginning of XX century there are no publications which summarize the
available information about the species composition and distribution of the
amphibians and reptiles within the territory of the Blagoevgrad municipality.
Some data are found in the works of Buresh and Tsonkov [1, 2, 3, 4, 5] as
well as in the collection of the Regional Historical Museum in the city of Bla-
goevgrad (RHM - Blagoebgrad).

The aim of the present observations of the herpetofauna within the terri-
tory of the Blagoevgrad municipality has been to update, supplement and
summarize the available information about the taxonomy, distribution and
ecology of the amphibian and reptile species in this region. The results about
the amphibians are presented and discussed in this report.

2.MATERIAL AND METHODS
The Blagoevgrad municipality (Fig. 1) is located in the South-West Bul-
garia and covers a part of the middle stream of the Struma River. It includes
the Blagoevgrad valley, the Blagoevgradska Bistritsa River basin and the
Eastern slopes of the Vlahina Mountains with the small Padesh valley. The
average altitude is 959.8 m. The lowest point is the Struma River valley - 310
m, and the highest one — the mount Golyam Mechi Vrah, South-West Rila
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Mountains — 2617 m. The river system is comparatively dense. The climate
is transitional with two maximums of precipitation — June and November, and
two minimums — February and August. The mountain climatic influence is felt
especially in the Eastern part of the municipality.

BLAGOEVGRAD MUNICIPALITY
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Fig. 1: Map of the Blagoevgrad municipality

The observations of the amphibians have been carried out since 1988.
The data were gathered during day field trips. Some localities were reported
by other biologists. The available information about the species distributed in
the studied area was summarized.

3. RESULTS AND DISCUSSION

Eleven amphibian species (3 tailed and 8 tailless), out of 18 for the
whole country have been recorded for the territory of the Blagoevgrad muni-
cipality:

Salamandra salamandra (Linnaeus, 1758)

Localities: Parangalitsa reserve [4]; one specimen, the village of Po-
krovnik, 03.1974, RHM - Blagoevgrad, K. lliev collect.; one specimen, same
locality, 10.02.1978, RHM - Blagoevgrad, Kr. Mopov collect.; one specimen,
the village of Obel, under a rotted tree, G. Manolev observ.; several larvae,
between the villages Dolno Tserovo and Tserovo, 13.05.1990; two speci-
mens and several larvae, SE of the village of Izgrev, in a large gully; one
specimen, the city of Blagoevgrad, Varosha residential area, 18.04.2002;
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one specimen, between Blagoevgrad and the village of Delvino, in a ditch;
one specimen, between Blagoevgrad and Bachinovo place; several speci-
mens, Bachinovo, in a ditch along the alley, 05.10.1996, 14.03.1998,
16.05.2000; several larvae, between the villages of Bistritsa and Gorno Har-
sovo, in the Mishovets stream; several larvae, Gorno Harsovo, in a small
marsh; one trampled specimen, on the road after the fork to Gorno Harsovo;
several trampled specimens, on the road between Bachinovo and Bistritsa;
one trampled specimen, on the road in the Slavovo place, 17.08.1997; one
specimen, on the road between Slavovo and the Bodrost resort, 26.11.2006;
4 specimens on the road between Bistritsa and Slavovo, 19.04.2009; the
Bodrost resort.

Remarks: The fire salamander is widely distributed in the territory of the
Blagoevgrad municipality. It is the most common tailed amphibian species in
the region and is comparatively abundant if suitable wet habitats are availa-
ble. Quite a lot of such habitats are found within the Blagoevgradska Bistritsa
River basin. It is interesting to note the late observation on November 26,
2006 (before the Bodrost resort) in mixed forest, at 4.30 pm, sunny and cold
weather (6° C). The localities indicated supplement considerably the availa-
ble information about the distribution of the salamander in this part of the
country.

Triturus vulgaris (Linnaeus, 1758)

Localities: one specimen, floods of the Blagoevgradska Bistritsa River
between Blagoevgrad and Bachinovo, G. Manolev observ.

Remarks: In spite of the only locality at our disposal probably the
smooth newt is much more widely distributed within the territory of the Bla-
goevgrad municipality.

Triturus superspecies cristatus (Laurenti, 1768)

Localities: one specimen, Pkrovnik, 04.1984, RHM - Blagoevgrad, K.
lliev collect.; one specimen, the Kaimenska chuka height, south of Blagoev-
grad; one specimen, Blagoevgrad, between Elenovo and Strumsko residen-
tial areas, in a ditch along the road, 24.05.2003; two specimens, Bachinovo,
in a ditch along the road, 11.07.2000; several larvae, in a flood on the Stru-
ma River right bank, near the village of Balgarchevo, 07.07.1998; several hi-
bernated under the ice specimens, Obel, in a marsh along the road,
24.01.1990;

Remarks: The crested newt is to be found comparatively often within the
studied territory. It is of interest the hibernation of 5 - 6 specimens in semi-
numbed state right under the ice in a large marsh (Obel) on 24.01.1990. The
species has not been reported for the Vlahina Mountains yet.

Bombina variegata (Linnaeus, 1758)

Remarks: The yellow-bellied toad is one of the common amphibians in
the studied region. Its abundance is high and it is found in puddles, canals,
marshes, tubs, small streams, floods of large rivers.
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Rana ridibunda Pallas, 1771

Remarks: The marsh frog is the most common and often met amphibian
species within the territory of the Blagoevgrad municipality. It is very abun-
dant in and along streams, marshes, puddles, dams, canals, tubs etc.

Rana dalmatina Bonaparte, 1839

Localities: one specimen, Kaimenska chuka, south of Blagoevgrad; one
specimen, Blagoevgrad, Strumsko residential area, in a ditch along the road;
one specimen, the Blagoevgradska Bistritsa River in Blagoevgrad,
06.04.1999; one specimen, South-East of Blagoevgrad, in a gully, 04.1990;
several specimens, Bachinovo, in a ditch along the road, 16.05.2000,
11.07.2000; one specimen, the Blagoevgradska Bistritsa River at the influx
of the Mishovets stream, 16.05.2000; one specimen, the village of Dabrava,
in a gully; one specimen, Obel, G. Manolev, observ.

Remarks: The spring frog has been found at several localities, almost
always single specimens. The species has not been reported for the Vlahina
Mountains yet.

Rana graeca Boulenger, 1891

Localities: several specimens, between Dolno Tserovo and Tserovo,
13.05.1990; one specimen, Bachinovo, 11.08.2001; several specimens, in a
shallow flood and on the bank of the Blagoevgradska Bistritsa River at the in-
flux of the Mishovets stream, 14.03.1998, 16.05.2000; several specimens, in
the Mishovets stream, between Bistritsa and Gorno Harsovo; one specimen,
the Harsovska River, West of Gorno Harsovo, in a small pool, 30.08.1998;
two specimens, the Harsovska River, 2 km East of Gorno Harsovo,
03.08.1998; two specimens, the village of Drenkovo, in a tub, 23.03.2001;
several specimens, Obel, G. Manolev, observ.

Remarks: The Balkan stream frog is widely distributed within the territo-
ry of the Blagoevgrad municipality. It is found in all suitable for it habitats,
usually in low numbers. The localities reported supplement considerably the
knowledge about the species distribution in this part of the country.

Rana temporaria Linnaeus, 1758

Localities: the Blagoevgradska Bistritsa River at Parangalitsa reserve
[5]; Parangalitsa reserve, RHM - Blagoevgrad, K. lliev collect.; Makedonia
hut, 24.07.1978, RHM - Blagoevgrad, E. Andreeva collect.; several speci-
mens, the Blagoevgradska Bistritsa River, at Kartala place, 11.08.1996 and
in the beginning of Parangalitsa reserve.

Remarks: The common frog is distributed only in the highest Eastern
part of the Blagoevgrad municipality, in the Rila Mountains. It is not expected
the species to be found in other parts of the municipality.

Bufo bufo (Linnaeus, 1758)

Localities: Blagoevgrad [5]; one specimen, Kaimenska chuka, south of
Blagoevgrad; several specmens, Blagoevgrad, Strumsko residential area, in
a ditch along the road and under stones; one trampled specimen Bufo bufo
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spinosus, Bachinovo, 08.06.2005; two specimens Bufo bufo bufo, Drenkovo,
in an irrigation canal, 13.03.2001; several specimens including a copulating
couple B. b. bufo, Drenkovo, in a pool, 23.03.2001; one specimen B. b. bufo,
Pokrovnik, beneath a tile, 08.10.2003; one specimen B. b. bufo, same locali-
ty, in fallen leaves, 02.11.2007; one specimen, B. b. spinosus, same locality,
under a particle board, 08.04.2005.

Remarks: The common toad is less abundant than the green one in the
Blagoevgrad municipality territory. It is found in settlements as well as in nat-
ural habitats. It was observed early in the spring on March 13 (2 male speci-
mens) and late in the autumn on November 2 (1 female specimen). The
subspecies B.b. spinosus is reported for the first time for the region (2 locali-
ties). It helps to throw light upon the Northern distribution of that Mediterra-
nean subspecies within the Struma River basin.

Bufo viridis Laurenti, 1768
Remarks: The green toad is widely distributed in the region in settle-
ments and in natural habitats.

Hyla arborea (Linnaeus, 1758)

Localities: one specimen, the surroundings of Blagoevgrad,
28.07.1974, RHM - Blagoevgrad, E. Andreeva collect.; one specimen, Bla-
goevgrad, Strumsko residential area, near the road; one specimen, Bachino-
vo, on a tree next to the pond; one specimen, Stoikovtsi reservoir, in the
grass on the shore, 24.04.2002.

Remarks: The common tree frog is a common species for the whole
country. The few localities recorded were probably due to its hidden way of
living. It could be expected much wider distribution of the species within the
whole region. It is reported for the first time for the Vlahina Mountains.

4. CONCLUSIONS

e Eleven amphibians or 61% of the amphibian species distributed in
Bulgaria inhabit the territory of the Blagoevgrad municipality although
it represents only 0.56% of the territory of the country. In spite of the
small area the species diversity of amphibians is rather high because
of the diverse relief, the considerable difference in altitude, compara-
tively dense river system, favourable climatic conditions various habi-
tats and unpolluted environment. Especially suitable living conditions
are found within the Blagoevgradska Bistritsa River basin, the East-
ern part of which is sparsely populated and is included in the Rila Na-
tional Park boundaries. All eleven amphibian species were registered
there, some of them very abundant. An increase in species composi-
tion within the territory of the Blagoevgrad municipality as a result of
future observations has not been expected.

e The localities reported supplement to a great extent the known distri-
bution of the amphibian species in the studied area.
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e The Southern subspecies of the common toad Bufo bufo spinosus
has been recorded for the first time in the territory of the Blagoevgrad
municipality. The two localities reported limit the Northern distribution
of the subspecies within the Struma River basin.

e Three amphibian species - Triturus cristatus, Rana dalmatina and Hy-
la arborea have been recorded for the first time in the Vlahina Moun-
tains.

e Three amphibian species - Bombina variegata, Rana ridibunda and
Bufo viridis are widely distributed in large numbers within the studied
area.
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The spiritual value of forests and sustainable
forest management
William A. Clark

American University in Bulgaria

Abstract. People value forests for a wide variety of reasons. Tradition-
ally, the consumptive and utilitarian values of forests have predominated in
the practice of forestry and in the academic literature. In more recent dec-
ades greater attention has been given to non-utilitarian forest values, includ-
ing the spiritual value of forests. However, the concept of spiritual values
associated with forests has not been clearly defined or fully developed. A
review of the academic literature combined with a survey of forest related
websites shows awareness, but an overall lack of definition of spiritual val-
ues of forests. The spiritual value people place on forests can be broken
down into four broad categories: intrinsic sacredness; spiritual value associ-
ated with significant religious people, places, or events; forests as a reflec-
tion of a Creator; and forests as a place to experience a connection with God
or transcendence.

1. INTRODUCTION

People value forests for a wide variety of reasons and receive numerous
benefits, both tangible and intangible from forests. Sustainable forest man-
agement should therefore include protection of the whole spectrum of these
goods, services, and values (Ritter and Dauksta 2006, Fabbio et al. 2003,
Wiersum 1995). Successful sustainable management of forests is facilitated
by an accurate understanding of the complete set of values people place on
forests (Bengston 1994; Brown and Harris 1992; Tarrant and Cordell 2002).
In addition, understanding how diverse stakeholders value forests, and clari-
fying the nature of these values, will help enable forest managers to weight
competing demands, address potential conflicts, and develop management
plans in harmony with society’s values (Tarrant and Cordell 2002).
Most recent research on forest values points to the less tangible values as
being more important to the public than the more traditional values of wood
production and ecological services. As a result, there have been calls for a
more careful consideration of these less tangible values. For example, Ritter
and Dauksta (2006) write,

We suggest that the cultural and spiritual needs of people

have to be considered more consciously in the context of for-

estry and that this would help to achieve a sustainable use of

forests resources together with a positive development of human

society.
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This article looks specifically at the spiritual values of forests and seeks to
expand and clarify the nature of these values.

2. GROWING INTEREST IN SPIRITUAL VALUES OF

FORESTS:

A review of current literature on forest values shows much interest in the
spiritual value of forests, but little attempt to clarify what the term means.
Spiritual values are often lumped together with other values. Tarrant and
Cordell (2002), following Xu & Bengston (1997) and Rolston & Coufal (1991),
identify the spiritual values of forests as a sub-set of non-commodity and
non-utilitarian values and treat them as essentially equal to cultural or heri-
tage values. The FAO combines cultural, spiritual and aesthetic values into
a single category of indirect use values, distinguishing them from direct use,
option, and existence and bequest values (Kengen 1997). Ritter and Dauk-
sta (2006) discuss cultural and spiritual values of forests as a single concept.
They assert that understanding these values is important for sustainability;
however, they fail to clearly define what is meant by a spiritual value. Hag-
var (1999), following Callicott (1997), speaks of the psyco-spiritual value of
nature labeling it a “third generation” value; in other words, a value of nature
benefiting the human mind and spirit. Edwards (2006 p.5) writes:

Intangible SCVs (social-cultural values) are also often hard or

impossible to separate from each other, and tend to be referred

to by undifferentiated labels such as ‘cultural and spiritual values’

or ‘cultural heritage’. Yet they are undeniably important and often

rank higher in stakeholder consultations carried out for forest

planning and policy-making than the traditional timber benefits.

Some authors attempt to provide more detailed definitions of spiritual values.
Schroeder (1992 p. 25) states:

“Spiritual” refers to the experience of being related to an “other”

that transcends one’s individual sense of self and gives meaning

to one’s life at a deeper than intellectual level.”

However, the spiritual values of forests are generally seen as abstract and
difficult to define.

The cultural and spiritual functions of forest are comprised of tra-

ditional or special values that are connected to places or trees

and the spiritual bonds and history that link human culture and

religion to forest and trees. While cultural functions are easily

linked to ‘special’ places, the spiritual function is a more abstract
human value that is often held subconsciously or consciously ex-
pressed in a different way e.g. by showing emotional to forestry
issues. The cultural and spiritual functions are rarely mentioned

in comparison to the other forest functions. This is partly because

they are more intangible, but also because it is difficult to express

these values in monetary terms... (Ritter & Dauksta 2006 p. 427).
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Scientists and professional foresters are often uncomfortable talking about
spiritual, and fail to respect the spiritual values others hold toward forests
(Schroeder 1992). And vyet, if these values are ignored or not respected, it
can lead to conflicts and misunderstandings with local communities and hin-
der good management (Koch 1997).

Measuring spiritual values, which are clearly non-market in nature, in a way
allowing comparison with other values has been difficult. It is widely consid-
ered unacceptable or controversial to use conventional environmental eco-
nomic techniques (e.g. contingent valuation or hedonic pricing) to reduce
spiritual values to monetary terms (Kumar & Kant 2007; Edwards 2006).
Nevertheless, spiritual values related to forests have been studied using
various survey instruments.

3.FORESTS AND SPIRITUALITY ON THE WEB

Many non-academic websites promote the idea that forests have a
unique spiritual value, but the exact nature of this value is not clearly defined
or explained. In a review of approximately 100 forest related websites, sev-
eral phrases and themes were frequently repeated, forest:

-- provide spiritual refreshment

-- give spiritual joy

-- contribute to spiritual health

-- are linked to a community’s
spiritual values

-- are a source of spiritual wellbe-

ing

-- are essential to a community’s
spiritual  survival

-- provide spiritual renewal

-- have spiritual benefits

-- may be sacred places

-- are a source of spiritual welfare

-- may serve as a spiritual sanctu-

ary

-- make available spiritual fulfill-

ment

-- fulfill spiritual needs

-- can provide a spiritual setting

-- give spiritual enrichment

-- provide a place for spiritual ex-

periences

-- are an integral part of some
spiritual traditions

-- form a part of our common spiri-
tual heritage

4.CLARIFYING THE SPIRITUAL VALUE OF FORESTS

It is obvious the term “spiritual value” has a broad range of meaning.
From a review of the academic literature, along with a consideration of inter-
net websites and other sources of popular culture, it appears the spiritual im-
portance of forests falls into four broad categories. Forests have spiritual

value because:
eThey are intrinsically sacred

eThey are associated with special places of worship, historical events or

people of religious significance
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eAre a reflection of a Creator
eProvide an environment allowing a connection with the Divine

These four categories capture the broad range of meaning connected
with what various researchers refer to as the spiritual value of forests. A
given individual may hold more than one of these and there also may be a
degree of overlap between them.

4.1. Forests as intrinsically sacred places

Some cultures and traditions view certain forests as intrinsically sacred
because they are believed to be the abode of gods, or the habitation of vari-
ous spirits, including the spirits of departed ancestors (e.g. Altman 2000).
This view of forests is most often found among traditional cultures or indige-
nous groups living among a dominate culture, such as aboriginal Australians
or certain Native American tribes. This view is particularly true of animist
groups or cultures which view forests or individual trees as the dwelling place
of various spirits. The persistence of such beliefs in parts of Asia and Africa
has significantly contributed to the preservation of remnants of ancient for-
ests and the protection of biodiversity. For example, Anh & Pham (2005 p.
1) write:

“Ceremonial forests, however, can still be found in every Thai vil-
lage with an average size of five to ten ha. It is the place to bury the
dead. According to Thai beliefs, the souls of the dead live in this for-
est, so therefore no villagers dare to damage it. To this day, the
ceremonial forests are still being maintained and preserve many
valuable species.”

In India, certain groves of tress are viewed as inherently sacred because
they are believed to be permeated by local deities. These groves are still
found in many villages and hamlets, although their numbers and sizes have
been greatly reduced. These groves have preserved remnants of the an-
cient Indian forests. Due to respect for their sacredness, they have been
spared the destruction and degradation of surrounding forests and contain
significantly greater biodiversity. (Ramakrishnan 1992, Subash Chandran &
Gadgil 1998).

Sacred forests continue to play an important role in some African territo-
rial religions. In a case study exploring the link between sacred forests and
conservation in Zimbabwe, Byers et al. (2001) report the sacredness of cer-
tain forested areas is tied to the belief that ancestral spirits reside in the wild
animals living there. Such a belief naturally promotes the protection of these
areas as wildlife habitat. Their study found a significant correlation between
forest conservation and local belief in the sacredness of given forest
patches. In the context of their study area, local religious leaders and elders
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were largely responsible for determining which areas were sacred and what
activities and access are allowed

The idea of forests being intrinsically sacred is now a minority view in
much of the world, especially in North America and Europe; although certain
“‘New Age” and neo-pagan groups may still adhere to this view. Ritter and
Dauksta (2006 p.430) contend that although the ancient, pre-Christian, tree-
worshipping traditions of European tribes have vanished and are largely for-
gotten, they have left an unconscious imprint on modern societies in terms of
a special connection with forests.

4.2. Forests as the loci of significant spiritual history or culture
Forests hold spiritual value for some people because they are closely
associated with either current or past places of worship, or are the loci of his-
toric events of spiritual importance. This aspect of spiritual value corre-
sponds with what other authors have labeled cultural or historic forest val-
ues. Forests surrounding churches, monasteries, or temples are often
considered to possess a spiritual quality (e.g. Votrin 2005) and can serve as
important conservation areas. Some church or monastery forests form the
core of nature preserves and other protected areas (e.g. Virtanen 2002;
Madeweya et al. 2004; Salick et al. 2007). In Ethiopia, one of the few places
where indigenous trees and forests can be found is on land own and con-
trolled by the Orthodox Church (Votrin 2003). In Russia, many of the Na-
tional Parks and nature reserves are former monastery forests (Votrin 2003).
Another example of a “sacred forest” in this context is Ouadi Qadisha
(the Holy Valley) and the Forest of the Cedars of God (Horsh Arz el-Rab) site
in Lebanon. Several ancient monasteries are located there and it contains a
remnant of the ancient cedar forests of Lebanon mentioned in the Bible.
Due to the presence of these ancient monasteries and its association with
the ancient cedars, this site holds spiritual significance for many people.
The site was originally nominated as a World Heritage natural property but
failed to be included due to serious integrity issues. However, when re-
submitted as a cultural site it won inclusion on the United Nation’s World
Heritage List because of its spiritual significance (Rdssler 2005). This pro-
vides an example of the important interplay between spiritual and cultural
values and the natural environment.

4.3. Forests as a reflection of God as Creator

The previous two categories of spiritual values of forests have limited
application to most people living in North America, Europe, and Australia. In
contexts with a Judeo-Christian heritage, forests are likely to hold spiritual
value for people for different reasons. People in western, secularized socie-
ties are unlikely to consider forests as the abode of deities or spirits of the
departed, but they may still place spiritual value on them for other reasons.
Many people see nature in general and forests in particular as reflections of
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a Creator. This idea is captured by the mission statement of SacredFor-
ests.org (undated):

All forests are sacred gifts of God. We, the children of God, have a
moral and ethical obligation to insure the protection and preservation
of every acre of God's forests that have not yet been plundered and
despoiled... We must demand that the tiny remnants of forests that
remain untrammeled by humans be treated as sacred wilderness ca-
thedrals dedicated to the glory of God.

In this view, forests have value because they are an expression of God’s
creativity and beauty. To damage or despoil a forest is to mar the handiwork
of God. For some people, forests have spiritual value not because they are
intrinsically sacred, or imbued with sacredness due to their history, but be-
cause they orient the mind and emotions toward God.
The words of the popular hymn, How Great Thou Art, expresses this idea,
When through the woods and forest glades | wander,
And hear the birds sing sweetly in the trees;
When I look down, from lofty mountain grandeur,
And hear the brook, and feel the gentle breeze;
Then sings my soul, my Savior God to Thee,
How great Thou art, how great Thou art...

People with this mindset are committed to protecting forests and other natu-
ral landscapes since they view themselves as stewards of God’s creation.
This position is exemplified by a declaration published by The Religious
Campaign for Forest Conservation (RCFC) in 2000:

Creation reflects the handiwork of the Creator. Just as Beauty is an
aspect of the Lord who infuses Creation with magnificence and
wonder, so every tree embodies the glory of God and every forest
manifests the wisdom of its Maker. We should therefore intuit in
forests the Great Architect of life and respect that Superior Wisdom
which manifests in its incredible diversity, intricacy, beauty and
fruitfulness (Kruger 2001 p. 3).

4.4. Forests as a place to commune with God and/or experience
transcendence
Forests have long served as places for finding solitude and escape from
the burdens of modern life. For many people, the tranquility and solitude of
forests provide an ideal environment for establishing or strengthening a spiri-
tual dimension in their lives, and to connect with God.
Donald Swearer (1998), director of the Center for the Study of World Re-
ligions of Harvard Divinity School, notes that although early Buddhism was
not inherently biocentric, forests have been a preferred environment for spiri-
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tual practices and that historically in Asia, and currently in the West, Bud-
dhists often locate their learning centers in forests.

Even secular people seek the sense of renewal and invigoration that can
come from spending time in the forest. Again quoting from the RCFC’s dec-
laration, “Preserving our Forest Heritage:”

People who have access to intact forests also have access to
peace, quiet, renewal and the regeneration that native forest land
offers. Wild forests have important therapeutic values for the hu-
man spirit which are only now becoming understood. Through the
forests, people connect to principles of life, death and regenera-
tion that are important for a whole perspective on our own life,
death, and the responsibility to provide for future generations.
(Kruger 2001 p. 4)

Henryk Skolimowski, a founding father of eco-philosophy, states:

Forests and spirituality are intimately connected. Ancient people

knew about this connection and cherished and cultivated it. Their

spirit was nourished because their wisdom told them where the

true sources of nourishment lay (Skolimowski undated p. 4)...

(Forest) are important as human sanctuaries, as places of spiri-

tual, biological and psychological renewal. As the chariot of pro-

gress which is the demon of ecological destruction moves on,

we wipe out more and more sanctuaries. They disappear under

the axe of man, are polluted by plastic environments, are turned

into Disneylands (Skolimowski undated p. 7).
Trigger and Mulcock (2005) link the spiritual value of forests with sense of
place and maintain that for a place to have spiritual value implies it has sig-
nificant “personal and cultural meaning” (p. 308). In extensive interviews
with various stakeholders in the controversial Western Australian Regional
Forestry Agreement of 1999, they discovered parties on all sides of the dis-
pute agreed that forests have spiritual value. Both pro-logging and anti-
logging interviewees saw forests as a place to meet with God or to expe-
rience transcendence. Brown and Raymond (2007) also highlight the con-
nection between place attachment and spiritual values. They assert:

“...it is the individual’s willingness to associate spiritual value with
a landscape that best predicts the psychological state of place at-
tachment. Although respondents are least likely to identify spiri-
tual landscape values, these mapped landscape values are most
important in identifying respondent attachment to place” (p. 108).

Forests provide spiritual or transcendent experiences for both religious
and non-religious people. Worth (2006) argues that increasing numbers of
people in southwestern Australia without any formal religious affiliation are
seeking to have their spiritual needs met in the aesthetic qualities of the
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natural environment of the forest. As more people see forests as a place to
connect with God, find quietness, experience transcendence, or to mediate
and experience inner peace, this will have implications for forestry and forest
policy.

Often, when people talk about the spiritual value of forests (especially in
western, secularized societies, it is this aspect (of being alone in a quiet,
natural place where they can connect to something or someone larger than
themselves) that they have in mind

5. SUMMARY
Forests are important to people for a wide variety of reasons, with spiritual
benefits being a significant aspect. | have attempted to clarify what people
mean when they talk about the spiritual value of forest by subdividing the
value into the four broad categories described above.

People who value forests for spiritual reasons may embrace more than
one of these values and may have difficulty expressing exactly why they at-
tach spiritual significance to forests. Which value dominates will likely de-
pend on multiple factors such as a person’s cultural heritage and spiritual be-
liefs, the particular forest in question, and the perceived needs of the
individual. Spiritual values are often very personal and can be difficult to de-
scribe. Further research is needed to clarify more precisely what people
mean when they speak of the spiritual value of forests, and to differentiate
these values from other indirect-use values. However, understanding the
spiritual importance of forests for people will facilitate better forest manage-
ment and sustainable protection of the aspects of forests which enhance
these values.
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Model calculations of the quanitities of landfill
gas, emitted from the landfill for solid domestic
waste in Blagoevgrad (village of Buchino)

Stefka Tzekova™, Ivailo Ganev?, Boyan Dimitrov’*

Abstract: The biogas released from the landfills has got a noxious ef-
fect. It also creates the most serious environmental problems after the land-
fills closing. The gas releases actively for more than 25 years. That is why
extremely high requirements for its utilization have been set today. The first
step in this direction is the determination of its amounts. A prognosis for the
quantities of gas released from the landfill at the village of Buchino has been
made in the present report. The used mathematical model of prognosis has
been adapted for the conditions in Bulgaria on the basis of the authors’ expe-
rience gained during their observations and research of a number of landfills
in the country

Keywords: landfill gas, biogas, RES

INTRODUCTION

Closing of most of the landfills for domestic waste in our country which
do not meet the contemporary requirements for construction of this kind of
facilities is scheduled in the current and in the next year. In fact, these are
landfills of municipalities (excluding those of the biggest towns), established
long time before the actual standards for construction of landfills for domestic
waste have been determined. However, closing of these landfills does not
solve the problems with the emissions of harmful substances from them. The
main problem from the environmental point of view is the emitted from the
landfills for domestic waste landfill biogas. The landfill gas has been emitted
actively for more than 25 years after the disposal of the waste. For this rea-
son extremely high requirements are set for its disposal.

Objectis

The landfill in the village of Buchino, servicing the municipality of Bla-
goevgrad, is a typical landfill, for the closing of which particular measures are
taken. The objective of this report is to present an approach for determina-
tion of the quantity of landfill gas, emitted from the landfill.

One of the important conditions for the determination of the method of
extraction of the landfill gas and selection of a technology for its disposal is
to have available data about the expected quantities of emitted gas.

13 South West University, Blagoevgrad, Bulgaria

14 Technical University — Sofia, Bulgaria
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For this type of landfills for domestic waste and in particular the one in
the village of Buchino, there are no monitoring and carried out experiments
for determination of landfill gas emissions. The available data refer mainly to
summarized quantitative values, without morphological structure studies, etc.
When speaking about quantities, the established standard of accumulation
of waste per resident should be taken into account. Based on the studies
carried out by us, we have established the following accumulation rate (for
the towns, where there is a relatively precise measurement of the disposed
waste) — fig. 1. In other words, it can be reckoned in general for the estima-
tion of the quantity of the emitted landfill gas, that the accumulation rate is 1
kg/day/resident.
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Sofia Plovdiv Varna Burgas

Fig.1 Accumulation rate is 1 kg/day/resident to Sofia, Plovdiv, Varna and Bourgas

These deductions are proven also for the municipality of Blagoevgrad,
based on the landfill volume, the density of the disposed waste and the filing
level.

For estimation purposes of the quantity of emitted landfill gas it can be
supposed that annually the landfill in the village of Buchino receives approx-
imately 30.000 tones of waste.

We have made our estimations using the so called first-order model. In
this model the dynamic of emissions of landfill gas is a falling exponent and
is shown on fig. 2.
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For the landfill in the village of Buchino it may be supposed that from 1
ton of waste the landfill gas, which may be caught, amounts to 40 m3. This
relatively law amount is accepted because of occurring self-ignition of the
landfill.

According to these data the following estimations of the emitted quanti-
ties of landfill gas are calculated — Fig. 3

In terms of opportunities of landfill gas recovery the energy, which may
be generated by it is of interest. The fuel component in the landfill gas is me-
thane. For methane content of about 50% the fuel value of the landfill gas is
shown on Fig. 4.
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CONCLUSIONS

Although the expectations provide a relatively limited flow rate of landfill
gas from the landfill in the village of Buchino, the gas emission should be
controlled through construction of gas wells and its forced extraction and
disposal must be organized. After having gas wells constructed an analysis
of the quantity and the quality of the emitted landfill gas with relevant accura-
cy will be possible.
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GIS and remote sensing for environmental mod-
elling
Penka Kastreva
South West University”’Neofit Rilski”, Blagoevgrad, Bulgaria

Abstract: This paper aims to explain how spatial information may be
used for environmental modeling and management in Geographic informa-
tion system (GIS) media. Another important point in this work explains how
to obtain geographical information from remote sensing methods. A classifi-
cation of GIS environmental models has been presented. This classification
gives a review to very different models, which helps in transferring know-
ledge between different application areas of the environmental sciences.
There are also examples from various application fields in the environmental
sciences.

Keywords: GIS, remote sensing, environmental modeling,

1. THE CHALLENGE IN THE WORLD

The environment is the key to sustaining human economic activity and
well-being. Sustainable human development is a term for notation of paradox
“Economic growth versus the progress i.e. that attempts to balance the often
conflicting ideas of economic growth while maintaining environmental quality
and viability. [Wainwright et al, 2004]. In any definition of sustainability, a key
element is the change. Some authors define sustainability as maintaining
components (such as biological diversity, water quality, preventing soil deg-
radation) of the natural environment over time. A broader definition of sus-
tainability includes the persistence of all components of the biosphere. Other
definitions emphasize increasing the welfare of people while minimizing envi-
ronmental damage. Goodland and Ledec (1987) underline that renewable
resources should be used in a way which does not degrade them and those
non-renewable resources should be used so that they allow an orderly socie-
tal transition to renewable energy sources. These changes continually occur
at many spatial (e.g. global, continental, regional, local) and temporal (e.g.
ice ages, deforestation, fire) scales.

The main components of the environment are: the air, the water, the soil,
the landscapes and the nature (ecosystems, flora and fauna), the urban en-
vironment area, the population, the production and the consumption, the ex-
ploiting of natural resources, the emission in the atmosphere, waters and
soils, the refuse, the noise and the radiation, the chemical and the genetic
modified organisms; the natural and the technological risks; the power pro-
duction, the industry, the transport, the agricultural and the forestry enter-
prise, the fishing, the tourism and there influence over environment and so
on. These elements require the provision of timely, accurate and detailed in-
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formation on land resources as well as changes in the land resources. Envi-
ronmental changes that have to be mapped are: climate changes, ozone
depletion in the stratosphere, luck of biodiversity, disasters; the tropospheric
ozone; the forest degradation, coast guard; coordination of waste, urbane
stress; chemical risk ect.

2. TYPES OF MODEL IN THE SPATIAL SCIENCES

A model is an abstraction of reality [Robinson et al, 1995]. The best
model is always that which achieves the greatest realism. Environmental
scientists have used spatial models of topographic surface, populations, en-
vironments, infrastructures in the form of maps and drawings. Maps and
drawings are abstractions of the form of nature in the same way that models
are usually abstractions of the process of nature. Mathematical models have
been developed since the origin of mathematics, but there was a significant
increase in modelling activity since the development of calculus by Newton
and Leibniz working independently in the second half of the seventeenth
century. Models can be classified hierarchically. The two model types are the
mathematical models and the physical or hardware models. Mathematical
models are much more common and represent states and rates of change
according to mathematical rules. Mathematical models can range from sim-
ple equations through to complex software codes applying many equations
and rules. There are no universally accepted typologies of mathematical
models. Nevertheless, it is useful to understand the properties according to
which models may be classified. In short the potential mathematical models
are next: Conceptual type: empirical, conceptual, physically based or mixed;
Integration type: analytical, numerical or mixed; Mathematical type: process
models (deterministic or stochastic or mixed); Spatial type: lumped, semi-
distributed, distributed, 1D, 2D, 3D (within the context of a GIS) or mixed;
Temporal type: static, dynamic or mixed. Using terminology found in the en-
vironmental literature, models are characterized as 'models of logic' (induc-
tive and deductive), and 'models based on processing method'. (determinis-
tic and stochastic). The last belong to mathematical models. Most of the
deterministic models are derived empirically from field measurements. They
may be inductive or deductive. Further the mathematical models can be
separated also into empirical, conceptual or physically types. Empirical mod-
els describe observed behaviour between variables. In other words, they
have been confirmed by actual experience. They are usually the simplest
mathematical function, which adequately fits the observed relationship be-
tween variables. Empirical models are also known as statistical or numerical
data models. This type of model is derived from data. Normally in the sci-
ence the model is usually developed using statistical tools for example, re-
gression. Conceptual models are built on the basis of preconceived notions
of how the system works. They add the parameter values, which describe
the observed relationship between the variables. Physically models should
be derived from established physical principles and produce results that are
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consistent with observations. There are models that fall broadly under the
heading of physically based. They include some level of empirical generali-
zation in order to fill gaps where the physics is not known. Process models
(deterministic and stochastic) emphasize the importance of the processes
transforming input to output data. Physically based models are characterized
with this that they often do not agree with observations. Models can be fur-
ther subdivided according to how the equations are integrated. The either
way is analytically solving of the model equations as differential equations or
numerically solving them within a computer as difference equations. Models
are of different spatial types. They are classified as interrupted models,
which simulate a spatially heterogeneous environment as a single value.
Semi-distributed models may have multiple values representing clearly iden-
tifiable units. Distributed models break space into discrete units, usually
square cells (rasters) or triangular irregular networks (TINs) or irregular ob-
jects. The space of a model may be one-dimensional, two-dimensional
sometimes three-dimensional. Most of the models are still mixtures of many
of these types. Both inductive and deductive methods have been used for
environmental modelling. However, inductive models dominate spatial data
handling in GIS and remote sensing in the environmental sciences.

3. THE NATURE OF ENVIRONMENTAL MODELLING WITH GIS

AND REMOTE SENSING

Modelling in environmental sciences is described as an art because it in-
volves experience, intuition and mathematical skills. In science modelling
supports the development of experiments in which hypotheses can be tested
and outcomes predicted. A model is presented as a system of mathematical
equations explaining the function of environmental processes in the station.
The cartographical meaning of the concept model unlike the map consists of
the database contents. The digital map contains only graphical database,
while the cartographical model has as well attribute database which is re-
lated with the graphic. Both, the digital map and the model, are founded of
the mathematical model. The models may also allow prediction and simula-
tion of future conditions, both in space and time. The goal of building models
is to understand the phenomenon and finally to build a sustainable sys-
tem for its management. Mapping and environmental modelling of ecosys-
tem’s changes with GIS and remote sensing support natural phenomena and
disaster processes management. GIS is being more and more used for mak-
ing decisions, planning and environmental management. GIS models may
vary in space, time and state variables. Environmental models are being de-
veloped and used in a wide range of disciplines, at scales ranging from a few
meters to the whole earth, as well as for purposes including management of
resources, solving environmental problems and developing policies. GIS and
remote sensing are necessary tools for sustainable development. The spatial
data in GIS databases are predominately generated from remote sensing
through the direct are import of images but also through the generation of
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conventional topographic maps using photogrammetry. Remote sensing
data, such as satellite images and aerial photos allow us to map the variation
in terrain properties, such as vegetation, water, and geology, both in space
and time. Satellite images provide very useful environmental information for
a wide range of scales, from entire continents to details of a metre. Thus re-
mote sensing is an integral part of GIS, and GIS is impossible without remote
sensing. GIS and remote sensing have been combined with environmental
models for many applications. These models are used for: monitoring of de-
forestation, agro-ecological zonation, ozone layer depletion, early warning
systems, monitoring of large atmospheric-oceanic anomalies, climate and
weather prediction, ocean mapping and monitoring, wetland degradation,
vegetation mapping, soil mapping, natural disaster and hazard assessment
and mapping, and land cover maps for input to global climate models.

4. EXAMPLES OF GIS AND REMOTE SENSING APPLICATIONS
FOR ENVIRONMENTAL MODELLING

Geographic environmental data can be use for:
e Land — atmosphere interaction modelling

Climate models incorporate a greater quantity and higher quality of ter-
restrial data compared to a decade ago. Both general models that are used
to estimate global climates under specific conditions are meteorological and
land surface model. The meteorological model, uses of land cover data to
set parameters (moisture, energy, and so on) for land-atmosphere interac-
tions. Land surface process models were developed to describe the effects
of the environmental state on these parameters.
e Ecosystems process modelling

These models ensure the relationship between atmospheric process
modelling and ecosystems processes and functions. In biogeochemical
modelling, it is important to include land cover attributes describing commu-
nity composition or vegetation types. Some models (CENTURY, BIOME-
BGC) have been used to evaluate the equilibrium response of ecosystems to
doubled atmospheric C0, and associated climate change.
e Hydrologic modelling

Elevation, elevation derivatives (e.g. slope, aspect, drainage flow direc-
tion) and land cover data are required for modelling the physical processes
of the hydrologic cycle ecosystems. One of the most important developments
is the use of remotely sensed data for land surface and parameters that can
serve as input data to models. Coupling of SVAT (Soil Vegetation Atmos-
phere Transfer) models with distributed hydrological process models and
biological production models can be used to assess the effects of land cover
changes on the regional hydrological cycle. One thing we are confident
about is that modelling in a GIS environment, with a strong link to remote
sensing is a promising way to go.
e Vegetation mapping and monitoring
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Vegetation is a fundamental attribute of landscapes which influences a
whole host of environmental processes. Mapping of vegetation via remote
sensing is providing information on vegetation properties for large parts of
the world in sufficient spatial detail to aid environmental modelling. Vegeta-
tion mapping at local to regional scales is currently dominated by imagery
from the Landsat and SPOT satellites.

e Wildlife mapping and modelling

Wildlife conservation has been achieved with creation of parks and re-
serves in different parts of the world. These areas protect individual plant
and animal species, or groups of them. Successful wildlife management re-
quires appropriate spatial and temporal data on the distribution of wildlife
populations. Remote sensing and GIS techniques are increasingly being
used in the collection and analysis of these data as well as the monitoring
and overall management of wildlife. Most commonly, distribution is derived
from observations in the field of the animal species or aerial and satellite
survey methods. GIS is increasingly used for mapping wildlife density and
distribution.

¢ Biodiversity mapping and modelling

Biodiversity mapping and modelling is becoming increasingly important
not only to the governments and intergovernmental agencies and pro-
grammes. BIOCLIM is one example of a tool that uses environmental pa-
rameters, in this case climate, to estimate species (animal or plant) distribu-
tions, that is influenced by climate. Predicted distributions are based on the
similarity of climates at points on some geographic grid to the climate profile.
BIOCLIM can also reconstruct palaeohistoric distributions and predict the po-
tential impacts of climate change.
e Natural disaster management

Disasters are extreme events within the Earth's system that result in
death or injury of humans, and damage or loss of valuable goods. Disasters
can be classified in the next way: natural disasters which are caused by
purely natural phenomena and bring damage to human societies such as
earthquakes, volcanic eruptions, hurricanes, tsunami; disasters which are
caused by human activities such as atmospheric pollution, industrial chemi-
cal accidents, major armed contlicts, nuclear accidents, oil spills; and mixed
natural disasters which are accelerated by human influence such as land-
slides, erosion, greenhouse effect. Natural disaster management requires a
large amount of temporal spatial data. Satellite remote sensing is the ideal
tool for disaster management, since it offers information over large areas,
and at short time intervals. In practice remote sensing is mostly used for
warning and monitoring. It can be utilized as well in the various phases of
disaster management, such as prevention, preparedness, and reconstruc-
tion. The use of remote sensing data is not possible without a proper tool to
handle the large amounts of data and combine it with data coming from other
sources, such as maps or measurement stations. Therefore, together with
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the growth of the remote sensing applications, GIS have become important
for disaster management. Remote sensing and GIS provide a historical da-
tabase from which hazard maps may be generated, indicating which areas
are potentially dangerous. As many types of disasters, such as floods,
drought, cyclones and volcanic eruptions will have certain precursors, satel-
lite remote sensing may detect the early stages of these events as anoma-
lies in a time-series. Simultaneously, GIS may be used to plan evacuation
routes, design centres for emergency operations, and integrate satellite data
with other relevant data. GIS may model various hazard and risk scenarios
for the future development of an area.
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Spot analysis of thermal comfort in some open
urban spaces of Craiova city

loan Eustatiu Marinescu’®, Sorin Avram’, Gheorghe Clota’®, Mihai
Radu Costescu’’

Abstract: The paper deals with the application of a methodology
designed to analyze the relationship between outdoor climatic condi-
tions and the perception of bioclimatic comfort. The experiment con-
sisted of conducting simultaneous questionnaire surveys and weather
measurements during summer time. Is was carried out along a pe-
destrian urban area in Craiova with pre-established measuring points.

The results showed that under normal outdoor conditions, ther-
mal comfort is strongly influenced by the different types of urban
habitat. The perception of air temperature is difficult to separate from
the perception of the thermal environment and is modified by other
parameters particularly wind, solar radiation, related to the intensity of
fluxes from various directions (i.e. falling upon both vertical and hori-
zontal surfaces), weighted by the coefficients of incidence upon the
human body.

The analysis proved that this methodology is well-suited to
achieving a good perspective over improving urban design and that it
may be applied in other cities areas and in other seasons.

INTRODUCTION

Urbanization has led to substantial changes in land use, vegetation
cover and other environmental parameters, and to the introduction of new
elements and materials that can alter local surface—atmosphere energetic
fluxes, thus disturbing regional climatic patterns.

The thermal climate of cities depends on their location in a specific cli-
mate zone as well as topographic and orographic factors. These background
condition are modified by energetic and dynamic characteristics of cities,
which lead to an elevated thermal level. Compared to the rural surroundings,
it is well known as urban heat island UHI. This typical phenomenon of the
urban climate is analysed by numerous investigations worldwide
(e.g.Arnfield, 2003; Oke, 2006; Emmanule and Fernando, 2007).

However, there are only a few studies focussed on the assessment of
the thermal component of the urban climate related to people in cities, i.e. in
a human-biometeorologically significant way, although thermal comfort
strongly controls their efficiency, well-being and health (Mayer, 1999 b;
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Mertens, 1999; Ho6ppe, 2002; Thorsson et al., 2004; Ali-Toudert et al., 2005;
Knez and Thorsson, 2006; Ali-Toudert and Mayer, 2006, 2007a, 2007b).

Outdoor public spaces contribute to the quality of life in cities and have
an important role in the outdoor activities of urban dwellers (Thorsson et al.
2004) and contribute to strengthening social interactions between citizens
(Nikolopoulou and Steemers 2003). Outdoor public spaces are considered
areas accessible to the general public, such as streets, plazas, squares or
parks, where people perform recreational and outdoor activities.

These areas can exhibit great differences with regard both to the level
of usage and to the types of activity performed (Cervera 1999; Zacharias et
al. 2001). Recent research has shown that microclimatic conditions have a
big effect on the usage of open spaces, partly because of their influence on
levels of thermal and mechanical comfort (Nikolopoulou et al. 2001; Givoni et
al. 2003).

Thermal comfort is defined by Ashrae (1966) as “the condition of
mind in which satisfaction is expressed with the thermal environment’.

STUDY AREA

The city of Craiova is situated in the middle of Oltenia (one of the
Southern regions of Romania), on the Jiu Valley and is located at approxi-
mately equal distances from the Southern Carpathians (north) and the
Danube (south).

The climate is temperate continental with strong Mediterranean influ-
ences, characterised by mild, wet winters and dry, hot summers, which partly
explains why its population frequently engages in outdoor activities, espe-
cially during spring and summer. Studies of Craiova’s urban climate have
been  undertaken _
since 2004 at the
Center of Environ-
mental  Research
and Sustainable

Valorification of
Resources

(CCMVDR) of the
University of

Craiova and have
focused on Urban
Heat Island (Mari- i
nescu, ., 2006), 70,y e
Urban Green Ty-
pology (Marinescu,
I., Patroescu Maria, 2003), on the consequences of city growth upon ventila-
tion conditions (Marinescu, I., 2006).

Fig. 1 — Study area — Unirii Street/Mihai Viteazu Plaza
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Craiova has a wide range of outdoor public spaces, ranging from green
areas to green walk sideways, squares and parks, which have different envi-
ronmental characteristics and microclimatic conditions.

Mihai Viteazu Plaza and the northern end of Unirii Street were se-
lected for the pilot study (fig. 1). They stretch out in the central inhabitated
area between busy traffic roads mainly on east-westward direction. The sec-
tor covers an area of approximately 10.000 squere meters. Within its limits
the area is made up of paved sideways for walking, bordered by meadows
biotopes, trees and constructed structures. This open space is used by the
inhabitants of the city mainly for everyday promenading because of its cen-
tral location and transit function for people. The orientation of urban mor-
phology represents an important factor for the selection of measuring points.

METHOD

The methodology ALl Cuza Street

was focussed on two main

directions. A one day ex-

periment in the study area
for the measuring of the
meteorological values in | ----- PR .
the course of the day at 1—[I'l \
the four preestablished Ml a ZTn
measuring points. The
second direction was fo-
cussed on a 11 weeks
survey from April to June
2008 in order to study the
behaviour of people in the
studied area (open space)
in connection to thermal NN
comfort conditions. An im- Jerusatem P1aza L
portant inffluence over the NS
local situation within the

Mihai Viteazu Plaza

study area is the presence Bl Voasuring point |\
of heat island with re- @ rrees
duced ventilation and —— Stationary areas ‘_:\
general orientation of built - == Walk sideways
up area. Built up area N Macgdonsm Street
The overal study Fig. 2 - Preestablished measuring points in the
deals with periods of heat study area

stress and reduced cool-

ing during the investiga-
tion period of June. The thermal conditions were used to calibrate thermal
sensations by an observation of the behaviour of people using the open
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spaces near the walk sideways and stationary areas along the four points of
observation (fig. 2) acoording to different types of activities (table 1).

The field data collection included questionnaire surveys and the meas-
urement of weather parameters during the measurement period that lasted
form 08:00 a.m. to 09:00 p.m.. There were also been taken fotographs of the
study area in order to monitor any behaviour of users within it’s limits indicat-
ing adaptation to urban bioclimatic conditions.

The field studies were carried out in late winter and spring, specifically
beginning with the 15™ of March till the end of June. The weather condi-
tions were characterized by partly cloudy sky and temperatures above the
monthly average. Wind speed conditions were characterized by an average
of 0.6. ms.

WEATHER MEASUREMENTS
The weather parameters measured in order to characterize the general
weather conditions in the study area (localscale) and the thermal environ-
ment in which individuals move (micro scale) were air temperature (Ta), rela-
tive humidity (RH), wind speed (v) and mean radiant temperature (°C). With
the purpose of assessing the changes in the thermal environment during the
questionnaire session, a Tinytag 433-7841 thermo-hygrometer (Gemini
Data-loggers, Chichester, UK) was placed on a lamppost at a height of 2 m
in the green area togheter with an automatic weather station (Multilog Pro-
Fourier) (fig. 3), facing north and
sheltered from solar radiation, which
recorded Ta and RH every 10 min.
The thermological and physical
processes based on heat balances
of man are described by Fanger
(1970) and Hoéppe (1999) to get the
Predicted Mean Vote (PMV) of the
Physiological Equivalent Tempera-
ture (PET). This parameter is
strongly influenced by wind velocity,
long and short wave radiation, hu-
midity and air temerature.
The Physiological Equivalent
. Temperature (PET) is based on the
: Munich Energy-balance model for
b individuals (MEMI). PET is definded
. 3 § ~ | | as air temperature at which in a tipi-
Fig. 3 — MultiPro Fourier automatic | cal indoor setting (without wind and
weather station solar radiation) the heat budget of
human body is balanced with the
same core and skin temperature as under the complex outdoor conditions to
be assessed.
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This way PET enables a lay person to compare the integral effects of
complex thermal conditions outside with his/her own experience indoors. On
hot summers days, for example, with direct solar irradiation the PET value
may be more than 6°C higher than air temperature, on a windy day in winter
up to 4°C lower.

The calculation of the Predicted Mean Vote (PMV) and Predicted Per-
centage Dissatisfied according to ISO 7730 (fig. 4), offers the possibility to
evaluate the thermal comfort by the inputs of air temperature, mean radiant
temperature, relative humidity, air velocity, clothing thermal resistance and
metabolic rate recorded with the mobile weather station. Built in calculators
are included to assist in determing clothing thermal resistance and metabolic
rate. Optimisation routines are provided for determining required air tempera-
ture or mean radiant temperature for good thermal com-
fort
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Fig. 4 — Calculation of PMV and PPD thermal comfort indicators

The effect of thermal comfort by open space design using shadow was
easily calculated by comparison to the four measuring points, taking into ac-
count the physiological equivalent temperature (PET) dependency with sun
radiation and air temperature (fig. 5).

One can notice the constant gap of nearly 6.1°C between the PET val-
ues in measurement point 2, 4 in sun and 1, 3 in shadow independently form
air temperature.

Table 1 - Thermal sensation and needed thermal conditions for different
types of urban activities (Katzschner, 2002)
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PMV | PET®C thermal activities needed thermal PET®C
sensation conditions for use of
open spaces
Very cold sitting warm 30
=35 4 calm activitics warm moderate 26-32
Cold children play warm moderate 24-26
-23 8 recreation neutral 16-24
Cool light movement neutral 16-26
- 1.5 12 shopping warm moderate 26-32
Slightly cool movemeni lightly cool 14-24
-0.5 16 strong movement cool to cold 12-24
20 Neutral aarden activities lightly cool 12-24
0.5 24 work outside neutral to cold 16-22
60.0 -
o PETSUN24 . y=2.2068x-18.921
500 | | o PETSHADOW 1,3 & R?=0.9448
w00 | Linear (PET SHADOW 1,3) -
' — Linear (PET SUN 2,4)
o%‘b‘g
30.0
20.0
y=2.0588x-22.485
2 _
10.0 - R“=0.9367
o
o
0.0 S T T T T ]
10 05 0 10.0 15.0 20.0 25.0 30.0 35.0

Fig. 5 — Relation between air temperature and the thermal comfort index PET
in sun and shadow during measurements in Craiova (2,4;1,3 form 8 a.m. to 1 p.m.)

Another influencing factor which is to be considered in thermal comfort
evaluation is thermal sensation and the physiological stress level (fig. 7).

The investigations focused on the periods of heat stress and reduced
colling during the investigation period in June. The destination of thermal
condition was used to calibrate thermal sensations by observation of the be-
haviour of people using the open space within the study area. Thsese meas-
urements were recorded with parallel interviews. The mean radiation tem-
perature and globe temperature measurement results are used with
correction factors in dependence of radiation and wind.

The questionnaire was applied to randomly selected people passing by
on the sidewalk or sitting on the benches in Mihai Viteazu Plaza (fig. 6). In
order to ensure that the sample was reasonably homogeneous, only young
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people and adults engaged in low or moderate physical activity were ap-
proached. The youngest interviewee was 17 years old. The questionnaire
was designed using concise and plain language in a short-answer format
and could be completed in about 2 min.

Fig. 6 - Mihai Viteazu Plaza

It was divided into two parts: the first part comprised the personal char-
acteristics of the interviewees, while the second addressed the perception of
comfort by the interviewees in relation to the weather parameters.

The selection and structure of the questions were based on previous
studies (Nikolopoulou and Steemers 2003; Stathopoulos et al. 2004; Knes
and Thorsson 2006) that had demonstrated the importance of a person’s in-
dividual characteristics and inherent psychological factors in the perception
of comfort. The questionnaire is described in further detail in the following
section

RESULTS

he one day experimental measurements (fig. 8) points out that the
globe temperatures react very similar from sunny to shadowed areas. Globe
thermometers were slowly reacting against the change of global radiation,
thermal conditions (PMV, PDD) being strongly influenced by wind and radia-
tion values (fig. 8,9,10). The course of air temperatures, surface tempera-
tures and globe temperature reveal great differenced in acoording to PET
values at the measuring points.
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Fig. 7 - Physiologically Equivalent Temperature (PET) for different grades of
thermal sensation and physiological stress on human beings (during standard condi-
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tions: heat transfer, resistance of clothing: 0.9 clo internal heat production: 80 W)
(Matzarakis and Mayer, 1996)

The one day measurement were carried out on 25" of June in the sudy
area at the four indicated points (fig. 8,9,10,11). The recorded meteorologi-
cal parameters in the investigation site were global radiation Rg [W/m?], air
termperature Ta [°C], surface temperatures Ts [°C], wind speed v [m/s],
globe temperature big and small TGb and TGs and the correspondent PET
values in [°C].

The results are shown in the figures below. It was noticed that the
globe temperatures react very similar, with a slight faster reaction time of the
small instrument being conditioned by the wind speed . Globe thermometers
react quite slowly against the change of global radiation, which is not the
case of PET value which is directly influenced by wind and radiation values

(fig. 12).
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Fig. 8 - One day measurements of radiation Rg in W/m?x10, wind speed v in
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In (fig. 12) we observed the course of air temperatures, surface tem-
peratures and globe temperature in connection to the calculation of PET.
Here the daily course represent only a trend line but not changes on short
term. A good understanding of the thermal situation is given by the surface
temperatures.

Focusing on the hourly averages, there were developed wighting factor
in order to get the mean radiation temperature. Taking into account the mean
radiation temperature from globe or air temperatures PET easily can be cal-
culated as all other parameters can be taken directly form measuring point.

Even if there was only a one day experiment in the study area the re-
sults are very interesting as they show big differences in terms of PMV, PPD
and PET due to different orientation of sidewalks, green ratio and shadow
zones.
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Use of open spaces according with thermal comfort condi-
tions

Thermal comfort was calculated on the basis of previous data and
observation of how people react and behave on thermal comfort in the study
area. There was taken as index for thermal comfort the PET. During the
analysis period of 11 weeks there were counted all people that used to stay
for longer in the study area. There were correlated the frequency of people
and PET values.

In fig. 13 are one can see the weekly averages of PET in all meas-
urement units as well as wind speed and absolute number of people using
the area.

First observation is that people like sitting in the area 1 and 2 with in-
creasing PET values. The study area benefits of a moderate but urban cli-
mate and heat stress occurs with more than 24°C, which can be considered
as neutral. A small percentage of people seek for warm thermal conditions.
The discomfort situation was generated by the windy conditions that oc-
curred 7" week.
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mulation 1-4 measuring point

The observations pointed out that even during a warm summer day,
with PET values above 24°C not all people look for shadowed and greened
places such are 1 and 3 which are much cooler than, but wat to be in the
open space with warm or even heet stress conditions. This behaviour is very
much in accordance to the espectation of the usual warm summer. Discom-
fort conditions are mainly prevailing according to the activity shortly before
and a thermal compensation is dominating

Warm sensation is correlated very much with high solar radiation and
low wind speed. During the 11 week’s investigation period from April to June
the normal behaviour was an increasing open space use with increasing of
PET. The two exception weeks were combined with rain and higher wind
speeds. One can see the absolute values of PET often exceed neutral condi-
tions but still people are looking for sunny open space with good ventilation
with a correlation of clo index. There was identified a significant correlation
between PPD and the daily evolution of PMV.

CONLUSIONS

The shows the people’s behaviour is very much dependent on the evo-
lution of PMV in close relation with the functionl role of open space and dif-
ferent types of activities.

The description of thermal conditions have to be easily understood and
also easily to get. In terms of this evaluation of the thermal condtions it
seems possible to use simple assumption to classify thermal sensations.
People react on climte objectively in accordance with the calculated thermal
indices, but their thermal sensations are correlated with individual expecta-
tions. Especially as the results are used in an open space design the accu-
racy must be fit to that perspective and the accuracy showed in this paper
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represent a starting point into assessing and analyzing the potential impact
of thermal comfort on open space using and valorification.

Moreover a characterization and assessment of different city structures
as well as climatic and urban patterns can be derived.

Thus, understanding the reachness of microclimatic characteristics in
outdoor urban spaces, and the comfort implications for the people using
them, opens up new possibilities for the development of urban spaces in
Craiova.

The thermal bioclimatic conditions in Craiova city are described for the
first time into an assessment method based on people perception of bio-
climatic characterstics of the urban ecosystem.
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Water quality, physico-chemical and ecological

status of the Struma river*
Assoc.prof. eng. Michail As. Michailov, PhD
South-West University ,,Neofit Rilski“ - Blagoevgrad, Bulgaria

Abstract. There are a lot of interpretations about river water quality in
the literature. Many of them are debatable. This article presents an analysis
of some reasons and ideas for correction and for improvement of the posi-
tions about the significance of the hydro-morphological, the physico-chemical
and the biological parameters as a tool for the Struma river* water quality
and status assessment.

INTRODUCTION
There are a lot of interpretations about river water quality in the litera-
ture. Many publications have presented data and information for;
- different parameters of the quality state in various river reaches;
- the specific requirements concerning water quality for different uses
(for potable, domestic
and industrial needs; irrigation; recreation, etc.);
- tools and methods for measurement of the water quality parame-
ters, for determination of the
water pollution degree and for the environmental status assess-
ment, etc.

It is clear there are many possibilities for registration, evaluation and pres-
entation the dynamic and the changes of the river water quality state. In any
case their choice depends on the strategies and the goals of the manage-
ment (global, regional or local).

An example as specific action for unification of the different tools for the
water quality interpretation is EU Directive (2000/60/EC), establishing a
framework for Community action in the field of water policy (WFD) [2].

DATA AND METHODS
The main purpose of this article is an analysis of data and information for wa-
ter quality of the Struma river* basin and the results about ecological status
for separated river reaches (water bodies), concerning of the WFD principle
implementation.

It is well known, one of the aims of the Water Framework Directive
(WFD) is to achieve “good ecological status in all surface water bodies (EU)

* - on the territory of Bulgaria

by 2015 and also to prevent deterioration in the status of these water bodies”
[2]. The “good ecological status” is determined by hydro-morphological,
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physical, chemical and biological quality criteria that should guarantee
functioning of the aquatic ecosystem and good water quality for different
users [2].

The main task was to compare and to evaluate the data from national
ecological monitoring system about hydro-morphological conditions, physico-
chemical and biological parameters for every type of water body in Struma
river* basin.

Many of data, results and requirements are debatable. So, the main
WEFD requirements as a type of definitions are well made. But it is arisen a
lot of additional questions. For example:

- what are mean “natural conditions” and what kind of tools are ne-
cessary to measure them?

- what kind of parameters are needs to explain and to assess the
human alteration?

- where are the borders between the requirements for the naturals or
for the heavily modified

conditions?
- what kinds of indicators are needed to present the changes in the natural
conditions of the river
basins and are these indicators universal? and etc.

At first sight these kinds of questions are useless in view of the fact
that we have a new legislative document - The Water Framework Directive
(WFD) — with a general aim to ensure sustainable water management and to
reach good water quality by 2015 in the European Union (EU).

Unfortunately these are common explanations. It is not enough to re-
port on different steps of the WFD implementation as the characterisation of
the river basins, water types and bodies, or the identification of anthropogen-
ic pressures and impacts, etc.

The assessment of the ecological status for different river basins is
more than an administrative procedure.

It is important to note:

- there is a specific normative document (as WFD), concerning the
water quality and the rivers ecological status problems and policy,
from one side, and

- there are specific conditions of the different river basin in Bulgaria,
from the other side,

and it is necessary to find the representative tools for the ecological state-
ment assessments of each river in Bulgaria, in our case for Struma river*.

RESULTS AND DISCUSSIONS

Under the WFD requirements the classification of the ecological status of a
surface water body is based on [2]: biological elements and hydro-
morphological, physico-chemical and chemical elements, supporting these
biological elements. The water bodies are classified in five quality classes
(high, good, moderate, poor, bad) depended on the Ecological Quality Ratio
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[3], which is a ratio between reference conditions and measured status of the
biological quality elements.

These normative criteria, described in the WFD, need to be made
more operational as practical tools for surface water management. Our re-
sults confirm this necessity.

In view of the specific structure of the Struma river basin it was more
important to understand and to represent:

- the peculiarities of the Struma river tributaries — first of all signifi-

cant slopes, high river flow velocities, a rich nutrient sources, et.;

- the places of the each part of the Struma river length, according to

the human activities assessments;

- the correct decision making position for the different type of reach-

es (water bodies), etc.

For example, there are a lot of additional questions about the signifi-
cance of the hydro-morphological data. It is not enough to explain the river
depth and width variation or the altitude, the latitude and the longitude posi-
tion of the river reaches, etc. As it is shown on fig.1, fig. 2 and table 1 there
are close relations between river flows in the different reaches of Struma
river (according to the data for long term period from 1950 till 2000).

It is an impression toward the high level of the relations between the
common hydrological parameters for the different parts of Struma river®.
There aren’t any indicative differences in the natural regime and mean hy-
drologic parameters of the river.
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Fig. 1 Relation between the river flows at different HMS of the Struma river

Table 1

Correlative coefficients between average monthly flows for different reaches

of Struma river*
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Struma river

reaches Razhdavitsa - | Boboshevo - Krupnik - Razhdavitsa - | Razhdavitsa - | Boboshevo -
months Boboshevo Krupnik Marino pole Krupnik Marino pole | Marino pole

I 0.960 0.976 0.961 0,922 0,838 0.887

I 0.985 0.988 0.941 0.973 0.815 0.958

I 0.974 0.983 0.936 0.952 0.873 0.925

v 0.986 0.967 0.923 0918 0,915 0921

v 0.964 0.924 0,921 0.873 0,789 0.887

VI 0.939 0.894 0.944 0.823 0.843 0.857

VI 0.950 0.941 0.922 0.859 0,717 0.891

VIII 0,740 0.960 0.929 0,694 0,666 0,908

IX 0.842 0,887 0,879 0,693 0,587 0,694

X 0.970 0.979 0.959 0.942 0,921 0.952

XI 0.922 0.975 0.929 0.905 0.835 0.897

XII 0.947 0.964 0.954 0.903 0.866 0.893

year avg. 0.978 0.953 0.931 0.883 0.879 0.897
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A downward tendency for the common chemical parameters is estab-
lished. As it is shown of fig. 3 there are significant distinctions between main
water quality parameters at hydrometric station (HMS) “Krupnik”.

It is well known there is a big (almost drastic toward the socio-
economic activities) difference between the first part of this 20-years period
(1980-1989) and the second part (after 1990).

The range of parameters distribution for first period is 2-3 (pH or
“Dissolved oxygen”) till 7 (BODs) times bigger than the second period (espe-
cially after 1998).

A lot of interesting data, as biological indicators, are collected, used
and published in Project PHARE CBC 9904-04.02. [4] The results are im-
pressible, but the more important is their interpretation.

In this connection Soufi at all. [5] has made an important conclusion,
noted as “The Struma river maintained a stable and balanced -
mesosaprobic state, with two exceptions (downstream the towns of Pernik
and Blagoevgrad) — an a-mesosaprobity” [5].

Here is done an additional investigation of the relation between these
biological indicators and hydrological parameters for Struma river*. On fig.4
are shown results for hydrometric station (HMS) “Krupnik”. It is useful to note
that the range of the biological indicators (as example for SPUB) is rather
small (1,5 — 2,5) in comparison with the range of the hydrological parameters
(4 — 200 m*/sec).
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Fig. 4 Relation between SPUB and Struma river flow (monthly Q) at HMS
“Krupnik” for a long period (1978 — 2000)
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So, it is time to note, it is practical meaningless to try to discover a di-

rect relation between river flow and biological indicators of the water quality.

Beside the analysis and the assessments of the published results

[4,5] there are possibilities for additional comparison and comments. As ex-
ample for SPUB it would be interesting to explain that:

- a tendency for decreasing of the SPUB from the first (1980-1987)
till the third (1999-2000) period is registered for the stations “Per-
nik” and “Nevestino”;

- the SPUB mean value, at station “Blagoevgrad”, for the first period
(1980-1987) is smaller than for the second (1987-1994) and the
third (1999-2000) periods;

- the results at HMS “Krupnik” are practically the same for the three
periods;

- the biggest are differences between the SPUB mean values for all
periods at stations “Pernik” and “Marino pole”, etc.
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Fig. 5 The dynamic of the SPUB at main stations of Struma river for
the whole long-term period (1980 - 2000)

For recent article, as an example, are used these data for Pantle and
Buck’s saprobic index (SPUB). On fig. 5 it is shown the dynamic of the SPUB
for all stations (Pernik, Razhdavitsa, Nevestino, Boboshevo, Blagoevgrad,
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Krupnik and Marino pole) during the whole long-term period (1980 - 2000).
The data needs more specific analysis:
- first of all the most of the mean SPUB value are in the -
mesosaprobity borders, as Soufi at all. has noted [5];
- more careful study and assessment is necessary for HMS “Pernik”,
as a region with industrial human activities for a long-term period
(more than 100 years);
- the range of the results for Nevestino, Blagoevgrad and Marino
Pole up to a-mesosaprobity depends on the sources and the
specificity of the local conditions;

- very impressive and important are the results for HMS “Krupnik”,

which needs special attention;

- independently of the human activities in Pernik, the conditions

around HMS “Razhdavitsa” are more naturally predetermined;

- it is useful to propose a mean value for SPUB = 2 as a reference

value for ecological quality ratio (EQR) determination in “middle
Struma” reach (before and after HMS “Krupnik”).

It is clear that the current methodological tools about water quality
management have had a lot of debatable formulations. It is not enough to
announce the leading position of the biological parameters in the field of the
water quality assessments. We have a strong reasons to reflect some specif-
ic positions about the attention of the different hydro-morphological, physical,
chemical and biological parameters as indicators of the water quality (re-
spectively ecological) status assessments. It is not useful enough to oppose
any of these parameters (for example chemical to biological) as a more rep-
resentative indicator.

As a direction of the Struma river basin investigation it is important to
remember a complicated structure, including the main river and a lot of tribu-
taries. So, it is usefully to note it would be a mistake to ignore the signific-
ance of the small tributaries. As a source of nutrients each tributary have had
a place in this structure, especially when we try to give a proof of a new type
of tools for ecological assessments. For a long-term period we have need a
more complex approach.

The differences and the peculiarities between the rivers habitats and
their conditions are nature properties. So, the aspiration for preparing a hu-
man-made classification scheme toward the reference values (according to
the requirements of the FWDJ[2]) presentation is more unreasonable than
useful. To present the ecological status as “high”, “good” or “bad” is an ex-
ample of mixing different tasks — from one side to define the impact of the
human activities, and from the other — to assess the natural processes. Ob-
viously, it is common to register high level of the dissolved oxygen concen-
tration (DO — mgO,/l) and low level of the total dissolved solids (TDS) in the
upper (predominantly mountain) parts of the rivers or - low level of the dis-
solved oxygen concentration (DO — mgO,/l) and high level of the total dis-
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solved solids (TDS) in the lower (predominantly plain) parts of the rivers. Is it
correct to present these natural conditions as “high”, “good” or “bad” status?

It is clear that the reference ecological status must be presented as
the numerical value of one or another indicator (indicators) for the natural
conditions in the rivers (or separate part of them), without any quality qualifi-
cation (“high”, “good”, “bad”, etc.).

The more complicate is the situation about “bad water quality”. It is
not quite original to use this term as a classification tool for the river reaches
(water bodies) assessment. That is a wrong point of view. If there are moni-
toring data for the unallowable values of chemical components and any level
of the water contamination we must correct the management, first of all to
change the polluted water discharging. This kind of sources is not a reason
enough to blame a river reaches (water bodies) for the rough intervention
over the natural processes in Struma river, usually called “heavily modifed”.

On the other hand, if it is the reality of the processes in the river there
is other task. The water is rather unusable for any needs than with “bad wa-
ter quality”.

The “bad water quality” is not correct as a tool for ecological status
assessment. The identification of these kind of problems is based on the as-
sessments of the risk that known alterations to the river reaches (toward the
hydromorphological characteristics [2]) were likely to be substantial enough
to prevent the achievement of good ecological status.

It is necessary to note that the degree of the alteration (or changes of
the natural conditions as results of the human impact) depends on many fac-
tors, independently of the feeling that in any cases the natural states are a
sign of equality with the high quality of the ecological status (the blue color of
the graphic presentation [2,3]).

So, an interesting question comes into the discussion — how to
present the ecological status of the rivers:

- according to the common implementation of the WFD requirements
[2], or

- as comparison between the natural or the modification states, ac-
cording to the real degree of the human activities in the different parts of river
basin areas.

There are some mixture between these two groups in the WFD, in-
cluding some positions from earlier water quality classification schemes and
some ideas for human activities pressure and assessments.

It is useful to remind some of the classic notions for the state or the
results of the human impact. Without any doubt there are two general states
of the river basin environments: natural and unnatural — affected by human
activities.

CONCLUSIONS
There is a high level of the relations between the common hydrologi-
cal parameters for the different parts of Struma river. There aren’t any indica-
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tive differences in the natural regime and mean hydrologic parameters of the
river.

It is correct to note that the SPUB results for HMS “Krupnik” [4,5] are
very indicative. It is useful to propose a mean value for SPUB = 2 as a refer-
ence value for ecological quality ratio (EQR) determination in “middle Stru-
ma” reach (before and after HMS “Krupnik”).

The results, discussed above, are very interesting not only as biologi-
cal indicators of water quality for Struma river, as a specific long term data-
base, which is rather provocative and needs more complex analysis and as-
sessment.

Without any doubt there is necessity to find a practically correct way
for presentation of the Struma river* ecological status: from one side accord-
ing to the common implementation of the WFD requirements [2], or from the
other - as comparison between the natural or the modification states, accord-
ing to the real degree of the human activities in the different parts of river ba-
sin areas [1,4,6].

It is required a lot of knowledge of the specific characteristics of the
Struma river reaches if we try to assess the ecological status especially for a
long-term period.
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LAY AND VEGETATION COVER — FACTORS IN
FOREST FIRES (FOLLOWING THE EXAMPLE OF
BLAGOEVGRADSKA BISTRITSA)

Lyben Elenkov, Tsanko Tsankov
SWU “Neofit Rilsky”, Blagoevgrad, Bulgaria

Abstract: The relief and soil cover have very important meaning about
forest fire development and spread. As basic and constant parameter which
has influence over forest fires we analyze the relief, vegetation and ligneous
cover.

Keywords: Forest fires, lay, vegetation cover

1.INTRODUCTION

Peculiarities of the lay and vegetation cover in alpine regions play a sig-
nificant role in forest fires. The article describes the basic determinative fea-
tures of these two risky factors in the sharply broken alpine lay of the south-
western Bulgaria (fig. 1). The river basin of Blagoevgradska Bistritsa (fig. 2
and 3) is used to illustrate this. Similar morpho-hydrographic peculiarities
have the river basins of the other big left feeders of Struma River on the
western slopes of Rila- Rilska River and Vlahina River (fig. 2 and 3).

2. FORMULATION OF THE TASK. PURPOSE AND TASKS OF THE
RESEARCH

The present analysis aims at giving the most complete valuation of the
role the abovementioned natural factors play in the occurrence and spread-
ing of fires in the harsh alpine conditions.

The principle model of the topographic cut of the sharply broken moun-
tain lay of the river basin of Blagoevgradska Bistritsa (fig. 4) distinguishes the
following basic elements:

1/river valley with low and high overflow river ledge;

2/ slope foot, covered in delluvial and prolluvial deposits and remains
from high bended ledges:

3/ relatively steep mountain slopes and

4/inclined ridge zones with rocky massifs of tops

The rocky fundament (fig. 5) of the local lay is predominantly consisting
of crystalline pre-Cambrian rocks and Phanerozoic granitoids. They show too
similar physical and mechanical indices as a result of the weathering proc-
esses they are exposed to. Therefore, the rocky plinth of the river basin of
Blagoevgradska Bistritsa can be described as monolithic as far as forest fires
are concerned.

The same rocky structure and parameters of weathering favors the for-
mation of spatially similar weathering products (fig. 7):

377



Faculty of Mathematics& Natural Science — FMNS 2009

1/formation of side, quick spatially wedge-shaping, lenticular bodies of
different thickness by weathering crust;

2/ low-powered elluvial deposits, predominantly situated on the foots of
ridges and the highest part of the slopes

3/typical delluvial deposits on the slopes; they are getting thicker towards
the foots of slopes;

4/ delluvial and prolluvial deposits on the foots of slopes; they form tor-
rential cones and delluvial and prolluvial trains

5/ alluvial deposits on the low (overflow) and high (non-overflow, in-
clined) river ledges in the lower part of the foots of slopes and the river valley

Soils are represented by (fig. 7):

1/alpine meadow soils in ridges;

2/ grey wood soils over the slopes;

3/ maroon wood soils in the lower parts of slopes;

4/ delluvially - prolluvial soils in the foots of slopes;

5/ alluvial soils in the river valley

Vegetation cover also varies (fig. ):

1/grass and fruticose overgrowth over the alluvial soils of the river valley
and lower parts of the foot of slope;

2/ tendency towards gradual increase in the number of shrubs at the
expense of the grasses and growth of single tufts (groups) of trees towards
the higher parts of the foot of slope;

3/ abrupt transition from fruticose vegetation and grasses towards tall
wood (broad-leaved) vegetation at the foot of slopes

Most of slopes are covered with wood massifs of broad-leaved and co-
niferous (in higher parts) trees

4/ distinctively quick transition from wood massifs to meadow grasses
and tufts of shrubs in ridges

The deeply cut alpine lay of the river basin of Blagoevgradska Bistritsa is
known for frequent and significant changes in the inclination of land surface
(fig.7):

1/horizontal to sub-horizontal in the area of river bed and overflow
ledges:

2/ inclinations from 12° to 15° in the area of foot terraces (inclined river
ledges, delluvially — prolluvial trains and alluvial cones);

3/ relatively steep inclinations (about 400) on slopes

In many cases, however, inclination changes several times because of
the terraced structure of the slopes’ lay (see below, morpho-structural pecu-
liarities and fig. 8);

4/small (about 5-10°) inclinations on ridges (except for the rocky massifs
of tops)

River basin of Blagoevgradska Bistritsa is covered with thick fault net-
work (fig. 6). It predominantly consists of steep sinking normal faults and
slanting listric breaks (faults). Many of them were active during the quater-
nary or are active now. Movements caused formation of gradually decreas-
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ing towards the river valley series of listric prisms on them (fig. 8). They con-
tribute to the terraced character of part of slopes and influence the local dis-
tribution of wood or grass and shrubs cover (fig. 8).

Tessellar block structure of lay has influenced the occurrence of rela-
tively well-cropping minor hills with their own ridges, slopes and foots of
slopes (fig. 5). These natural phenomena make the lay of lands we describe
more complicated.

The lay model proposed, as well as its adjoining vegetation cover of the
river basin of Blagoevgradska Bistritsa, is not complete and the same in
every part:

1/no distinctively formed ridge areas in some places;

2/foots of slopes are not developed in all parts:

3/slopes change their appearance according to the presence or absence
of terraced structure on them;

4/ river valley changes along its length its width and character of alluvial
formations

5/ vegetation type and character are frequently changing according to
the local land shapes.

3. CONCLUSIONS

Analysis made show that the influence of both of the described natural
factors on fires in alpine deeply broken wood lay is to a greater extent differ-
ent from the analogous cases of hazardous processes in low-mountain hilly
and hilly-flat regions. These differences require adoption of different ap-
proaches when prognosticating and preparing to fight the raging flame. This
requires a specific algorithm of fire-extinguishing in the regions of steep al-
pine wood slopes. The specific character of the southwest mountain lay is to
be taken into consideration for its significance and is to be put in its proper
place when organizing tire-fighting events of local, regional and national ex-
tent.
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